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 Key Contr ibutions:
• Assess the role of CFG features in ML-BFSD models
• Apply explanation methods to ML-BFSD models and reveal heavy reliance 
  on CFG features in existing models
• Propose CFG manipulation solution (δCFG) 
• Improve performance of existing models
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 ML-based binary function similarity detection (ML-BFSD):

ML-BFSD solutions have been widely used
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 CFGs are important in ML-BFSD:
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What’s the role of CFGs in BFSD? 

Whether relying on CFGs could lead to 
model errors? 

Intuition
 CFGs are important in ML-BFSD:
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 We design Explainer to explain BFSD and reveal the role of CFGs:
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How to approximate decision boundary?

Local Approximation

 We design Explainer to explain BFSD and reveal the role of CFGs:
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Result
 Importance of different features:
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 We propose δCFG to assess the impact of CFGs by making them identical or different:

Design
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 Given a function pair with identical semantics, we manipulate their CFGs to be different.
 Given a function pair with different semantics, we manipulate their CFGs to be identical.

When CFGs become different When CFGs become identical

Result
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 Given a function pair with identical semantics, we manipulate their CFGs to be different.
 Given a function pair with different semantics, we manipulate their CFGs to be identical.

Result

Why do these models rely on CFGs?

When CFGs become different When CFGs become identical
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 Interpreting CFG over-reliance:
Design flaws

(1) Some neglect the order of instructions.
(2) Some learn intra-block semantics but not 

inter-block relation.
(3) Some partially learns relationships.

Explanation

……
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Bias of training set
The proportion of four types of function pairs.

(1) Type 1: different CFGs and different 
semantics. 

(2) Type 2: different CFGs but same semantics. 
(3) Type 3: same CFGs and same semantics.
(4) Type 4: same CFGs but different semantics.

Explanation
 Interpreting CFG over-reliance:

Design flaws

(1) Some neglect the order of instructions.
(2) Some learn intra-block semantics but not 

inter-block relation.
(3) Some partially learns relationships.

……
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Explanation
 Interpreting CFG over-reliance:
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Result
 We improve models’ preformance in BFSD by finetuning with δCFG:
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Result
 We lower the ER by finetuning with δCFG:
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 Key Contr ibutions:
• Assess the role of CFG features in ML-BFSD models
• Apply explanation methods to ML-BFSD models and reveal heavy reliance 
  on CFG features in existing models
• Propose CFG manipulation solution (δCFG) 
• Improve performance of existing models


