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Generative AI: 
Beyond the Hype
A progress review, emerging use cases, and a prediction

todd underwood - toddunder@gmail.com 
2024-10-30 - SRECon EU 2024 - Dublin, Ireland

mailto:toddunder@gmail.com


Prelude #1: 

Who am I?

Who are you?[*]

Why are we all here?[**]
[**] Who do I imagine you to be

* I’m obviously not going to really answer that one. You knew that already.
Also, why am I never leaving well enough alone?



Context & Disclaimers: Me
● Worked on large ML training and 

serving systems at Google and 
OpenAI for the past 15 years.

● Wrote a book on this stuff (with a 
bunch of other smarter people).

● AI sceptic (but less than some).

● Not sure you should take me 
seriously. 

Photo by Andrea De Santis on Unsplash

https://unsplash.com/@santesson89?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/artificial-intelligence?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Also, Context and Disclaimers: You

● Technical audience who build and run 
big systems, some of them using ML.

● Annoyed at incessant AI hype 
(alongside failure to deliver)

● Amused (impressed?) by AI fun use 
cases. Possibly curious about uses.

● Want to understand the gap 
(promise-reality) and whether it will ever 
close.

Disclaimer: not really you. I hope.
All images generated with DALL-E unless otherwise noted



Prelude #2: 

Terms and Scope
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Terms & Context

ML 
Machine learning in general. Pre-2022 mostly 
supervised learning on structured, labeled data. 

Generative AI (also Large Language models)
● pre-trained on large collections of 

unstructured data
● learns patterns in the underlying data and 

can generate new instances 
(text/pictures/video/etc)

Remember: pre-2022 mostly older-style ML. 
post-2022 often is LLM/GenAI



Let’s begin:

How we got here: review 
previous talks and predictions.

Spoiler alert: I was wrong then 
and I’m probably wrong now.



Also, and for fun: 

Let’s have various Gen AI 
chatbots critique my previous 
conclusions.



Proprietary + Confidential

SRECON EMEA 2019
Oct, 2019
tmu@google.com 

All of Our ML Ideas Are Bad
(and We Should Feel Bad)

Previous Talk 

#1



Proprietary + ConfidentialProprietary + Confidential

● Monitoring maintenance - updating thresholds and parameters

● Alert suppression/analysis - flagging false positives, suppressing 
them

● Capacity Planning/Prediction

● Validation of Canaries - stopping bad pushes

● Root Cause Analysis of Incidents/Outages

● Automatic Service/Resource Scaling

What (SRE Thing) is ML For?

We want ML to do the annoying/repetitive/boring (but important) stuff:

Previous Talk 

#1



Gen AI [*] says...

[ML] is probably most valuable right now in 
augmenting human operators rather than replacing 
them - helping with:

● Initial problem diagnosis
● Documentation generation and maintenance
● Procedure automation planning
● Knowledge base search and synthesis

Most significant: less reliance on labeled data due 
to un- or self-supervised pretraining.

Any out-of-context resemblance to a robot version of a moderately famous 
pop music star is obviously entirely coincidental. Haters gonna hate.

Previous Talk 

#1

[*] Anthropic Claude 3.5 Sonnet



Gen AI also says...

“Only capacity planning and basic alert correlation 
had seen significant practical success [in 2019]. 
Most of these aspirations were still more aspirational 
than reality, with production implementations being 
limited or experimental.” [*]

But another said:

“In summary, all the mentioned use cases were 
plausible in 2019, but some were more mature and 
widely adopted than others” [**]

Images from DALL-E in ChatGPT except where otherwise noted

Previous Talk 

#1

[*] Anthropic Claude 3.5 Sonnet 
[**] Chat GPT 4o Images from DALL-E in ChatGPT except where otherwise noted
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Gen AI also says (now)...

“Overall Assessment:

MOST EFFECTIVE: Capacity Planning, Automatic 
Scaling, Alert suppression/analysis

MODERATELY EFFECTIVE:. Monitoring maintenance,  
Canary validation.

STILL CHALLENGING: Root Cause Analysis“[*]

But

“Mature, Effective Use Cases: Monitoring 
maintenance, alert suppression/analysis, capacity 
planning, automatic service/resource scaling.

Somewhat Effective, Still Evolving: Validation of 
canaries, root cause analysis.”[**]

 [**]

Images from DALL-E in ChatGPT except where otherwise noted
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[*] Anthropic Claude 3.5 Sonnet      [**] Chat GPT 4o
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Gen AI Says, Then...

“In 2020, the industry was experiencing a reality 
check about ML in operations, recognizing that 
simpler solutions often provided better value. 
The practical challenges of implementation and 
maintenance [of ML] often outweighed the 
benefits” [*]

“While ML offers powerful capabilities, its 
application is often weighed against the cost, 
with simpler heuristics remaining a preferred 
approach for many use cases. Autoscaling 
stands out as a strong example where ML has 
delivered clear, effective benefits.” [**]

Previous Talk 

#2

[*] Anthropic Claude 3.5 Sonnet 
[**] Chat GPT 4o
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Gen AI Says, Now...

“[...]While the challenges persist, the tools and 
techniques for addressing them have improved, 
making ML more practical for operational use 
cases than in 2020. But the need for careful 
consideration of value vs. complexity remains 
important.” [*]

While the initial hurdles of ML in operations 
have been overcome, successful implementation 
requires careful planning, technical expertise, 
and a strong understanding of business needs. 
[Now] organizations can harness the power of 
ML to drive innovation and efficiency. [**]

Previous Talk 
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Content Warning: 
Relentless  AI positivity 
common in LLM output
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Gen AI says...

“The overall statement was quite prescient and 
aligned with practical experience in 2020. Many 
organizations were discovering that ML wasn't a 
silver bullet for operational challenges, and that 
fundamental operational excellence was a 
prerequisite for successful ML implementation.” 
[*]

“The statement in 2020 is partially true. While it 
accurately reflects some of the challenges 
associated with applying ML to operations at 
that time, it also underestimates the potential 
and progress being made in the field.” [**]

Photo by Andrea De Santis on Unsplash
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SRECon ⧫ tmu  ⧫ 2021

SRE for ML
The First 10 Years and the Next 10

Todd Underwood @tmu ⧫ 
tmu@google.com ⧫
2021-Oct ⧫ 
SRECon ML Track 

Photo by fabio on Unsplash

Previous Talk 
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mailto:tmu@google.com
https://unsplash.com/@danesduet?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@fabioha?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/star?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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SRECon ⧫ tmu  ⧫ 2021

Make ML Boring
HACKING ML INTO YOUR ORG

1. Organizations will accept “older” ML technology, 
and AutoML approaches. Good enough will be 
good enough.

2. Platforms will converge in features and stabilize. 
And mostly fade into the background

3. Training and serving costs will plummet.

4. APIs to integrate ML into applications will stabilize 
and become ubiquitous

5. ML model quality evaluation will become 
ubiquitous and trustworthy

Five Big Things Will Happen

Photo by Julian Myles on Unsplash

Previous Talk 

#3

https://unsplash.com/@julianxmyles?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/boring?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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HACKING ML INTO YOUR ORG

1. Organizations will accept “older” ML technology, 
and AutoML approaches. Good enough will be 
good enough. [Yes, but… GenAI happened]

2. Platforms will converge in features and stabilize. 
And mostly fade into the background. [Not really]

3. Training and serving costs will plummet. [No!]

4. APIs to integrate ML into applications will stabilize 
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SRE and ML:
    Why Does It Matters*?
[*] Yet

todd underwood — Google — tmu@google.com
@tmu on twitter

linkedin.com/in/toddunder
sre.google

Previous Talk 

#4

mailto:tmu@google.com


The Path Ahead: 
Predictions without Evidence

Career changes
SREs will have to do ML 
(ML Reliability Engineers?) 

but we will also need 
data reliability engineers 

and model quality will have to be 
baked in to production 
engineering responsibilities. 
(Quality as the end-to-end SLO)

Ethics
(Wildcard opinion!)

AI/ML raises huge and 
complicated ethical issues. 
SREs will be again (as we 
usually have been) at the 
forefront of addressing those 
issues as models enter into the 
world

Photo by Bruno Nascimento on Unsplash
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Overall Grade:
[in the optimistic tone of an 
LLM]
Almost passing!



GenAI/LLMs Now:
Are they good at anything (yet)?

You can’t believe a word I say, most days, but this time it’s true.
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AI Hype

We have been promised 
many things. 

We have been sold many 
things.

More specifically: We have 
been told that the AI will run 
the computers instead of us.

Let’s specifically talk about 
AIOps.
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AIOps hype 
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AIOps hype 
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(Occasionally acknowledged)  
Challenges

 These are the tears of AI hype ricocheting off of reality.
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What LLMs are Bad at (according to LLMs)

The greatest applications of LLM of all 
time were never made. 

These applications for AI don’t work:

● Root Cause Analysis
● Canary Validation
● Paying off (being cost efficient)
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Is there anything LLMs are good at?

This is going to be boring.

Some small use cases that are meh:
● coding 

○ genuinely useful
○ getting better
○ requires substantial expertise

● bureaucracy
○ performance reviews
○ job descriptions
○ some documentation

 What is the pen for? Is she going to write on the monitor?
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Key use case now: Knowledge base / search 

Train a model on everything 
everyone needs to know:
● All documents (google 

docs, notion, word, wiki)
● All slack/teams/irc/chat 

logs
● All code

Create a straightforward url 
(go/what or go/ask or 
whatever)
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Why?

Super fast onboarding.

Fast troubleshooting and 
education.

Internal communications++ 
(find the right person/team)

In short:
It works.
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Anything Else?

Document summarization 
(but has to be checked).

Code and config auditing (but 
writing tests would be better).

Monitoring tuning (but needs 
to be checked).

 



Parting thoughts: A Prediction

I think I’ve seen this film before. I didn’t like the ending.
But this is me trying.
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Agents will finally happen

Now:
● Anthropic agents
● Google rumo(u)red to have something in flight
● Startup arcade-ai.com full internet API in early release.

Why?
● flexible APIs to other data/services will rapidly identify 

best use cases for AI

When?
● Soon? We don’t want to waste all of this AI potential.
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In Conclusion
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Previous predictions were ~meh
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LLMs are not yet great at most 

stuff.
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They’re super good at one thing. 

Might get better with Agents.
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Thank you. 

I had a marvelous time ruining 

(some of) the AI hype.


