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What does an 
ocean tide have 
to do with a 
revert…
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Load-shedding
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?
What is a revert…
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Alerts to Reverts
– Engineers investigate alerts
– Request patterns?

○ Block
– Previously unidentified 🪲?

○ Patch
– Recent change in production?

○ Revert the change (rollback)
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Challenges of Rapid Iteration
– Blue/Green deploys canʼt scale
– Staged deploys, i.e. Canary → Low → 

Mid → High traffic, doesnʼt apply
– Mono-repo “issuesˮ
– Requires rapid rollback capability
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?
What can we put 
in place to reduce 
TOIL and stress…
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1734
Automatticians 1

92
Countries 1

116
Languages spoken 1

1. Data taken from live data on 10th October 2024 from automattic.com/about

http://automattic.com/about
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Meetup Projects

Iterate on an existing feature

Team goal related

High-impact on TOIL reduction

User facing feature



Dr. Fix It

– ELK stack
– WordPress-backed PHP service
– Slack Application



Dr. Fix It - Ideation

– Use AI to determine if a commit caused 
the stack trace we get in the logs

– Only display a filtered commit list to 
reduce on-call noise

– Command for engineers to easily 
revert

– Stretch goal: AI to execute the revert
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Dr. Fix It - The Plan

– Gather range test cases
– Craft a ZeroShot prompt to determine 

if a commit → stack trace
– Use our internally hosted LLM services



Dr. Fix It - The Initial Test

– Crafted a simple direct prompt
– PoC service in our Ray cluster
– Prepared a tiny test set
– Quick test run before dinner…



36

2 out of 3.

Thatʼs not too bad, but why do 
different LLMs agree that the 
same commit didnʼt cause the 
stack trace?



Dr. Fix It - The PoC Test

– ZeroShot prompt
– Llama3.1 70B vLLM service
– Ray Serve python service for AI agent
– 14 cherry picked, and double-checked, 

test cases
– 14 negative tests
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Best run was 26 out of 28.

Wow, okay. All we need to
do is add agentic reasoning, 
tool calling, and guardrails and
weʼll be all set to deploy.
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Now, about those 
two test cases…



AI Agent

– Observe environment
– Agent evaluates
– Perform an action
– Environmental reward
– Loop until end of episode or forever

Reinforcement Learning: An Introduction. Sutton and Barto



LLM Agent

– Receive an observation - Prompt
– Agent evaluation - Reasoning
– Perform an action - Tools
– Reward - depends on cognitive 

architecture
– Loop until final answer

Reinforcement Learning: An Introduction. Sutton and Barto



Reasoning & Tools -> ReACT

ReAct: Synergizing Reasoning and Acting in Language Models: arxiv.org/abs/2210.03629



Agent Tools

– Function definition
– Function source code
– Class function definition
– Class source code
– Git blame-based functions
– Reflection 1

1. Reflexion: Language Agents with Verbal Reinforcement Learning. https://arxiv.org/abs/2303.11366



Chain of Thought

– Chain-of-Thought with self-consistency
– Zero-Shot Chain-of-Thought
– Automatic-Chain-of-Thought 
– Program-of-Thoughts prompting
– Tree-of-Thoughts
– Graph-of-Thoughts
– Algorithm-of-Thoughts
– Skeleton-of-Thought
– Buffer-of-Thought
– Logic-of-Thought



Open-(Weight|Source) LLMs

– DeepseekV2 Coder
– Granite Code
– Llama 3.1
– Phi 3.5
– Qwen 2.5 Coder
– StarCoder2
– ToolACE
– WaveCoder
– Yi-Coder
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And those two 
test cases…



LLM Reasoning
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https://pair.withgoogle.com/explorables/grokking/

LLM Reasoning



LLM Reasoning

– Pattern matching systems
– Crystallized skills
– No System 2 thinking
– Not capable of reasoning



Agentic Reasoning

– Chain-of-Thought
– Cognitive architectures increase 

reasoning capability
○ LLM Modulo Framework
○ CoALA
○ NEOLAF

– Currently not solved



Current Reasoning State

– Domain-specific cognitive model
– Code execution flow models domain 

specific challenges
– Implemented control points, thought 

step limits, and plan step limits
– Agent-specific frugal use of tools
– “Reflective-Chain-ReACTˮ



Multi-Agent Graph

– Multi-agent team emulating an on-call 
environment

– Task specific agents
– 2 SREʼs - CoT and ZeroShot
– 1 Developer - Reflective-Chain-ReACT
– 1 SRE Manager - Agent-as-a-Judge
– 1 Incident Manager - Format prompt



Learnings

– Embrace Non-Determinism
– Pick a single capable LLM
– Pick a single feature, run-book, etc.
– Specialized agent per task or even 

graph node



Learnings

– Iterative process: prompts, 
hallucination fixes, adding tools, ...

– Qualitative evaluation: boolean, 
integer, class, ...

– Store reasoning traces
– LLMs to evaluate; LLM-as-a-Judge, 

Agent-as-a-Judge
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Dr. Fix It

– Iterate on agent reasoning
– Implement semantic and episodic 

memory
– Find commit from stack trace



Future

– Kalman filtered agent reasoning 
distributions?

– Tree-of-swarming-agents with a new 
search algorithm?

– Stochastic determinism?
– … ?
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Any 
questions?


