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An estimated 500,000 people

in India died over the course of
5 years due to the sudden loss
of their vulture population.




Other predator populations increase

Disease rates
: (e.g. rabies) increase

Vultures
disappear

Increased
human
disease &
death

FL %’;QZ //CN\ /Wat;r quality decreases

Livestock carcasses build up
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About The VOID https.//www.thevoid.community

COUNT
THINGS ARE BAD

NORMAL WORKLOAD CACHE EMPTIES, READS GO UP

CONCURRENCY

WRITES START HANGING




What's In The VOID? https:.//www.thevoid.community
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VOID Incident Report

Filter by:
Cloudflare incident on September 17, 2024
September 17, 2024

Cloudflare

Impact tag Making Room for Some Lint

' On June 3rd, we experienced 20 minutes of outage in the US region in

Incident affecting Cloud Build, Cloud Developer Tools, Google Cloud Dataflow, Google querying and a small increase in ingest failures. During this time

Cloud Deploy, Google Cloud SQL, Google Compute Engine, Google Kubernetes Engine
September 07, 2024

h customers were unable to query their data and alerting was delayed, but
less than 0.1% of data sent to us was dropped.

Google

Summary of the Amazon Kinesis Data Streams Service Event in Northern Virginia (US- Ho neyco mb
EAST-1) Region
July 30, 2024 June 03, 2024

AWS Duration (in hours and minutes): 0:20

Technologies involved:

SQL Database
Myth vs. Reality: Lessons in Reliability from the July 19 Outage

July 19, 2024 Report format:

PagerDuty Company post

Making Room for Some Lint

June 03, 2024

Honeycomb




The Unexpected Consequences

of Automation in Software




Therassumption that automation'replaces
humans is central to hewit has been

implemented in softwate} leading to a host of
unintended consequefjges.




But First: Research From

~Other Domains




Functional Allocation & The Substitution Myth
(AKA The Fitts List)

HUMANS SURPASS MACHINES IN THE: MACHINES SURPASS HUMANS IN THE:

detection perception

judgment

induction
replication
improvisation .
' simultaneous
longterm operations
memory
short term
memory
Ability to detect small amounts of visual or acoustic energy «  Ability to respond quickly to control signals, and to apply
Ablllty to percelve pattems Of llght or Sound great force Smoothly and precisely

Ability to improvise and use flexible procedures

Ability to store very large amounts of information for long periods
-and to recall relevant facts at the appropriate time Ability to reason deductively, including computational ability

Ability to reason inductively Ability to handle highly complex operations, i.e., to do many different

Ability to exercise judgment : things at once.

Ability to perform repetitive, routine tasks
Ability to store information briefly and then to erase it completely
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Dekker & Woods, 2002

Designers of automation tend to imagine the desired outcomes of
automation (e.g. lower workload, higher accuracy) and that only those
desired outcomes will occur (see also Norman 1990).

Automation does not have access to all real-world parameters for
accurate problem solving in all contexts, and may in fact make it harder
for humans to directly impact the system in the ways they want.
Allocating aspects of the system to automation creates new categories
or functions that humans must take on, such as figuring out where
to find information about what the automation is actually doing.
Automation does not necessarily replace human weaknesses. It often
creates new human weaknesses or requires the development of new,

unanticipated strengths.



lronies of Automation

Bainbridge, L. (1983). The Ironies of Automation. Automatica, 19, 775-779. (Conference proceedings).



IRONY #1
Humans design the
automatlon and then
also deal with its




IRONY #2

Human operators have to
monitor th
automatio‘n

properly.
~







IRONY #4+

Automation design

intention is to train |
~ in following instructi
. (“Use the run book!") and
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“.The more advanced a control
system is, the more crucial may be
the contribution of the human

operator.”
—Bainbridge, 1983



Research From The VOID



Thematic Analysis
CODING [TERATE

Qualitative




Methodology: Keyword search

Automation Automated

? Load balancing Load balancer S
Ci/CD Retry storm
Self-heal/ing Alert/ing/ed

10k+ 459



Methodology: Initial Coding

Initial Final
Dataset Dataset

459 189

Detection

Contributing Factor
Hindering Remediation
Involved in Solution
Manual Intervention
Action ltem




Quantitative Results

Contributing Manual Action Item Detection Part of Hindering
Factor Intervention Solution Remediation
Req'd
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Automation Themes




/1. Automatlon Plays Multlple ‘5 ¢
Roles in Incidents




o Automation Can Unexpectedly

E? Make Things Worse
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Essential to Resolve Issues
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Better Automation Through

Joint Cognitive Systems
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Automation: Expectations vs. Reality ;




An “un-Fitts” List for Joint Cognitive Systems

MACHINES

PEOPLE

Are constrained in that

Need people to

Are not limited in that

Yet they create machines to

Sensitivity to context is
low and is ontologically
limited

Keep them aligned to
context

Sensitivity to context is high
and is knowledge- and
attention-driven

Help them stay informed of
ongoing events

Adaptability to change is
low and recognition of
anomalies is
ontologically limited

Keep them stable given
the variability and
change inherent in the
world

Adaptability to change is
high and is driven by the
recognition of anomaly

Help them align and repair
their perceptions because
they rely on mediated
stimuli

Adaptability to change is
low and is ontologically
limited

Repair their ontologies

Adaptability to change is
high and is goal-driven

Effect positive change
following situational change

They are not “aware” of
the fact that the model
of the world is itself in
the world

Keep their model aligned
with the world

They are aware of the fact
that the model of the world
is itself in the world

Computationally create
their models of the world
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10 Aspects of Joint Cognitive Systems

To be a team player, an intelligent agent must fulfill the requirements of a Basic Compact
to engage in common-grounding activities.

To be an effective team player, intelligent agents must be able to adequately model the other
participants’ intentions and actions vis-a-vis the joint activity’s state and evolution—for
example, are they having trouble?

Human-agent team members must be mutually predictable.

Agents must be directable.

Agents must be able to make pertinent aspects of their status and intentions obvious to
their teammates.

Agents must be able to observe and interpret pertinent signals of status and intentions.
Agents must be able to engage in goal negotiation.

Support technologies for planning and autonomy must enable a collaborative approach.
Agents must be able to participate in managing attention.

All team members must help control the costs of coordinated activity.



Questions?




