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Motivation – Data is vital asset and at exponential growth rate

Source: How to stop data centres from gobbling up the world’s electricity
https://www.nature.com/articles/d41586-018-06610-y

Data growing is at an exponential rate Data scale at Edge is growing faster and will 
exceed that at Core

Source: IDC Data Age 2025,  http://wwww.dataage2025.com/

• Data is one of the most important assets in the information era. Data is generated from all the 
compute devices including sensors, mobiles, cloud/environments at edges, services within data 
centers etc. Data are collected from the source to the destinations where we consume, manage, 
store and archive it. It requires IT resources including compute, storage and bandwidth. 
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Motivation – Failures of storage devices are pervasive
For the 2022 Disk Stat report, Backblaze tracked 230,921  
hard drives grouped into 20 different models to analyze.

https://www.backblaze.com/blog/backblaze-drive-stats-for-2022/
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Motivation – Failures cause huge negative impact
Storage devices failures are costly. 

https://medium.com/genaro-network/tencent-was-claimed-ten-million-
for-data-loss-due-to-cloud-hard-drive-glitch-344a26449fe2 

The maximum cost has more than doubled over six years 
from just over $1 million to $2.4 million (a 34 percent 
increase since the last study).

Source: Cost of Data Center Outages – Ponemon Institute
https://www.vertiv.com/globalassets/documents/reports/2016-cost-of-data-center-outages-11-
11_51190_1.pdf

https://medium.com/genaro-network/tencent-was-claimed-ten-million-for-data-loss-due-to-cloud-hard-drive-glitch-344a26449fe2
https://medium.com/genaro-network/tencent-was-claimed-ten-million-for-data-loss-due-to-cloud-hard-drive-glitch-344a26449fe2
https://www.vertiv.com/globalassets/documents/reports/2016-cost-of-data-center-outages-11-11_51190_1.pdf
https://www.vertiv.com/globalassets/documents/reports/2016-cost-of-data-center-outages-11-11_51190_1.pdf
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Enterprises are using a mix of storage 
devices/medias to satisfy their 
performance, management, and archive 
demands : 
• Hard Disk Drives (HDD)
• Solid State Drives (SSD)
• Tape
• Optical Disk Drives (CD,DVD, Blu-

Ray DVD)

Technical Challenges - Diversity

Source: wikipedia
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• According to IDC, worldwide 
data will reach to 175 
zettabytes by 2025. 

• These large volume of data 
will storge in a huge amounts 
of various data storage 
medias.   

Technical Challenges - Scale

Source: The Digitization of the World - From Edge to Core, https://www.seagate.com/files/www-content/our-story/trends/files/idc-seagate-dataage-whitepaper.pdf 

https://www.seagate.com/files/www-content/our-story/trends/files/idc-seagate-dataage-whitepaper.pdf


Finding the Needle in the Haystack!
Predicting Storage Device Failures in 
Large-Scale Data Centers

9

Technical Challenges – Complexity

Failures can be caused by many factors:  
• Environmental Factors: 
• Temperature, Humidity,  Air Quality, Power stability, physical vibration, …

• Mechanical failures: 
• drive motor or read/write heads failures of HDDs .. 

• Media failures: 
• track damage or magnetic surface corrosion of HDDs, flash  …

• Electronic failure: 
• damaged circuit boards or controllers damaged, short-circuited, failures 

of flash memory chips …
• Software errors: 
• OS errors, driver conflicts, or malware

• Data corruption: 
• Virus infections, file system errors, data loss

• Aging issues: 



Finding the Needle in the Haystack!
Predicting Storage Device Failures in 
Large-Scale Data Centers

10

High-dimensional metrics are monitored in real-
time:  
• SMART (Self-Monitoring Analysis and Reporting 

Technology): 
• A monitoring system to detect and report various indicators 

of hard disk drives (HDDs) and solid-state drives (SSDs). 
• Storage performance data:

• Measurements of how well storage devices perform, 
especially hard drives. e.g. IOPS, MTBF, MTTR, read/write 
speed, and etc.

• Environmental monitoring data
• metrics of environments deployed these disk drives e.g. 

temperature, humility, air qualities
• Meta data & Maintenance data

• Vendors, type, maintenance logs

Technical Challenges – Multiple Dimensions of Metrics

SMART
metric

examples
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• Threshold-based or rule-based approaches
• To set thresholds based on selected metrics, e.g. SMART 05- Reallocated 

Sectors Count > 258 based on manufacturer recommendations, expert 
knowledge, or relevant research.

• Statistics-based approaches
• To uses historical failure data and statistical analysis techniques to predict 

the failure probability of disk drives based on metrics such as drive operating 
time, error rates, temperature, etc. 

• Learning-based approaches
• To build machine learning or deep learning models e.g. decision trees, 

random forests, support vector machines, and neural networks based on 
historical data to predict anomalies or life span

© 2020 IBM Corporation
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• Problem to Solve:
• Detect/predict anomalies of massive storage devices are costly and time-consuming.

• High dimensional monitoring metrics: SMART, Software metrics, Environmental metrics
• Fast speed of data: data collected at second/minute level
• Large-scale and diverse monitored objects: HDDs, SDDs, Tapes, etc.
• Need large real-time detection clusters to detect anomalies and predict failures

• A Novel approach to anomaly detection: 
• Balance of accuracy, performance, sustainability, and cost which consider the following 

aspects: 
• Active Sampling: to select the highly representative or highly risky devices for data 

collection and analysis
• Phase-based: to apply multi-phase filtering approach to reduce scale of data collection & 

analysis. 
• Learning-enabled: apply machine learning/deep learning to continuously improve quality 

with learning. 

© 2020 IBM Corporation
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Our Solutions – Active Phase-based Sampling Approach

Adoptive Scheduler

Active Sampling

External 
Benchmark DB
(vendor, types, size, age, 

failure rate )

Large-scale Storage

Prediction Model Builder

Historical Data
(meta data, environmental data, 
performance, logs, maintenance 

events)

Prediction KB
(models, policies)

Failure Predictor

Storage Device Failure 
Predictor

Failure DB
(failure instances, alerts, 

logs, maintenance 
events)

Multi-phase Active Sampler

Failure Prediction Models

Adaptive 
Scheduler

Real-time Large-scale 
Storage Device 
Monitoring Data & 
Meta Data &
Maintenance Data
e.g.
• SMART metrics 
• Performance related 

metrics
• Environmental metrics
• Meta data & maintenance 

logs

Storage
device
abnormal
alerts

Anomalous/Failed 
Storage Devices

Selected Device 
Samples
(vendor, type, 
size, age, 
environmental 
metrics, 
performance 
metrics, SMART 
metrics, alerts, 
maintenance logs, 
etc.)

Scheduled sampling jobs

Historical or external 
Storage Device 
Monitoring Data & 
Meta Data &
Maintenance Data
e.g.
• SMART metrics 
• Performance related 

metrics
• Environmental metrics
• Meta data & maintenance 

logs

Trained Prediction 
Models

Scheduling 
Policies

Failure 
Prediction 
Models

Anomalous
/Failed 
Storage 
Device Data

Sampler Models
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• Motivations: 
• To dramatically reduce the data collection and 

analysis scope and therefore reduce the cost and 
improve the performances

• Capability: 
• To filter highly representative or highly risky 

devices for further detailed storage device failure 
prediction based on failure rate

• Input: 
• SMART metrics 
• Performance related metrics
• Environmental metrics
• Meta data & maintenance logs

• Output: 
• Selected samples

How it works – Active Sampler (1)
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Multi-phase Active Sampling

Environment 
Anomaly Preditor

Performance 
Anomaly Predictor

Sampling Policy 
Generator

SMART Anomaly
Predictor

Large-scale Storage Device 
Monitoring data & Meta 
data & Maintenance Data

Selected Device Samples
(vendor, type, size, age, 
environmental metrics, 
performance metrics, 
SMART metrics, alerts, 
maintenance logs, etc.)

Abnormal Regions

Abnormal Workloads

Sampling scope 
with sampling 

rate

Sampler



Finding the Needle in the Haystack!
Predicting Storage Device Failures in 
Large-Scale Data Centers

• Active sampling mechanism: 
• Anomaly Predictor:

• Environmental anomaly prediction (classification 
models + regression models + clustering models + 
heuristic models)

• Performance anomaly prediction (classification 
models + regression models + clustering models + 
heuristic models)

• SMART anomaly prediction (classification models + 
regression models + clustering models + heuristic 
models)

• Sampling Policy Generator:
• Determine sample scope based on prediction results

– Scope + sampling rate (server room, row, rack, server, 
storage server, disks, tapes)

• Sampler
• Randomly select representative and/or high-risk 

samples based on instances in  failure base 

How it works – Active Sampler (2)
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Multi-phase Active Sampling

Environment 
Anomaly Preditor

Performance 
Anomaly Predictor

Sampling Policy 
Generator

SMART Anomaly
Predictor

Large-scale Storage Device 
Monitoring data & Meta 
data & Maintenance Data

Selected Device Samples
(vendor, type, size, age, 
environmental metrics, 
performance metrics, 
SMART metrics, alerts, 
maintenance logs, etc.)

Abnormal Regions

Abnormal Workloads

Sampling scope 
with sampling 

rate

Sampler
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• Capability: 
• To predict storage device failures based on multiple data sources

• Input: 
•  SMART metrics 
• Performance related metrics
• Environmental metrics
• Meta data & maintenance logs

• Output: 
• Predicted storage failures with failure modes and confidence levels

• Missing – cannot establish a working I/O path to the disk 
• Dead – disk responds but is non-functional 
• Failing – disk has reported a SMART trip or uncorrected read error 

rate is too high 
• Readonly – disk can read but is unable to write particular sectors 
• Slow – disk performance is low compared to its peers. System will 

only read from the disk only if necessary to avoid data loss 
• Predict Device Failures of selected samples

• Apply AI/ML models to predict device failures based on multi-
dimensional data
• Environmental, performance, SMART, meta data, ops and 

maintenance data

16

How it works – Failure Prediction

Prediction KB
(models, policies)

Failure Predictor

Storage Device 
Failure Predictor

Failure DB
(failure instances, alerts, 

logs, maintenance 
events)

Selected Device Samples
(vendor, type, size, age, 
environmental metrics, 
performance metrics, 
SMART metrics, alerts, 
maintenance logs, etc.)

Anomalous/Failed 
Storage Devices
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• Capability: 
• To build models for disk failure predictions

• Input: 
• Historical data
• Benchmark Data
• Failure DB

• Output: 
• Prediction models

• Detailed approach: 
• Environmental data

• Environmental Anomaly Prediction models
• Performance data

• Performance Anomaly Prediction models
• SMART data

• SMART Anomaly Prediction models
• All Data

• Storage Device Failure Prediction models

How it works – Benchmark Model Builder
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External 
Benchmark

DB
(vendor, types, 

size, age, failure 
rate )

Model Builder

Historical Data
(meta data, environmental 

data, performance, logs, 
maintenance events)

Environment 
Anomaly 

Prediction 
Models 

Performance 
Anomaly 

Prediction 
Models 

SMART 
Anomaly 

Prediction 
models

Failure DB
(failure instances, alerts, 

logs, maintenance 
events)

Disk Failure Prediction Models

Prediction KB
(models, policies)
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• Capability: 
• To schedule the sampling and model 

training on demand when new training 
data available or model drifting

• Input: 
• Historical Data
• Benchmark Data
• Failure DB
• Scheduling Policies

• Output: 
• Scheduled active sampling and model 

training

How it works – Adaptive Scheduler (1)
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Adoptive Scheduler
Active 

Sampling

Predictio
n Model 
Builder

Policy 
Determination

Scheduler

External 
Benchmark

DB
(vendor, types, 

size, age, failure 
rate )

Historical Data
(meta data, 

environmental data, 
performance, logs, 

maintenance events)

Failure DB
(failure instances, 

alerts, logs, 
maintenance events)

Evaluator

Scheduling needs

Scheduling 
policies

Prediction KB
(models, policies)

Policy:
- name: maximum sampling 
scope
- description: ”maximize the 
sampling scope for detection"
- details:

- type: ”environment"
- scope: “server room”
- rate: “maximum”

- type: ”environment"
- scope: “row”
- rate: “maximum”

- type: ”environment"
- scope: “rack”
- rate: “maximum”

- type: ”performance"
- scope: “workload”
- rate: “maximum”

- type: ”performance"
- scope: “server”
- rate: “maximum”

- type: ”SMART"
- scope: “disk”
- rate: “maximum”

- type: ”metadata"
- scope: “device-type”
- rate: “maximum”

- type: ”age"
- scope: “device-type”
- rate: “maximum”

Scheduling Policy
 

Example
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• Detailed approaches: 
• Evaluator:

• Predict failures with delta 
data of external benchmark 
DB, historical data, failure 
DB

• Evaluate the model drifting
• Scheduling Policy 

Determination
• Select policies for active 

sampling and/or prediction 
model training

• Schedule jobs based on select 
policies

How it works – Adaptive Scheduler (2)
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Adoptive Scheduler
Active 

Sampling

Predictio
n Model 
Builder

Policy 
Determination

Scheduler

External 
Benchmark

DB
(vendor, types, 

size, age, failure 
rate )

Historical Data
(meta data, 

environmental data, 
performance, logs, 

maintenance events)

Failure DB
(failure instances, 

alerts, logs, 
maintenance events)

Evaluator

Scheduling needs

Scheduling 
policies

Prediction KB
(models, policies)

Policy:
- name: maximum sampling 
scope
- description: ”maximize the 
sampling scope for detection"
- details:

- type: ”environment"
- scope: “server room”
- rate: “maximum”

- type: ”environment"
- scope: “row”
- rate: “maximum”

- type: ”environment"
- scope: “rack”
- rate: “maximum”

- type: ”performance"
- scope: “workload”
- rate: “maximum”

- type: ”performance"
- scope: “server”
- rate: “maximum”

- type: ”SMART"
- scope: “disk”
- rate: “maximum”

- type: ”metadata"
- scope: “device-type”
- rate: “maximum”

- type: ”age"
- scope: “device-type”
- rate: “maximum”

Scheduling Policy
 

Example
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Deployed in IBM China Systems 
Center for daily operations and 
support visit, demo, testing, PoC, 
pilot and co-creation

Power Utilization 
Efficiency

PUE Monitoring & 
Air Quality Real-time 

Monitoring

Network 
Monitoring

Network Traffic, 
Security & Behavior 

Monitoring

Online Lab

Resource utilization
Website monitoring

IT Infra and Facility 
Monitoring

Intelligent Monitoring & 
Automation

IT HW & SW Monitor
Hardware Monitoring &

APM/ARM

CSC Received 
DataCenterDynamics (DCD) 
China – Energy Saving Award

IBM China Systems 
Center (CSC)

20June 15, 2023 / © 2023 IBM Corporation
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PoC Deployment Environment
Servers

– z15, z14, LinuxOne

– Power9, Power8, Linux on Power
Power780/770/750

– x86

Storages

– DS8886

– Flash9200,

– TS7700, TS4500

– SVC, V7000

SVC

Power Blade
PureSystems

TS4500DS8800

DS5000XIV 
Gen3

10GbE LAN Network
8Gbps High-performance SAN 

SANB80-4 SAN384B
IBM System 
Networking

SAN768B

SONAS

V7000V7000
Unified

SSPC

TS1140

TS3100

TS7610
TS7650

TS7700

Flash 

z114
z14

zBX Power 880

z15
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Full-Stack Sustainability Optimization Overview
Energy Reliability

L2 IT Equipment
(zStack, x86, 
Storage, Network)

Hardware & 
Facilities 

Management

Application 
Performance 
Management

Application 
Resource 

Management

Predictive 
Maintenance Remote Assist

Automation

Data 
Collectors

Full Stack
Sustainability

Prediction

Data Collection Observability Analysis & Optimization

Full Stack
Sustainability
Management

Automation

App-centric Sustainability Mangement & Optimization

Data Center Sustainability Management & Optimization

Full Computing Stack

A
pp

+
Supporting Environm

ent

Full Stack
Sustainability
Optimization

Energy

Energy

Reliability

Reliability
Reliability Reliability

Sustainable Job 
Scheduling

Reliability

Energy

Reliability

Energy

Energy

Energy

Reliability

Reliability

Reliability

Reliability
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Full-Stack Sustainability Optimization Platform
Storage Perspective

June 15, 2023 / © 2023 IBM Corporation

Storage Perspective
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Real-time Monitoring Data Pipeline and Systems for the Whole Stack
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Environmental Metrics Monitoring

24

Sensors to collect 
environmental metircs

Real-time environmental 
metric monitoring

All environmental metrics
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Application Performance Monitoring

Group Name / DOC ID / Month XX, 2020 / © 2020 IBM Corporation
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Application Performance 
Monitoring

Drill-down to storage 
metrics

Drill-down to storage 
metrics
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Storage Device Monitoring - SMART
Storage device monitoring-

SMART 
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Storage Resource 
Management & Optimization

Group Name / DOC ID / Month XX, 2020 / © 2020 IBM Corporation
27

Application strorage devices 
monitoring & optimization

Recommended actions for 
performance & efficiency

Full-stack topology

Storage 
perspective
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Storage Asset Management with AI & AR

Health
Predict

Real-time Monitor 

Asset Lifecycle Mgmt

Analyze Health Status
Predict Failure Risk

1.EAM

3.AI
Assist

Diagnose Failure 
with AI+AR Assist

Maximo Health Maximo Predict Asset Monitor
Analyzes maintenance and IoT 
data to help prioritize 
maintenance & replacement 
activities

Analyzes device properties to 
predict failures and 
performance degradation

Helps identify the right steps to 
fix an issue given current 
symptoms and history

Keep critical assets operating 
at maximum efficiency

Connectivity enables data 
aggregation and condition 
monitoring

Manage Maximo Assist

2.IoT

Health Analysis AI + AR based AssistDiagnosis Model

Knowledge Graph

Real-time Monitor
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Storage Device Health & Failure Prediction

Real-time Health & Failure 
Prediction
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Storage Power Consumption Monitoring
Power Consumption 

Monitoring
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ESG Performance Management and Reporting

Data Center
Environmental Metrics

ESG Perforamnce
Management & Reporting



Finding the Needle in the Haystack!
Predicting Storage Device Failures in 
Large-Scale Data Centers

Take-aways

• Health of storage devices are vital for any 
enterprises and service providers in order to 
ensure the business continuity and data 
protection. 

• It needs a full-stack approach to manage 
storage devices from environment, 
hardware, software, and up to application 
level. 

• Storage device failure prediction should 
consider and balance the performance, 
accuracy, sustainability and cost. 

• Analysis should be in real-time and 
continuous optimization. 

32
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Thank You！

Any questions or comments, please 
contact Meg (mengfj@cn.ibm.com) ! 
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Links
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For links to public resources, refer to the contact information on 
the introduction slide.

Github 


