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Motivation — Data is vital asset and at exponential growth rate

« Datais one of the most important assets in the information era. Data is generated from all the
compute devices including sensors, mobiles, cloud/environments at edges, services within data
centers etc. Data are collected from the source to the destinations where we consume, manage,

store and archive it. It requires IT resources including compute, storage and bandwidth.

Data scale at Edge is growing faster and will

Data growing is at an exponential rate
8 8 P exceed that at Core

Source: How to stop data centres from gobbling up the world’s electricity Source: IDC Data Age 2025, http://wwww.dataage2025.com/
https://www.nature.com/articles/d41586-018-06610-y
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Motivation — Failures of storage devices are pervasive

e s For the 2022 Disk Stat report, Backblaze tracked 230,921
hard drives grouped into 20 different models to analyze.

HGST HMSS5C4040ALE640
HGST HMS5C4040BLE640

Backblaze Quarterly Hard Drive Annualized Failure Rates by Manufacturer

HGST  |HUH728080ALE6OO Annualized failure rates for each quarter are computed based on the data from that quarter

HGST HUH728080ALE604
HGST HUH721212ALEE00

HGST HUH721212ALE604

HGST HUH721212ALN604

Seagate |ST4A000DMOOO

Seagate |ST6000DX000

Seagate |STBOOODMO002

Seagate |STSOOONMOOOA

Seagate ‘STBOOONM0055 122%
Seagate |STIOOOONMOO86 133%
Seagate ‘STIZOOONMOOO7 1.04%
Seagate [STI2000NMO0O08 101%
Seagate ‘STIZOOONMOOlG 0.84%
Seagate ‘STIdOOONMOOIG 1.04%
Seagate |STI4O00NMO138 0.00%
Seagate VST]SOOONMOOlG | [ 171%
Seagate ‘STISOOONMOO2J

Toshiba ‘MDOAABAAOOV 418 2.01%
Toshiba |MGO7ACAI4TA 418 0.91%
Toshiba |[MGO7ACAMTEY 41B 0.00%
Toshiba |MGOBACAIETA 16TB [
Toshiba [MGOBACAIETE 1678

Toshiba ‘MGOBACA\GT[Y 1678 0.00%
wDC ‘ WUH721414ALE6L4 1478 0.16%

wDC WUH721816ALE6LO 16TB

6 4

wDC WUH721816ALE6L4 1678
162,239 | 0.93% | 202,759 230,921 | 137%

¢ Backblaze

{l Backblaze

https://www.backblaze.com/blog/backblaze-drive-stats-for-2022/
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Motivation — Failures cause huge negative impact

The maximum cost has more than doubled over six years
from just over $1 million to $2.4 million (a 34 percent
increase since the last study).

Bar Chart 1: Key statistics on data center outages
Comparison of 2010, 2013 and 2016 results

$2,409,991

Maximum $1,734,433
$1,017,746

$740,357
$690,204
$505,502

$648,174
Median $627,418
$507,052

$70,512
Minimum $74,223
$38,969

$500,000  $1,000,000 $1,500,000 $2,000,000 $2,500,000 $3,000,000

2016 ®2013 ®=2010
Source: Cost of Data Center Outages — Ponemon Institute

https://www.vertiv.com/globalassets/documents/reports/2016-cost-of-data-center-outages-11-
11 51190 1.pdf

ggﬁ ASIA
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Storage devices failures are costly.

Service
Data loss

unavailability

Operational Economic
cost loss

Genaro Network (GNX)
Aug 9,2018 - 6 minread - © Listen

Tencent was Claimed Ten Million for Data Loss
Due to Cloud Hard Drive Glitch

https://medium.com/genaro-network/tencent-was-claimed-ten-million-

for-data-loss-due-to-cloud-hard-drive-glitch-344a26449fe2



https://medium.com/genaro-network/tencent-was-claimed-ten-million-for-data-loss-due-to-cloud-hard-drive-glitch-344a26449fe2
https://medium.com/genaro-network/tencent-was-claimed-ten-million-for-data-loss-due-to-cloud-hard-drive-glitch-344a26449fe2
https://www.vertiv.com/globalassets/documents/reports/2016-cost-of-data-center-outages-11-11_51190_1.pdf
https://www.vertiv.com/globalassets/documents/reports/2016-cost-of-data-center-outages-11-11_51190_1.pdf

Technical Challenges - Diversity

Enterprises are using a mix of storage
devices/medias to satisfy their
performance, management, and archive
demands :

 Hard Disk Drives (HDD)

* Solid State Drives (SSD)

 Tape

« Optical Disk Drives (CD,DVD, Blu-

Ray DVD) COMPACT

Source: wikipedia
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Technical Challenges - Scale

Annual Size of the Global Datasphere 175 ZB

« According to IDC, worldwide II
data will reach to 175 II
zettabytes by 2025. —————---..ll

Worldwide Byte Shipments by Storage Media Type

* These large volume of data . oo

will storge in a huge amounts :

of various data storage
medias. II
— B Tape
=11 | llllll

Source: The Digitization of the World - From Edge to Core, https://www.seagate.com/files/www-content/our-story/trends/files/idc-seagate-dataage-whitepaper.pdf
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https://www.seagate.com/files/www-content/our-story/trends/files/idc-seagate-dataage-whitepaper.pdf

Technical Challenges — Complexity

Failures can be caused by many factors:
« Environmental Factors:
« Temperature, Humidity, Air Quality, Power stability, physical vibration, ...
Mechanical failures:
» drive motor or read/write heads failures of HDDs .. R T
Media failures: L
« track damage or magnetic surface corrosion of HDDs, flash ...
Electronic failure:
« damaged circuit boards or controllers damaged, short-circuited, failures
of flash memory chips ...
Software errors:
« OS errors, driver conflicts, or malware
Data corruption:
* Virus infections, file system errors, data loss
Aging issues:

SRE Finding the Needle in the Haystack!
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Technical Challenges — Multiple Dimensions of Metrics

H

Igh-dimensional metrics are monitored in real-

Ime:

SRE

CON

« SMART (Self-Monitoring Analysis and Reporting
Technology):

« A monitoring system to detect and report various indicators
of hard disk drives (HDDs) and solid-state drives (SSDs).

« Storage performance data:

« Measurements of how well storage devices perform,
especially hard drives. e.g. IOPS, MTBF, MTTR, read/write

speed, and etc.
* Environmental monitoring data
» metrics of environments deployed these disk drives e.g.
temperature, humility, air qualities
* Meta data & Maintenance data
« Vendors, type, maintenance logs

Finding the Needle in the Haystack!
ASIA Predicting Storage Device Failures in
I\l Large-Scale Data Centers

Attribute name
End-to-End error / IDEDC

Read Error Rate

Head Stability
Throughput Performance

Induced Op-Vibration Detection
Spin-Up Time

Reported Uncorrectable Errors
Start/Stop Count

Reallocated Sectors Count | Gommand Timeout

Read Channel Margin

o High Fiy Writes
Seek Error Rate

Seek Time Performance Temperature Difference or Airflow

Temperature

Varies.

Power-On Hours G-sense Error Rate
Power-off Retract Count, Emergency
Retract Cycle Count (Fuiitsu),

Shutdown Count
Spin Retry Count

Recalibration Retries or Calibration Retry

Sott Load Cycle Count or Load/Unload Cycle | Low

Power Cycle Count Count (Fujtsu) v

Soft Read Error Rate

Current Helium Level Temperature or Temperature Celsius

A\

Helium Condition Lower Hardware ECC Recovered Varies
Helium Condition Upper

Available Reserved Space

g SSD Program Fail Count

SSD Erase Fail Count Current Pending Sector Count'*’]

SSD Wear Leveling Count

Unexpected Power Loss Count

(Offline) Uncorrectable Sector Count!s’!

UltraDMA CRC Error Count

Power Loss Protection Failure
Multi-Zone Error Rate (54

Write Error Rate (Fujitsu)

Erase Fall Count Soft Read Error Rate or
0xC9  TA Counter Detected
Wear Range Delta
202 Data Address Mark errors or
0xCA TA Counter Increased
Used Reserved Block Count

20
% Run Out Cancel
0xCB
Used Reserved Block Count Total

204
oxce SOMECC Correction
Unused Reserved Block Count Total o

205
Thermal Asperity Rate

Program Fail Count Total or Non-4K oxCD

Aligned Access Count 206

Flying Height
oxcg Yino el
Erase Fall Count 207
Spin High Current
0xCF
SATA Downshift Error Count or Runtime | Low 208

Bad Block v axpo | 5PN Bz

PN
O]

SMART
metric
examples

Offline Seek Performance

Vibration During Write

| Vibration During Write

4 | Shock During Write

Disk Shift

G-Sense Error Rate

- Loaded Hours

oxE6

234
oxEA

Load/Unload Retry Count

Load Friction

Load/Unload Cycle Count

Load ‘In"time.

Torque Ampl n Count

Power-Off Retract Cycle

‘GMR Head Amplitude (magnetic HDDSs),

Drive Life Protection Status (SSDs)

Life Lett (SSDs) or Temperature

Endurance Remaining or Available

Reserved Space

Media Wearout Indicator (SSDs) or Power-
On Hours

Average erase count AND Maximum
Erase Count

Good Block Count AND System(Free)
Block Count

Head Flying Hours or ‘Transfer Error Rate’
(Fujtsu)

Total LBAs Written

Total LBAS Read

Total LBAs Written Expanded

Total LBAs Read Expanded

NAND Writes (1GiB)

Read Error Retry Rate

Minimum Spares Remaining
5 P i

Newly Added Bad Flash Block

Free Fall Protection
3



Known Solutions

* Threshold-based or rule-based approaches
« To set thresholds based on selected metrics, e.g. SMART 05- Reallocated
Sectors Count > 258 based on manufacturer recommendations, expert
knowledge, or relevant research.
» Statistics-based approaches
« To uses historical failure data and statistical analysis techniques to predict

the failure probability of disk drives based on metrics such as drive operating
time, error rates, temperature, etc.

* Learning-based approaches
« To build machine learning or deep learning models e.g. decision trees,
random forests, support vector machines, and neural networks based on
historical data to predict anomalies or life span

SRE Finding the Needle in the Haystack!
ot ASIA Predicting Storage Device Failures in
CGN I\l Large-Scale Data Centers
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Problems and Value Propositions

* Problem to Solve;

« Detect/predict anomalies of massive storage devices are costly and time-consuming.
« High dimensional monitoring metrics: SMART, Software metrics, Environmental metrics
» Fast speed of data: data collected at second/minute level
« Large-scale and diverse monitored objects: HDDs, SDDs, Tapes, etc.
* Need large real-time detection clusters to detect anomalies and predict failures

« A Novel approach to anomaly detection:

- Balance of accuracy, performance, sustainability, and cost which consider the following
aspects:

« Active Sampling: to select the highly representative or highly risky devices for data
collection and analysis

« Phase-based: to apply multi-phase filtering approach to reduce scale of data collection &
analysis.

« Learning-enabled: apply machine learning/deep learning to continuously improve quality
with learning.

SRE Finding the Needle in the Haystack!
ot ASIA Predicting Storage Device Failures in
CGN I\l Large-Scale Data Centers



Our Solutions — Active Phase-based Sampling Approach

Selected Device

Real-time Large-scale Samples

Storage Device (vendor, type,

Monitoring Data & size, age,

Meta Data & Active Sampling enxlronmental

Maintenance Data metrics,

e.g. . . performance

. Multi-phase Active Sampler metrics, SMART

] 3 ey e retated metrics, alerts, Failure Predictor

Environmental metrics maintenance logs,
Meta data & maintenance etc.)
= | logs

SMART metrics

Storage Device Failure

v Predictor Storage
device
abnormal

Scheduled sampling jobs Sampler Models

Adoptive Scheduler T

: Scheduling Prediction KB reciction alerts

Ada pt've Pol iCieS M Odels « Missing — cannot establish a working I/O path to the disk
Scheduler

(models, policies) * ek responds bt s o untonl

cular sect
- Slow eers. System

Trained Prediction it onty 1058 from von ot toos

Historical or external Models Anomalous/Failed
Storage Device Storage Devices
Monitoring Data & Prediction Model Builder

Meta Data & .
Maintenance Data Anomalous Failure DB

e.g. {Failed (failure instances, alerts,

SMART metrics Failure Prediction Models Storage logs, maintenance

Performance related Device Data events)
metrics

External
Benchmark DB

(vendor, types, size, age,
failure rate )

Historical Data
(meta data, environmental data,
performance, logs, maintenance

events)

Environmental metrics
Meta data & maintenance
logs

Finding the Needle in the Haystack!
Predicting Storage Device Failures in
I\l Large-Scale Data Centers
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How it works — Active Sampler (1)

Motivations:

« To dramatically reduce the data collection and
analysis scope and therefore reduce the cost and
improve the performances

Capability:

» To filter highly representative or highly risky
devices for further detailed storage device failure
prediction based on failure rate

Input:

SMART metrics

» Performance related metrics

* Environmental metrics

* Meta data & maintenance logs

Output:
» Selected samples

Finding the Needle in the Haystack!
Predicting Storage Device Failures in
SN[l Large-Scale Data Centers

Large-scale Storage Device
Monitoring data & Meta
data & Maintenance Data

Multi-phase Active Sampling

Environment
Anomaly Preditor

Abnorm%l Regions Sampling Policy
Generator

Anomaly Predictor

Sampling scope

with sampling

Abnorma£ Workloads ‘e
Sampler

Performance l

SMART Anomaly
Predictor

Selected Device Samples
(vendor, type, size, age,
environmental metrics,
performance metrics,
SMART metrics, alerts,
maintenance logs, etc.)

14




How it works — Active Sampler (2)

Active sampling mechanism:
Anomaly Predictor:
Environmental anomaly prediction (classification
models + regression models + clustering models +
heuristic models)
Performance anomaly prediction (classification
models + regression models + clustering models +
heuristic models)
SMART anomaly prediction (classification models +
regression models + clustering models + heuristic
models)
Sampling Policy Generator:
Determine sample scope based on prediction results
— Scope + sampling rate (server room, row, rack, server,
storage server, disks, tapes)
Sampler
Randomly select representative and/or high-risk
samples based on instances in failure base

Finding the Needle in the Haystack!
ASIA Predicting Storage Device Failures in
SN[l Large-Scale Data Centers
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Large-scale Storage Device
Monitoring data & Meta
data & Maintenance Data

y

Multi-phase Active Sampling

Environment
Anomaly Preditor

Sampling Policy
Generator

|

Sampler

Abnorm%l Regions

Performance

Anomaly Predictor Sampling scope
with sampling

-

Abnorma£ Workloads

SMART Anomaly
Predictor

Selected Device Samples
(vendor, type, size, age,
environmental metrics,
performance metrics,
SMART metrics, alerts,
maintenance logs, etc.)

15




How it works — Failure Prediction

Selected Device Samples
(vendor, type, size, age,
environmental metrics,

) Capabi“ty: performance metrics
« To predict storage device failures based on multiple data sources SMART metrics, alert,s,
 Input: maintenance logs, etc.)

. SMART metrics

* Performance related metrics

*  Environmental metrics
 Metadata & maintenance logs

Failure Predictor

 Output:
* Predicted storage failures with failure modes and confidence levels Storage Device
* Missing — cannot establish a working I/O path to the disk Failure Predictor

* Dead —disk responds but is non-functional

*  Failing — disk has reported a SMART trip or uncorrected read errg
rate is too high

* Readonly — disk can read but is unable to write particular sector

*  Slow —disk performance is low compared to its peers. System
only read from the disk only if necessary to avoid data loss

» Predict Device Failures of selected samples
*  Apply AI/ML models to predict device failures based on multi-
dimensional data

«  Environmental, performance, SMART, meta data, ops and

maintenance data

alous/Failed
e Devices

* Missing — cannot establish a working 1/O path to the disk
* Dead — disk responds but is non-functional
* Failing — disk has reported a SMART trip or uncorrected read

v error rate is too high

* Readonly — disk can read but is unable to write particular sectors

« Slow — disk performance is low compared to its peers. System
will only read from the disk only if necessary to avoid data loss

SRE Finding the Needle in the Haystack!
- ASIA Predicting Storage Device Failures in 16
CUN oINS Large-Scale Data Centers



How it works — Benchmark Model Builder

* Capability:  External
« To build models for disk failure predictions Benchmark e
DB meta data, environmenta
i I n p U t : (vendor, types, (datta, zetrformance, log;, l

size, age, failure maintenance events)
rate)

 Historical data
« Benchmark Data

 Failure DB

e OQOutput:
* Prediction models Model Builder

* Detalleq approaCh: Environment Performance SMART
 Environmental data Anomaly Anomaly Anomaly

 Environmental Anomaly Prediction models Predietion Prediction Prediction
odels Models models

« Performance data

« Performance Anomaly Prediction models Disk Failure Prediction Models
« SMART data

« SMART Anomaly Prediction models
« All Data

« Storage Device Failure Prediction models

E Finding the Needle in the Haystack!
- ASIA Predicting Storage Device Failures in
N oINS Large-Scale Data Centers
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How it works — Adaptive Scheduler (1)

Benchmark (meta data, Failure DB ool
oy DB environmental data, ; ; olicy:
¢ Capa bl l.lty° (vendor, types, performance, logs, (failure instances, - name: maximum sampling
¢ size, age, failure maintenance events) alerts, logs, scope
. rate) maintenance events) - description: “maximize the .
« To schedule the sampling and model S S o GBI

- details: )
” H n \\0 \e
- type: “environment" 0" 9
Iﬁ’%”g@d\

training on demand when new training
data available or model drifting

- scope: “server rq0
- rate: “maximum”
- type: “environment"

. Input: Adoptive Scheduler : < R
. . Active - type: “environment"

e Historical Data Evaluator Sampling e memum”
* BenChmark Data l Scheduling needs ’ -'Eygceozl;’é):q‘r&%m?onacde;'

. - rate: “maximum”
 Failure DB Policy ~ -ty?e?”pg?g;mg?ce“

. . . NG [~ - scope: “server”

»  Scheduling Policies Determination Ri-alol g ey

* Scheduli - iy el
¢ O u t p u t . l pg“iiei L Builder ) = ?g'?eeg‘lna;?é]wum”
. . - type: "metadata”
« Scheduled active sampling and model Scheduler -'scope: “device-type”
L. - rate: “maximum
traini ng - type: ”age"

- scope: “device-type”
- rate: “maximum”

SRE Finding the Needle in the Haystack!
- ASIA Predicting Storage Device Failures in
CUN oINS Large-Scale Data Centers
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How it works — Adaptive Scheduler (2)

° I * - Histoncal Data .
Detal l'ed approaCheS' Benchmark (meta data, Failure DB ool
. i tal data, T olicy:
e Evaluator: (Vend?rBtypes “serformance, logs, GRSl - name: maximum sampling
. . . size, age', failure maintenance events) alerts, logs, scope
° Pred ICT fa| l.U res wit h d e lta rate)) maintenance events) - description: "maximize the

sampling scope for detection” Qo\.\
- details: WO \e
- type: "environmenI‘;%’é\‘ «°

data of external benchmark

DB, historical data, failure r®

- scope: “server rq0
- rate: “maximum”

- type: "environment”
DB Adoptive Scheduler 2 “scope: row
. . - rate; “maximum”
« Evaluate the model drifting o Active “type: “enyironment
. . valuator Sam ling ) IS et ”
« Scheduling Polic P _fate; ‘maximum”
I g y Scheduling needs g 'Eygceo.pé):q‘r&%m?onacde"
Determination < - rate: “maximum”
. . . o =i . ” .I: n
- Select policies for active SREALLE (e Predictio | [ECESERACTN
sampling and/or prediction [Seheduing niModel | TN
model training e o e
. ElnielelElr - scope: “device-type”
« Schedule jobs based on select - rate; “maximum”
po I_iCieS i t-yspceo.pg:g‘(‘adevice-type”

- rate: “maximum”

Finding the Needle in the Haystack!
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oINS Large-Scale Data Centers

EBE ASIA

19



Deployed in
for daily operations and
support

IT HW & SW Monits
Hardware Monitoring
APM/ARM

8

IT Infra and Facility
Monitoring
Intelligent Monitoring &
Automation

Skl: XIS Predicting Storage Device Failures in
GQM ==l L-arge-Scale Data Centers

AWARD:s

it mmanns T

CSC Received . |
DataCenterDyhamics (DCD)
China — Energy Saving Award




PoC Deployment Environment

Servers

— 715, z14, LinuxOne

— Power9, Power8, Linux on Power

Power780/770/750

— x86

Storages

SRE
CON

DS8886
Flash9200,
TS7700, TS4500

SVC, V7000

TS1140
V7000 V7000

— Unified 157610
N .
157700
DS5000 ‘ M . '
153100
-] SONAS

10GbE LAN Network
8Gbps High-performance SAN
S — - S
8. ::va dhE | p IBM System
SAN384B PRI Networking

SAN768B

HM!-,‘

Power Blade
zBX Power 880 PureSystems

21 Finding the Needle in the Haystack!
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Full-Stack Sustainability Optimization Platform
Storage Perspective

Data Collection Observability Analysis & Optimization Automation

App-centric Sustainability Mangement & Optimization Energy

Storage Perspective

Data Center Sustainability Management & Optimization

() IS -5 0c-Scale Data Centers




Real-time Monitoring Data Pipeline and Systems for the Whole Stack

P T Infrastructure
management
Service
Application
Catalog Instana
Release and
DHEORCS HMC Prometheus

AN
i

REENER

Finding the Needle in the Haystack!
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Environmental Metrics Monitoring

Sensors to collect Real-time environmental
environmental metircs pep  JNERL £ b metric monitoring

Last Scan: Last Up: Last Down: Uptime:
sis sis s4d 99.9893% U010 T00%
Sensor Type: Performance Impact Dependency: Interval Autonomous: ID:
SNMP Library Parent 60s No #6743

Facilities

Group Environment ****%

S 2 A -] y \ ()

Overview days Alarms Settings Notification Triggers Comments

M. 917 %
A

V2 Al N s S
55 1114 ?3 (of72) B Q T oK =N f,/”
e TV
v - - - Dependency: Parent
temperature 01 temperature 02 humidity temperature 03
31¢c 27# 199 3ac Default Interval: 60

= enlogic_DC2_3_03_L P Last Auto-Discovery:  (never)

temperature 01 temperature 02 humidity temperature 03 ID: #50
27¢ 28 # 28% 26C

2023/5/19
2023/5/20
2023/5/26
2023/5/27
2023/5/28
2023/5/29

2023/6/6|

2023/6/7]

2 enlogic_dc2_3_03_R &
temperature 0... temperature temperature temperature 0.
25C 33C

el 2 days
= enlogic_DC2_3_04_L I° o

0601 Ma
humidity temperature 01 temperature 02 temperature 03 ®.o4
30 % 26 # 244 27¢

0.4
) Date Time Humidty  Downtime  Coverage
|

Averages (of 720 values) 0% 0% 100%

0.00

2 enlogic_DC2_3_04_R

temperature 01 temperature 02 temperature 03 humidity Table(pdu unit ... Table(pdu unit ...
26C 26 # 26 # 32% o# 383,945 #

|
04
Ny

ic_tE TR e 20 1 i = . .
enlogc /- NERAERE = ; i L | L T All environmental metrics

23C 38%

! enlogic_DC2_SANO1_L =
temperature 01 temperature 02 temperature 03 humidity
22¢C 24# 24#

= enlogic_DC2_SANO1_R =

= enlogic_DC2_SAN02_L =
temperature 01 temperature 02 humidity temperature 0..
2C 2# 39 % 22C

= enlogic_DC2_SAN02_R &

2 enlogic_DC2_SANO03_L = W Alarms M Response T...

temperature 0... Water leak 01 . water leak 02 12 temperature 0..
21C 39# 21C

224 M CPU Load ... Traffic Index

= enlogic_DC2_SANO3_R &

SRE Finding the Needle in the Haystack!
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Application Performance Monitoring

&& All Services
S v

Summary Dependencies Services Error Messages Log Messages

Calls Per Second A

35.87/8 126,995 total calls

Calls

Call count

XX
2,400

2XX 3XX 4XX @ 5XX

2023-06-11, 10:42:00

Non-HTTP
over Im

XX o ‘
2XX £s88 ||
3XX o ‘
axx 2 |
L[] B8 @ 5xx o ‘

Infrastructure Smart Alerts Configuration

Erroneous Call Rate

0.00% 0 total erroneous calls

Erroneous Call Rate

® Erroneous Call Rate

100.00% 2023-06-11, 10:42:00 - over 1m

@ Erroneous Call Rate X 0.00%

Application Performance
Monitoring

Virtual Machines (10)

Bytes Recsived

Bytes Transmited

Bytes Total
BN

@ Packets Received

Socose Packets Transmitted
o Packets Total

Filesystems
Mean Latency

Device

datastore3t

Drill-down to storage

282ms 3ms for 90th [ ~

10PS Write  ® 10PS Total
2023-06-1, 1:08:10 - over 55
1095 Read
10pS Wite
1075 Total

Distribution

Latency

® 50th 90th 95th @ 99th
8s 2023-06-11, 10:42:00

® Latency Read @ Latency Wiite ® Latency Total
2023.06-1, 1:08:10 - cver 55
over Im .
Latency Read %o
Latency wiite %o
%o

@ 99th
95th

99" 5,531ms
95'" 12ms

Latency Tota

90th
® 50th 50!

20" 3ms

<1ms

r
7:3”7? 00 00 @ Non-HTTP £ 1,560 00 9:00 10:69:00

Releases
Alerts

Potential Problems

Infrastructure Issues & Changes

® Infra Issues Offline

8

Online Changes
2023-06-11, 10:42:00 - over Tm
@ Infra Issues

Offline

Online

Changes

r T
09:69:00 10:09:00
Jun 1

10:19:00 10:29:00 10:39:00 10:49:00 10:59:00

Releases
Alerts

Potential Problems

TOp Services Calls  Erroneous Calls

matomo 2,787ms

default 313ms

ibm-spectrum-protect-plus-ns 63ms
ibm-spectrum-scale 41ms
turbonomic

7ms

all services

r T
09:69:00 10:09:00

Jun 1

PLEXPT2PT2AMVSSYS
Releases

@ PLEXPT2:PT2A:MVSSYS e zi0s

[= s~ v oo |

Alerts

Potential Problems

Common Storage Utilization History

Job 4

Processing Time .

MASTER® 2

metrics

Max il size Capachy & Free space

VMFS 6204 TiB 27278 57725 GiB

Reads ® Wiitels
o 2023.06-1,
Resde

wiefs

Byte Read

Byte Readjs  ® Byte Wiite/s

® Free space
e200068 06-11,10:08:10

pace = s7.256i8

Drill-down to storage

Percentage CSA n Use

metrics

Percentage QA In Use Amount CSA In Use Amount SQAIn Use

s 84232 0696

® self
320ms

Batch Database Http Messaging Rpc

2023-06-11, 10:42:00 - over Tm

InUse ® Percentage ESQA In Use.
2025-06-11,1024:40 - over 5

@ Self
Batch

210ms

Oms
86ms
Amount CSA I Use
<1ms

Database
Http

Amount ECSA In Use

Amount SQAIn Use  ® Amount ESQA In Use

Messaging <ims _

e —
09:69:00 10:09:00 @ Rpc

Shell 004z 10:08:42

A RACF 1

® Percentage CSAIn Use

Percentage ECSAIn Use

Amount CsA % 84,23200
% 2,003,264.00
% 40,696.00

Amount ECSA n Use
Amount SQA In Use

® Amount £S04 In Use * 2,575,38000

35728

Percentage SQA In Use @ Percentage ESQA In Use

2025-06-11,10:24:40 - over 5
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Storage Device Monitoring - SMART

Storage device monitoring-

Sensor: WMI S.M.A.R.T. \\.\PHYSICALDRIVEOQ SMART

winsmart / Probe Device

Max: 84 #

Y
Il

=
Min: 66 #

|

—l i —l — — —
~~ S~~~ ~ S~ S~~~ ~~
i (g i N o <
= = & & & =
~ ~ I I I I
(o o o o o o
(] (] (@ (] (gl ()]
N (q\]

PRTG Network Monitor 22.4.81.1532 2023/6/10 10:51:21 - 1 h Average - ID 8561

Il 001: Read Error Rate (#) : Spin-Up Time : Start/Stop Count

M 005: Reallocated Sectors Count (#) : Seek Error Rate : Power-On Hours

Il 010: Spin Retry Count (#) : Power Cycle Count : End-to-End error / IOEDC

l 187: Reported Uncorrectable Errors (#) : Command Timeout : High Fly Writes

H 190: Airflow Temperature Celsius  (#) : G-sense Error Rate : Power-off Retract Count

B 193: Load Cycle Count (#) : Temperature Celsius : Hardware ECC Recovered
197: Current Pending Sector Count (#) : Uncorrectable Sector Count : UltraDMA CRC Error Count
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Application: Storage Devices (57) App“ca‘“on strorage deV|Ces

Sto rage Reso u rce OVERVIEW DETAILS POLICIES LIST OF STORAGE DEVICES (57) ACTIONS (122) monitoring & Optimization

2H 7D 1M 1Y 4

Management & Optimization

Pending Actions ®
57 Storage Devices (@60m0r2_chg43)

| Move Volume cscteam-03-yehua Configuration, Volume cscteam-03-yehua Disk 1 of Virtual Machine csc...hua from ds_..1TB to ... J—

PERFORMANCE

| Resize up Storage Amount for Storage ds_svc131_1TB from 1023.75 GB to 1.49 TB

Storage

‘ perspective
Full-stack tOpOlOgy P 0| ™7 Virtual Machine sona >

270!
Scalng Actons .
Health Storage Devices Optimized Improvements
4= Unspecifiy 57 Storage Devices (@60m0r2_chg43) 57 (@60mO0r2_chgd3) - Now
StruBuy Acions

m o5t : 20 Jun 11, 11:03 AM After Actions
‘Application Component 312

4

Placement Actions

Container Container Spec Configuration Actions. l 22 Storage Devices with Minor Risks
' ! ® 11 Storage Devices with Critical Risks l I I l \ ‘ | \ ‘ ‘ l \ l \ l
> & 20 11151 L0 T OSSR O 10110 T IO O L

Stop Acisn

0 675 3e e g Virtual Data Center 17 Storage Devices without Risks

Top Business Applications
) Envronmen 57 Storage Amount @ Storage Provisioned @  Storage Access Storage Latency StorageAmount peak

Contaner o Workiad Cantoller
i10®
Dotte Actons

O StorageProvisioned peak ()  StorageAccess peak Storagelatency peak

Storage

’ e !

Container Platform Olster

Ll Action Center (457) Recommended actions for
e Q ALL(457)  ON-PREM (456) performance & efﬁCiency
! SR

SHOWALL >
5 Top Services X EESC 3 o STORAGEAMOUNT
- — Logical Pool bz Resize Actions (10) Allocate 6.06 T8 &

Virual Data Cenger

l ) Virtual Ma... (148)

Type to searct S ADD FILTER

Workl . - i
12 orkload ... (105) [ storage Name Resiz current RN Action : P

1 e Direction Value t.. Category
\L:,W Pool e s Storage Dev... (10)
' Disk Array

l g Application C... (5)

ds_svc131_1TB Storage Upsize 1TB 1.49TB = (PERFORMANCE | DETAILS
112

ptech_prd_ds0 Storage Upsize 6TB 7.27 7B (PERFORMANCE | DETAILS

Diskarray

Risks Avoided

bl Environmer i Logical Pool (2)
2 s

zabbix_ds1 Storage Upsize 4 1.49TB C. (PERFORMANCE | DETAILS
Storage Conroler Oats Center 86 —

DELETE ptech_dev_ds0 Storage Upsize 8.15TB . (PERFORMANCE | DETAILS

orage Controller Data Center Network s T —
Storag e entel t SETTINGS Storage D... (110) datastore-ocp Storage Upsize 62TB (PERFORMANCE | DETAILS

PROVISION ptech_dev_ds1 Storage Upsize 427TB . (PERFORMANCE | DETAILS

Container P... (32) —
ds_svc131_01 Storage Upsize 52TB (PERFORMANCE | DETAILS

Application C... (3 ot ey
B 3 InterCE_ds1 Storage Upsize 2.68TB 4 [ PERFORMANCE | DETAILS

Finding the Needle in the Haystack! Hoss v . EEED
Predicting Storage Device Failures in VIGBINSC @) v
l-a rge-Sca I.e D Ta CenTers Storage Devi... (1) “100f10; v Rowsperjpage:30. ¥

DETAILS




Storage Asset Management with AI & AR

3.AI -I11 -
2.1 e b .
oT ! Predict
7 / Diagnose Failure
- with AI+AR Assist
@ — Predict Failure Risk
: Real-time Monitor Analyze Health Status

Asset Lifecycle Mgmt

Asset Monitor Maximo Health Maximo Predict Maximo Assist

Diagnosis Model Al + AR based Assist

Health Analysis

Knowledge Graph
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Storage Device Health & Failure Prediction

IBM Healtl d Predict - Utiliti . .
A Real-time Health & Failure

Assets / Pred|Ct|0n

DISK-001
Asset 1 of 9 Next —»
@ IT @ Unspecified

Health @ Criticality @ @ End of life © Effective age © Next PM © MRR O Next failure ®
Generating in Ratio is
(4) o (50 ; 5
5 days %

Custom scores

B e @ @ O 4

Q

P

Readonly Failing @ Missing @

Good Good Good

@ @ G
10 7 3

0% Z 0%

Asset information

Asset scores

Score details
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torage Power Consumption Monitorin

88 Energy Monitoring / Energy Monitoring - English s <
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ESG Performance Management and Reporting

Data Center
Environmental Metrics

chmark Review Mo My Views

Emissions
coze)

(ONE Data Centre Tue, 9/13/2022 3:15 AM

Linux
@®PuE 1.45
® Total Electricity 227.82 kW
MWWMWWWWWWWWWWWWMW IT Equipment Electricity 156.76 kKW
W

E;
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32483t CO2e

ESG Perforamnce
Management & Reporting

364.44tCO2e

Activity by Period




Take-aways

« Health of storage devices are vital for any

enterprises and service providers in order to s
ensure the business continuity and data e
protecton. = w .

« It needs a full-stack approach to manage -FEF L0k s
storage devices from environment, O T e
hardware, software, and up to application B T

- i

level.

r
o e
; e -

« Storage device failure prediction should
consider and balance the performance,

accuracy, sustainability and cost. | g oy [ ¢ S
2+ ’+a O ‘é“"s’{;xzo;r {x-12%4n.} -
« Analysis should be in real-time and .. +2a3%—(1’ri_27)_-(2_31§33_x)__ o
continuous optimization. Aimh=>07% © 15 e
P {x-12:yF0F .
. . . ’w,es-'ﬁ 5 0 10 ;
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Thank You !

Any questions or comments, please
contact Meg (mengfi@cn.ibm.com)!
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Links

88 Public / Real-time Sustainability Management Dashboard <3 @ Last24hours v Q O 30sv Q

for CSO - FIHRWRME & @ X%

a8

@ Full-stack and

Real-time 0
2022-10-29

This page is real-time sustainability monitoring dashboard that provides public access for the monitoring of real- 07:35:01
time energy efficiency ratio PUE, total energy consumption, total carbon emissions, IT and non-IT energy
consumption for IBM Client Engineering for Systems Beijing. +08:00 CST
PUE (Power Utilization Effi... Total Energy Consumption Total energy consumption ... IT Equipment Energy Consumption Energy Consumption Ratio
162 kw
mww/vVM‘N

-992 W Facility Energy Consumption
GlthUb 2 ’225kw Nl ”” ”‘ F36kw

159 ,g
For links to public resources, refer to the contact information on m‘:% 134kg/h
. . . M
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