How can SRE help
Security Governance ?

How to unstuck GRC with SRE

@madplatt




whoami

Director of Governance, Risk Management and
Compliance for Security and Privacy @ LastPass

20+ years in tech, 18+ in Security. Penetration tester,
Ops and Engineering, GRC and Leadership (Head of
and CISO roles) and former consultant (vCISO/Interim
CISO, Fractional CISO)

Project leader for “ASVS User Stories” open source
project

Course instructor for “DevSecOps for Leaders” course
on practical-devsecops.com

Speaker and enthusiast on Wardley Mapping, Cynefin
framework, Safety Science, Resilience Engineering all
applied to Security




the compliance guy?

really ?




What is GRC ?

“the integrated collection of capabilities that
enable an organization to reliably achieve
objectives, address uncertainty and act with
integrity” from Wikipedia

Governance — aligning processes and actions with organisation’s business goals
Risk Management — identifying and addressing organisation’s risks
Compliance — ensuring activities meet legal, contractual and regulatory requirements
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But... we're a bit stuck... we are
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The G & the C are stuck

Stuck in command and control and centralised governance models
Framing of the security “problem” as one of awareness, and not goal
conflicts and trade-offs (that we're often unqualified to appreciate)
Detached from operational realities (hierarchical information filters)
Actually fabricating business liabilities in the name of “best practice
following”. Policies largely impractical

Work-as-Imagined Work-as-Prescribed

Stuck cat is stuck
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Shorrock, Steven. “The varieties of human work” https://humanisticsystems.com/2016/12/05/the-varieties-of-human-work/



The R.... is also a bit stuck
Risk-management-as-Imagined
—3 Communication and consultation €&

111 ]

Context —) Risk —) Risk —) Risk —) Risk

establishment , identification analysis evaluation treatment

Risk assessment

Monitoring and review &£

Risk Management as defined in ISO 3100 and ISO 27005
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Org chart fence

Risk-management-as-Done

YOU GET CONTROLS

o Operation A
A Team 1

AND EVERYONE GETS CONTROLS

- Risk analysis
Risk and s
Compliance process
Managers

Controls Top Hat

Operation B
Team 2

“We see what we expect to see”
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Stuck between what “oughta be”
and “what actually is” and not
knowing how to reconcile the

difference constructively




WHAT DOES THIS HAVE

imgflip.com




My soap-box schpiel:

The practices and structures to
allow governance of technology,
management of operational risk
(including reliability) and enforce
operational standards that SRE
emlbeds... can be leveraged to
mManage security objectives,
meeting and evidencing GRC
goals
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The G and the C often have broken team dynamics with Engineering

Control... blah blah
control.... Blanh.... Wall of Confusion

Governance. blah.. . eatures... bah blah... that look
Ricks . Blah and Despair cool.... Blah blah... Speed....
Compliance....blah

blah Boogey man at

Argh can't get that function to
ork blah blah They won'’t get o

the door of the way...

Control testing Code

Testing procedures Tools

Evidence review Processes and procedures
Checklists and spreadsheets Delivery artefacts
Compliance to Specifications

Risk analysis and uncertainty Sprints and Stories
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Artefacts matter... they set the scene for collaboration (or lack thereof)

Having to
ask the
compliance team
for feedback

Getting
compliance
feedback

HAPPENED TO 4 ENGINEER | from CI/CD
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Answering “how much” through
error budgets ,SLIs and SLOs
Engineering and Ops know-how

SRE can help the G to understand constraints and
trade-offs
and the C Levelled the playing field on

Reliability concerns
Readiness reviews and
standards enforcement
Managing toil
Codification of policies in
process

What's already there to leverage ?




Between the C and the R - automated governance

Stage 1: Source Code Repository

Figure 4 shows a generalized overview of what an automated governance model might

look like during the source code repository stage.

New Version

Risks Controls
1. Unapproved changes 1. Peer review
2. Untested changes 2. Unit test coverage
3. Unapproved 3rd party dependency 3. Clean dependency
4. Information (secrets) leakage 4. Scan for sensitive information
5. Low quality code sent to production 5. Static code analysis/linting
I/P Stage ’ o/P >

Request for Change

Actors
1. Code author
2. Code reviewer

—
—eeeeeeeeee
Actions

1. Commit
2. Change request
(Pull request,

merge request)
3. Review, merge

—

Figure 4: Governance during the Source Code Repository Stage

DevOps Automated
Governance Reference
Architecture

Attestation of the
Integrity of Assets
in the Delivery Pipeline

REVOLUTION
2019

DevOps Automated Governance Reference
Architecture

John Willis - https://jfrog.com/user-conference/devops-automated-governance/
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Helping connect multiple timespans...

Governance
and Compliance

Oversight of metrics management
Oversight of standards enforcement
Negotiation of policy statements
Influence prioritisation of codification of
policies in process

Define security standards to comply with
Collaborate on artefact creation

A

Report on security metrics and trends
(error budgets)

Report on policy enforcement and
compliance

Request or review policy exemptions
Report on readiness reviews

Input into strategy and security
programme roadmap

SRE
(Security)

Collaborate on automated governance
deployment

Support in deploying / planning
compliance automation and tagging
against security standards

Ensure suitability of artefacts

Request support in operationalising
security compliance and automation
Report on user experience of compliance

Engineering
& Operations

Observability of actions (feedback loops)
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Communication

Workers

Executives Managers
Supervisors

Department

heads
ts
Dec\sion/Process resul

(Conklin)

Work as planned
VS.
work in practice

NN i

r ~
= P 7 —_— Normally successful!

“Workers are masters of
the blue line.”

- Conklin/Edwards

https://www.saif.com/documents/SafetyandHealth/Leadership/S1104_Human_and_Organizational_Performance_%2
8HOP%29-Another_way_to_think_about_safety.pdf




On managing (operational) risk

Boundary of
THAT'S NOT functionally-
HOW RISK MATERIALISES acceptable
IN OPERATIONS performance Boundary to
Economic
Failure

Gradient toward
Least Effort

Error margin

Experiments to
improve performance
creates 'Brownian
movements'

Counter gradient
from camplaigns
for 'safety culture'

Boundary to
Unacceptable
Work Load

Management
Pressure toward
Efficiency

Resulting
perceived
boundary of
acceptable
performance Space of Possibilities; Degrees of
Freedom to be Resolved According

to Subjective Preferences

Figure 3. Under the presence of strong gradients behaviour will very likely migrate toward the

boundary of acceptable performance.

Rasmussen, J. (1997). Risk management in a dynamic society: A modelling problem. Safety Science, 27(2-3), 183-213.
https://doi.org/10.1016/$0925-7535(97)00052-0 @madplatt



On managing (operational) risk

EConaoTMiC

Automated
Governance

Release
Error Engineering
/ budgets
/ (Security)
observability

[

( (Security) Chaos
Engineering

~ “JUST NOT FOR SECURITY

\ Operational
Learning
Enabling

N\, Teams

Learning from
incidents Assured
\ artefact

repositories

PERTORNANCE WO LELOAD

Adapted from Jens Rasmussen
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On modelling product risk

Hierarchically-aligned model

Product-oriented model

Enterprise Risk Finance Risk HR Risk

Engineering Risk ‘

Client Support Risk Market-fit risk

Product Risk

Information &
Security Risk
Product Security
Risk

|

Legal Risk

y

Enterprise Risk

Product Risk
Finance Risk ”
Engineering Risk Product Security
Risk
Legal Risk ”
HR Risk P,
” Market-fit Risk Reliability Risk

Information &

Security Risk ”
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Managing risk requires multiple strategies

Empirical strategy.

Domain characteristics:
* Complex set of hazard sources

Automated
governance
and heuiristics

* Loosely coupled work system

* Control by removing causes
* Defined by statistical analysis

-45° slope

>
>

Evolutionary strategy.

Domain characteristics:
* Well-defined hazards

Learning from

Frequent, small

ational accidents

Log. frequency of accidents

scale accidents: Occup-

Major accidents:
Aircraft crashes; ferry
accidents; train crashes;
hotel fire

* Loosely coupled systems |nC|dentS
* Control by removing causes
* Defined by analysis of
past accidents
Analytical strategy.

Domain characteristics:

* Well-defined hazard

 Tightly coupled system
shaping accident anatomy

* Control of accident process
after release

* Defenses identified by

predictive analysis

Large-scale \_

System
entanglement
and blast
radius

accidents: Nuclear power,
(plant melt-down, chemidkl

plant run-away

»

Log. magnitude

of loss from an accident

Figure 7. Hazard source characteristics and risk management strategies.
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(Vulnerability) Error budgets Security Chaos Engineering

@ SREcon19 Americas - Extending the Error Budget Model to Security and Feature Freshness

usenix
-

SRE
ilinioad S CON_ wercns Security Chaos

Open Access

e o | when approaching threshold Sponsor Engineering

achie
N

Total downtime ] i
inlast 30 days i %
g INd Safety at 5S¢

: Aaron Rinehart & Kelly Shortridge
, | a8

MORE VIDEOS

REPORT

https://www.usenix.org/conference/srecon19americas/presentation/thomson

@madplatt



On Learning

Learning from (security) incidents Learning from normal work

Learning Teams At-a-Glance (A Process Diagram)

The Post-Incident Guide

Debriefing

Leading Groups at Etsy to Learn From Accidents Q Analyze .‘ BOB’S GUIDE
Authors: John Allspaw, Morgan Evans, Daniel Schauenberg Identify _ Interview d
4 ) OPERATIONAL
i ' ’ LEARNING
X x
Assigi ‘ Calibrat
& S
Distribute . Meet
Report =
Howie, https://www.jeli.io/howie/welcome § %
Etsy guide, https://extfiles.etsy.com/DebriefingFacilitationGuide.pdf https://www.learningteamscommunity.com/

“Learning organisations become graduate studies in the skills they require to be successful” @littleidea
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https://www.jeli.io/howie/welcome

Traditional GRC functions are stuck. We're largely bringing
spreadsheets to a declarative fight

Work as imagined by “gatekeepers” and work as done by
practitioners isn’'t the same.

SRE metrics embed good governance of competing goals.
Why not Security ?

SRE Readiness practices can be leveraged to ensure a
pragmatic level of capability in the teams to manage their
own product components. Why not Security ?

SRE community is years ahead in (actual) learning from
incidents. Why not Security ?

SRE’s conception (and therefore management) of risk is
more aligned to the dynamic reality of operations and how
surprises happen. Why not Security ?

A hindrance {0
ecurity 1S
us S tepS

nte bY us l

that
progress in s
some 0bvi®

forward werent E .

S el CHANG \
e e oble =X
/f : «'hcm’l)" ’ O

@madplatt



Thanks.

AWERE TALKING

Questions ? ABOUT'THE SAME STUFF
Comments ? N

ARENTWE?


http://www.securitydifferently.com
mailto:mario@securitydifferently.com

