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10x Overall Request 
Throughput in <1 Month
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Mycelial Networks
And Bluer Skies



Ready for Action
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The Fleet
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3. Hardware You Control
4. Hardware You Don’t Control

Each have their own flavors, symptoms, and remedies



Hell week
Up 10x from 
Mid-October 
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Backhoe Day from PoP2’s Perspective
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External Hardware Failure
Fiber cut
Single-Homed in PoP2
50% of users can’t talk to us
Remedy: Failover all traffic to PoP1
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Traffic failed over in ~5 minutes
Database cache thrashed hard
Hot shards now twice as hot
All users now degraded
Revert!!!

Backhoe Day PoP1 Failover Attempt
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Roll with the punches
Call your vendors
Apologize to your users
Prioritize dual-home BGP configuration
Pray your vendors get things resolved soon



Great American Backhoe Day (Losing PoP2)

Pain Starts
Here

Pain Ends
Here-ish

Bonus Extra
Pain



Read-path troubles
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First DB Crash (Nov 17)

DB Node Crash

Node Rejoins 
Cluster

Back to Normal



DB Crash Repeats (Nov 20)



And Again (Nov 25)
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External Software Failure
Grab logs, coredumps, backtraces
Dig through Github issues
Consult your vendor (if you can)
Pray and keep digging
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~700 GiB Core 
Dumped into 
Appport (failed)

Over-Eager
Disk Throttling
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DB installation misconfigured
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DB installation misconfigured
Noisy neighbor workloads
Aggressive self-throttling
No surface visibility



Write-path growth



Firehose throughput growth and troubles



Relay host dies



Relay host dies

Constant crashes all day long



Relay host dies

Constant crashes all day long
Falling behind line-rate traffic



Relay host dies

Constant crashes all day long
Falling behind line-rate traffic
Delayed writes for the network



Relay host dies

Constant crashes all day long
Falling behind line-rate traffic
Delayed writes for the network
Propped up just enough to minimize user impact



Hardware scaling ticking time bombs



Relay ticking time bombs



Internal Hardware Failure



Internal Hardware Failure
Disk capacity exhaustion



Internal Hardware Failure
Disk capacity exhaustion
Disk latency spikes (overprovisioning runs out)



Internal Hardware Failure
Disk capacity exhaustion
Disk latency spikes (overprovisioning runs out)
No free blocks



Internal Hardware Failure
Disk capacity exhaustion
Disk latency spikes (overprovisioning runs out)
No free blocks
XFS Corruption



Overload
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Shift to lower-load alternate architecture (lucky)
Offload subcomponents of service
Rotate in hot-spare hardware
Divide labor among the team
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Internal Software Failure
Misconfigured proxy deploy
Triggered by exhaustion
Miscommunication
Bandaid Stacking
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Ouroboros

Public consumers see repeated events
Two hours before we noticed
Three hours before we resolved
Thousands of external feeds and tools broken
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Repair the broken proxy configuration
Replay missed events for consumers
Apologize to developers
Automate future proxy deploys with human approval
Self-inflicted problems get more frequent when exhausted
When the team is tired, if you can’t rest, double-triple check
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Internal Software Failure
Sharded DB means each data partition served by only 3 cores
Popular (celebrity) accounts have hot data on read-path
DB Tail latencies for everything spike (random distribution)
Average query fanout means all API requests feel the pain
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Celeb Caching Solution

Cache data for popular actors
Dynamically configured hot-set
Sync config, not data
Give the DB a break



Celeb Caching Result



Celeb Caching Result

DB Query P99s of ~10ms (-90%)



Celeb Caching Result

DB Query P99s of ~10ms (-90%)

50% lower peak Query Throughput



Celeb Caching Result

DB Query P99s of ~10ms (-90%)

50% lower peak Query Throughput

Half our DB queries for profiles were for “celebs”
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Invalid Handles

Turns out, public DNS has limits
We learned the hard way
During a massive influx of new users
Millions of new users had “invalid” handles
Run a local DNS resolver, ask for limit bumps



Dropping some o11y ballast
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Discover Growing Pains



Recovering from Action
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We’re Hiring SREs
https://bsky.social/about/join



Any Questions?


