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WHAT 15 OPENTELEMETRY?

Vendor-neutral, open source observability framework

Instrument applications in anyx language

Complex System

Service A

OTEL

Service B

Prometheus

Other O11Y SDK

\
/

OTEL Semantic Conventions + Collector =
 Defined common set of attributes and signals

» Simplified operations

» Telemetry collection from any source

« Unified telemetry data model processing

» Routing to any telemetry backend

Observability
Backends

Dashboards,
Alerts,
Queries, ...




WHAT 15 OTEL SEMCONV REGISTRY?

An Open Catalog of telemetry
definitions maintained by 9 SIGs.

Ensure consistency and
interoperability across observability
tools.

Collection of Semantic Convention —

Files (YAML Format)

900+ attributes and signals organized
in 74 domains

groups:

—

groups:

groups:
- id:

type: metric

metric_name: http.server.active_requests
stability: development

brief: "Number of active HTTP server requests."
instrument: updowncounter

unit: "{request}"

attributes:

metric.http.server.active_requests

ref: http.request.method
requirement_level: required
ref: url.scheme
requirement_level: required
examples: ["http", "https"]
ref: server.address
requirement_level: opt_in
brief: >
Name of the local HTTP server that received
note: |
See Setting “server.address’ and “server.pq
> **flarning**
> Since this attribute is based on HTTP hed
> to it may allow an attacker to trigger cdg
> limits, degrading the usefulness of the nf
ref: server.port
requirement_level: opt_in
brief: >
Port of the local HTTP server that received
note: |
See Setting “server.address’ and “server.pd
> **Warning**
> Since this attribute is based on HTTP hed
> to it may allow an attacker to trigger c(
> limits, degrading the usefulness of the i




BUT MAINTAINING SUCH A REGISTRY ISN T THAT
SIMPLE!




HAVE YOU EVER EXPERTENCED ONE OF THESE SITUATIONS!

Deploying an update that breaks existing alerts or dashboards.

Writing overly complex queries:

http request duration > 500ms OR http.req.dur > 500ms OR http.request.duration > 500ms

Having team members struggling with unclear metr-ics.

Wasting hours debugging a production issue due to
missing/incomplete 1instrumentation



HAVE YOU EVER EXPERTENCED ONE OF THESE STTUATIONS!

Deploying an update that breaks existing alerts or dashboards.
Detect breaking changes / Control upgrades and downgrades

Writing overly complex queries:

http_request _duration > 500ms OR http.req.dur > 500ms OR http.request.duration > 500ms

Having team members struggling with unclear metr-ics.

Wasting hours debugging a production issue due to
missing/incomplete 1instrumentation



HAVE YOU EVER EXPERTENCED ONE OF THESE STTUATIONS!

Deploying an update that breaks existing alerts or dashboards.

Writing overly complex queries:
http_request _duration > 500ms OR http.req.dur > 500ms OR http.request.duration > 500ms
Identify deviations from naming conventions

Having team members struggling with unclear metr-ics.

Wasting hours debugging a production issue due to
missing/incomplete 1instrumentation



HAVE YOU EVER EXPERTENCED ONE OF THESE STTUATIONS!

Deploying an update that breaks existing alerts or dashboards.

Writing overly complex queries:

http_request _duration > 500ms OR http.req.dur > 500ms OR http.request.duration > 500ms

Having team members struggling with unclear metr-ics.
Ensure metadata quality and documentation updates

Wasting hours debugging a production issue due to
missing/incomplete 1instrumentation



HAVE YOU EVER EXPERTENCED ONE OF THESE STTUATIONS!

Deploying an update that breaks existing alerts or dashboards.

Writing overly complex queries:

http_request _duration > 500ms OR http.req.dur > 500ms OR http.request.duration > 500ms

Having team members struggling with unclear metr-ics.

Wasting hours debugging a production issue due to
missing/incomplete 1instrumentation
Analyze instrumentation quality in the CI/CD pipeline



OTEL WEAVER TO THE RESCUE!

A CLI tool supported by the SemConv project, capable of:

Parse/Resolve semantic conventions

Check compliance with best practices

Generate documentation, code, and schemas
Compute differences between registry versions
. and more

Available on DockerHub and seamlessly 1integrates into your
CI/CD pipelines.



https://github.com/open-telemetry/weaver
https://hub.docker.com/r/otel/weaver

(UTCK OVERVIEW OF THE DEFAULT OTEL POLTCLES

No attributes outside registry
Definitions require stability

No requirement levels on
attributes

Names must follow format rules
IDs must match naming patterns
Attributes fully qualified

No constant name collisions

No namespace collisions

No duplicate attributes 1in
group

Experimental attributes 1n
stable groups must be opt-in

No removal of elements
No stability downgrades
No type or unit changes
Attribute sets immutable

Enum values immutable

You can define your own policies!



ENSURE REGISTRY QUALITY AND COMPLIANCE WITH BEST PRACTICES

Versioned Semantic
Conventions

Predefined set of OTEL Policies
(custom policies are supported)

weaver registry check

HEAD Registry

BASELINE
Registry

policies ﬁ

(released)

compare_after_resolution
policies

_ | before_resolution Registry after_resolution
policies resolution
o Registry /
o resolution

List of
violations




REGO POLICY EXAMPLE

Evaluated during the
comparison_after_resolution

[////// phase

Rule: Detect Removed Attributes

This rule checks for attributes that existed in the baseline registry
but are no longer present in the current registry. Removing attributes
is considered a backward compatibility violation.

#
#
#
#
#
#
# In other words, we do not allow the removal of an attribute once added
# to the registry. It must exist SOMEWHERE in a group, but may be deprecated.
deny contains back_comp_violation(description, group_id, attr.name) if {
# Check if an attribute from the baseline is missing in the current registry
some attr in baseline_attributes

not registry_attribute_names[attr.name]
# Generate human readable error.

group_id := data.semconv.baseline_group_ids_by_attribute[attr.namel
description := sprintf("Attribute '%s' no longer exists in the attribute registry", [attr.namel)

OTEL policies: https://github.com/open-telemetry/semantic-conventions/tree/main/policies



https://github.com/open-telemetry/semantic-conventions/tree/main/policies

FEP DOCUMENTATION AND SDK CLIENTS UP TO DATE

Generated Artifacts

Markdown
catalog
\J\
Versioned Semantic weaver registry generate Python
Convention Registry SemConv
SDK
L
Control & g
SemConv : Post-Processing . :
Registry Reglst'ry Filter, Sort/Group by, ... Template Englne
Resolution

Rust
SemConv
SDK

OTEL &

Community Database

Schemas

Templates




MANAGE SCHEMA EVOLUTIONS

Semantic weaver registry diff Generated Artifacts
Convention Registry

Control &
Registry Migration Guides
Resolution
Compute Post Template ™
Schema Diff Processing Engine
BASELINE Registry Telemetry Schema
(released) Resolution Transformations
OTEL &
Community
Templates




OPENTELEMETRY
COLLECTOR

Pipelines

Managing Schema Evolution




OPENTELEMETRY COLLECTOR PIPELINE

OpenTelemetry Collector

Service A

OTLP Probablistic u Traces OTLP Observability
Receiver Sampling Exporter Backends

Service B .

_ | SpanMetrics > M(;‘IEESS

~| Connector

Exporter
ey
ServiceC —— ;
.r_spanmetrics: _1

i dimensions: |
- name: http.method
A | - name: http.status_code
Semant'? - name: deployment.environment .
Conventions 1.26 L - hame: service.name B



OPENTELEMETRY COLLECTOR PIPELINE

OpenTelemetry Collector

Service A
OTLP Probablistic _| Traces OTLP Observability
Receiver Sampling “|  Exporter Backends
Service B :
SpanMetrics Moe.l'E['gs
Connector 4
Exporter
—
Service C
.r_spanmetrics: _]
i dimensions: I
- name: http.method
; | - name: http.status_code
Semant'? - name: deployment.environment .
Conventions 1.26 L - Dname: service.name B
Semantic

Conventions 1.27



SCHEMA PROCESSOR

Telemetry
schema
ransaformations

OpenTelemetry Collector

Service A
OTLP Schema Probablistic .| Traces OTLP Observability
Receiver Processor Sampling Exporter Backends
Service B .
SpanMetrics Moe.FESS
Connector i
Exporter
ServiceC —— ‘
r_schema: R :r_spgnmet_rics: j
| targets: "1.26" | dimensions: I
- name: http.method .
2 b= J | - name: http.status_code
Semant'? : - name: deployment.environment .
Conventions 1.26 _ - _hame: service.name g
Semantic

Conventions 1.27



[IMITATIONS OF SCHEMA PROCESSOR

- Actively 1in Development

- Schema_url 1is optional field

- Breaking changes are not supported
- Telemetry Schema File 1.0

- Doesn’t handle Complex transformations
- Updated Manually with no checks



NEXT STEPS

What are we working on




WHAT WE ARE WORKING ON

e Multi-registry support

New schema file format (self-contained registry,
back/forward transformations)

Stabilizing schema processor

OTEL Weaver live-check (compliance and coverage testing)
Type-safe client SDK generation

Schema-first approach and Observability by Design



BE A PART OF THE JOURNEY

CNCF Slack:

- #otel-semantic—-conventions
- #otel-weaver

Github Repos:

- Semantic Conventions
- Weaver
— Schema Processor



https://cloud-native.slack.com/archives/C041APFBYQP
https://cloud-native.slack.com/archives/C0697EXNTL3
https://github.com/open-telemetry/semantic-conventions/
https://github.com/open-telemetry/weaver
https://github.com/open-telemetry/opentelemetry-collector-contrib/tree/main/processor/schemaprocessor

QUESTIONS 11




