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Abstract

In the international development community, the term “digital
public goods” is used to describe open-source digital prod-
ucts (e.g., software, datasets) that aim to address the United
Nations (UN) Sustainable Development Goals. DPGs are in-
creasingly being used to deliver government services around
the world (e.g., ID management, healthcare registration). Be-
cause DPGs may handle sensitive data, the UN has established
user privacy as a first-order requirement for DPGs. The pri-
vacy risks of DPGs are currently managed in part by the DPG
standard, which includes a prerequisite questionnaire with
questions designed to evaluate a DPG’s privacy posture.

This study examines the effectiveness of the current
DPG standard for ensuring adequate privacy protections. We
present a systematic assessment of responses from DPGs re-
garding their protections of users’ privacy. We also present
in-depth case studies from three widely-used DPGs to iden-
tify privacy threats and compare this to their responses to the
DPG standard. Our findings reveal serious limitations in the
current DPG standard’s evaluation approach. We conclude by
presenting preliminary recommendations and suggestions for
strengthening the DPG standard as it relates to privacy. Addi-
tionally, we hope this study encourages more usable privacy
research on communicating privacy, not only to end users but
also third-party adopters of user-facing technologies.

1 Introduction

Today, digital government services—like national registries,
payment systems, or healthcare systems—are often imple-
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mented and administered by third-party vendors [50]. This
comes with a few drawbacks. Vendors are known to charge
high prices [9], and governments are subsequently subject
to vendor lock-in, due either to monopolies or a lack of in-
teroperability between market offerings [1]. These costs are
typically passed on to residents in the form of taxation, which
can be particularly problematic in low-income countries [29].
Digital Public Goods (DPGs) are a concept that was re-
cently revived in the international development community,
partially to counter this trend. DPGs are open-source digital
goods that are designed to benefit society [19]. In 2020, the
United Nations (UN) put forth a report calling for “a platform
for sharing digital public goods... in a manner that respects
privacy, in areas related to attaining the Sustainable Devel-
opment Goals.” [33]. In response, the Digital Public Goods
Alliance (DPGA) was formed to encourage and steward the
development of DPGs. Precisely, the DPGA defines DPGs
as “open source software, open data, open Al models, open
standards and open content that adhere to privacy and other
applicable laws and best practices, do no harm, and help attain
the [United Nations’ Sustainable Development Goals]” [16].
In the years since the DPGA was formed, DPGs have oc-
cupied a growing role in government services worldwide,
as well as other community-driven services. For example,
MOSIP is a DPG digital ID system with over a 100 million
users, currently adopted by 11 countries [52]. DIGIT HCM
is a health campaign management DPG with over 15 million
users [24]. DIVOC is another health campaign management
DPG with over 160 million users and is currently adopted by
5 countries including India, Philippines and Sri Lanka [24].
Privacy is a first-order concern in DPGs. In addition to
being highlighted as a key property in the original UN re-
port [33], it is also a central component of the evaluation
used to select which projects are officially listed as DPGs [6].
Briefly, the evaluation proceeds as follows (detailed descrip-
tion in Section 2): a DPG candidate project first submits
answers to an official DPG questionnaire, which contains
24 questions [6]. One of these questions specifically asks
about what personally identifiable information (PII) the DPG
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candidate collects, and how this information is protected. Re-
sponses from the candidate are meant to be backed up by
supporting documentation and/or code. DPG candidates’ re-
sponses to the questionnaire are then reviewed by the DPGA;
if the responses are judged to be sufficiently high-quality and
consistent with the DPGA’s requirements, the candidate is for-
mally approved as a DPG. Although DPG certification does
not convey any explicit rights or privileges to the holders, it
appears to be used in practice as a form of advertisement, e.g.,
by being listed on the DPG’s website [24,35,52].

In this paper, we study whether the DPG approval process
is effective at selecting DPGs that protect user privacy. We
evaluate this in two phases: first, we run a qualitative study
to analyze the responses of DPGs to the privacy component
of the questionnaire. We evaluate these responses in terms of
their completeness and their adherence to established privacy
best practices. We then conduct an in-depth case study on
three DPGs, in which we analyze their structure, documen-
tation, and possible privacy threats. We use this analysis to
determine whether DPGs may have privacy implications that
are not captured by their responses to the DPG standard.

Our results show that existing DPGs provide a wide range
of responses to the questionnaire, many of which convey lim-
ited maturity or attention to privacy and data protection. This
suggests that the current DPG standard, and the associated
approval process, does not filter out projects that take a lax
approach to privacy. We emphasize that the DPGA is in a
difficult position: it is neither a standards agency nor an en-
forcement agency. It is unrealistic to expect that it will be able
to evaluate the privacy properties of candidate DPGs, many
of which comprise complex code bases and documentation.
Nonetheless, the UN has outlined privacy as a first-order re-
quirement for DPGs. Hence, we believe it is important to find
a solution that both encourages privacy best practices from
DPGs, while also working within the existing constraints.

Contributions Our contributions in this paper are threefold:

1. We conduct a qualitative study of the privacy responses
of 101 DPGs. We code their responses according to (a)
high-level qualitative properties, and (b) common privacy
themes that were extracted from existing privacy frame-
works. We find that a high percentage (40% of DPGs) did
not provide an adequate level of detail to understand how
they handle PII. Moreover, many DPGs make common
mistakes, such as conflating privacy compliance with pri-
vacy protection (50%) and shifting responsibility for data
stewardship to other parties (17%).

2. We conduct three in-depth case studies of DPGs with over
1 million users and from different sectors. Among these,
we find that even mature DPGs that answered the DPG
standard thoroughly can have gaps in how their documen-
tation addresses privacy concerns. These gaps have been
communicated to the relevant DPGs.

3. We make several recommendations for how to improve the
DPG standard to encourage better privacy protections. At
a high level, our main recommendation consists of requir-
ing a more detailed privacy assessment (akin to Privacy
Impact Assessments [64]), to be completed by third parties
or the DPGs themselves. The DPGA would no longer eval-
uate the quality of privacy responses, but would provide
the privacy assessment documentation on their website
for downstream users to evaluate. These recommenda-
tions (outlined in more detail in Section 6.2) have been
communicated with the DPGA, and are currently under
consideration for a restructuring of the DPG standard.

Usable privacy research often focuses on privacy for end-
users. However, for DPGs, there are several stakeholders that
want to (a) demonstrate that their methods are private (DPG
candidates) and (b) evaluate the privacy claims of other or-
ganizations (DPGA) who also need those processes to be
“usable”. While existing research has studied how to commu-
nicate privacy to end users (e.g., through privacy nutrition
labels [43,49]), little research has been conducted on commu-
nicating privacy to third-party adopters, who have more tech-
nical sophistication than a typical user, but less sophistication
than a domain expert. This area is relatively under-explored,
and the DPG environment, being open-source, is an excellent
opportunity to study such questions.

2 Background and Related Work

2.1 The DPG Standard and Questionnaire for
Privacy

Assessing and endorsing a DPG candidate involves a three-
step process. The organization seeking DPG status must first
complete an online application on the DPGA’s website, in-
cluding a DPG questionnaire [17]. As part of the application,
candidates are required to submit various forms of supporting
evidence such as technical documentation, open licenses, and
privacy policies. Once the application is received, it undergoes
an evaluation process based on the DPG standard [6], which
serves as a set of specifications and guidelines that defines a
Digital Public Good. To receive recognition from the DPGA
and the wider community, a DPG candidate must meet the
baseline requirements as outlined in the DPG standard. If the
application satisfies all the criteria of the DPG standard, it
will be acknowledged as a Digital Public Good and included
in the DPG registry [5].

The evaluation process for the DPG standard involves a
thorough assessment of various criteria including accessibility,
functionality, interoperability, and privacy, among others. The
DPG standard is an open-source standard maintained by the
DPGA [6]. Its credibility is further endorsed by a growing list
of experts who advocate for open-source entities [6].
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The DPG standard [6] includes three privacy-related sec-
tions, i.e., Sections 7, 8 and 9, outlining the privacy require-
ments for a DPG candidate. Section 9(a) specifically ad-
dresses data privacy and security by requiring DPGs to demon-
strate how they ensure the privacy, security and integrity of
personal information collected, stored and distributed as part
of their solution. Section 7 asks candidates to explain how
they ensure compliance with relevant privacy and applicable
laws. Sections 8 and 9 of the DPG standard further require
candidates to explain their efforts to follow best practices and
ensure that the solution does no harm to their users.

The DPG standard is implemented via the DPG question-
naire [6], which evaluates candidates’ adherence to the 9 indi-
cators of the DPG standard. The questionnaire comprises both
open-ended and multiple-choice questions. In this study, we
are most interested in Section 9(a), which requires candidates
to respond to the following question:

“How does your solution ensure data privacy & se-
curity? Please demonstrate how the project ensures
the privacy, security and integrity of this data and
the steps taken to prevent adverse impacts resulting
from its collection, storage and distribution.” (open
form)

This open-ended question leaves much room for interpreta-
tion, and does not precisely define what is meant by privacy.
Hence, our primary research question for this paper is as
follows:

Does the current DPG standard effectively evaluate or
document digital solutions’ potential privacy harms?

To study this question further, we first conducted a qualita-
tive analysis of 101 DPG responses to the privacy component
of the questionnaire. This is described further in Section 4.
We then conducted an in-depth case study on three DPGs to
elicit possible privacy threats that the DPG questionnaire fails
to capture. This is described further in Section 5.

2.2 Related Work

Evaluating the Potential and Drawbacks of DPGs While
DPGs have not received as much attention from the academic
research community, several papers (many of them position
papers) highlight the significance of DPGs and the factors
that impact their utility [11,21,34,45,59,62,63,74,77,79].
Nickholson et al. explored key challenges and opportuni-
ties in achieving the Sustainable Development Goals through
DPGs [62]. Their writing emphasizes that the potential harm
from a DPG is not only associated with the technology itself,
but also depends on its implementation, usage, and evolution
over time, highlighting the need for further research in the
DPG space [62]. This observation closely aligns with our

own findings, and partially motivates this study. Mukherjee et
al. describe case studies that illustrate the concept of digital
building blocks as public goods and demonstrate their applica-
tion to developmental challenges such as poverty, inequality,
health, education, public administration, and governance that
affect entire populations [59]. Kumar et al. and Chen et al.
explore the factors influencing contributions to DPGs, while
also highlighting the importance of enhancing the quality of
DPGs [11,45]. These studies conducted large-scale field ex-
periments and employed power analysis methods to study the
correlation between factors influencing experts’ contributions
to DPGs.

Incentivizing Privacy Best Practices While there has been
a vast literature studying how to incentivize organizations to
invest in cybersecurity [30,44,48,73], there has been compar-
atively less work analyzing economic incentives of organiza-
tions to invest in data privacy [4,47,91]. Instead, many orga-
nizations’ policies and procedures surrounding data privacy
are primarily driven by compliance with privacy regulation,
either directly [3,37,76,81,89,91] or indirectly, e.g., via ven-
dor requirements [7, 64]. However, compliance with privacy
regulations does not inherently ensure that an organization is
adequately protecting user privacy [38]. While there is not
a single global standard for data privacy, many existing pri-
vacy frameworks (e.g., LINDDUN [92]) present compliance
as only one part of a robust privacy posture [64, 65]. Indeed,
empirical observations show how various components of a
privacy strategy, beyond just compliance, can interact to affect
the utility of a product. For instance, Adjerid et al. showed
that privacy regulation combined with collecting proper con-
sent from users can actually result in greater data sharing than
under fully unregulated situations [4]. This suggests the im-
portance of coupling structured privacy requirements around
privacy with a clear mechanism for collecting user consent.
At the same time, the very act of asking for consent can affect
users’ willingess to share their data with a service, as demon-
strated by Lam et al. with regards to the opt-in requirement
of GDPR [47].

While our recommendations in Section 6.2 relate to in-
centivizing privacy best practices, this paper focuses on the
higher-level question of whether the current DPGA standard
ensures that DPGs’ privacy postures are consistent with the
recommendations of prominent privacy frameworks.

3 Methodology
Our evaluation is split into two components.

1. Qualitative Analysis of DPG Responses (§4) We first
conducted a qualitative document analysis of DPG re-
sponses from all approved DPGs as of May 12, 2023. Our
goal was to understand trends in the content and quality of
DPG candidates’ responses to the privacy question.
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2. DPG Case Studies (§5) We next conducted detailed case
studies into three DPGs to understand their privacy im-
plications. The case studies were conducted on August,
November, and December 2023, respectively. Our goal for
this component was to understand how responses in the
DPG standard are correlated (or not) with actual imple-
mentations or architectures.

We next detail the methodology for each component. We
discuss the limitations of our methodology in Section 6.1.

3.1 Methods: Qualitative Analysis of DPG Re-
sponses

To analyze DPG responses, we first gathered all 167 DPG
responses from the DPGA’s GitHub repository on May 12,
2023 [18] and filtered them to include only DPGs indicating
the collection of personally identifiable information (PII), as
these are the only ones that answer Section 9(a). This resulted
in a total of 101 relevant DPG responses. Filtering was needed
because DPG candidates that did not indicate collection of
PII would have no further statements to analyze regarding
privacy. We could not access rejected DPG responses.

Analysis The lead researcher coded 50 responses indepen-
dently to develop the initial codebook. The lead researcher
developed ‘Privacy Component Analysis’ codes with a priori
coding, using existing privacy frameworks (e.g., LINDDUN,
APEC) [13,92]. For remaining themes, the lead researcher
used emergent coding. The lead and second researcher went
over the coded responses and refined the codebook through
discussions. The two coders coded the remaining 51 re-
sponses independently using the final codebook (Appendix
A). The inter-rater reliability (IRR) was computed over these
responses using percentage agreement (responses coded the
same way, divided by the total number of responses). We
achieved an inter-rater reliability of 0.87, which is considered
acceptable [68]. Since codes were not mutually exclusive,
Cohen’s kappa was inapplicable. Conflicts were resolved
through discussion. We emphasize that our study size is rela-
tively small (101 DPGs), but consists of the entire population
of DPGs that claimed to collect PII at the time of data collec-
tion. Hence, we present counts of occurrences of codes.

3.2 Methods: Detailed Case Studies

For our case studies, we chose three DPGs based on specific
criteria: (1) having a user base of over 1 million users, and
(2) providing documentation with specific sections related to
privacy. Since these large-scale systems are labor-intensive
to review and analyze, we decided to focus on 3 DPGs with
significant impact in user-facing sectors: healthcare, digital
IDs, and news and media.

Analysis Our case studies used privacy threat modeling [92],
a structured approach used to identify potential privacy threats

within a system or application. This involves analyzing the
system’s components, data flows, and potential vulnerabilities
that could compromise user privacy. Using these techniques,
we compared our findings with the responses provided by
DPGs to the DPG standard. Our goal is to understand how
well responses to the questionnaire relate to a more detailed
analysis of the DPG. Below, we outline our three-step method-
ology for identifying privacy threats.

We first reviewed the technical documentation from the se-
lected DPGs and identified all system components involved in
processing personal data. This step gave us a thorough under-
standing of the DPG’s system architecture. Next, we carefully
identified and analyzed the data flows [41] by creating Level
2 data flow diagrams [32]. Using Level 2 diagrams lets us
capture potential privacy risks without considering low-level
system details. Finally, we used the LINDDUN threat model-
ing framework [92] to identify potential privacy threats. We
highlight that this methodology is capturing potential privacy
vulnerabilities that are implied by the documentation. It does
not necessarily imply that a vulnerability actually exists in
the software. For example, some of the vulnerabilities we
found were confirmed to be documentation mistakes (not true
vulnerabilities) by the DPGs.

The case study results provided valuable insights into the
actual privacy practices and strategies employed by the se-
lected DPGs, shedding light on the effectiveness of their pri-
vacy protection mechanisms. We compared this analysis to
DPGs’ responses on the questionnaire to explore whether
DPGs can have privacy implications that are not captured by
the DPG standard.

4 Qualitative Analysis of DPG Responses

When analyzing the responses of DPG candidates to Section

9(a) of the DPG questionnaire, we generated codes related to

four main themes (codebook construction in §3.1):

* Overall response quality. Were the responses clear, inter-
nally consistent, and specific?

* Types of supporting documentation. What kind of sup-
porting documentation did the DPG candidate provide?

* Proposed privacy safeguards. What technical and process
strategies were used by DPGs to protect user data?

* Coverage of privacy best practices. Did the response
cover common elements of existing privacy frameworks
and principles?

These themes were identified using a top-down approach to

answer two questions: (1) How did the candidates respond —

both in their main response (‘“Proposed privacy safeguards”)
and “Types of supporting documentation”, and 2) How well

did they respond, in form (“Overall response quality”) and

function (“Coverage of privacy best practices”).

These themes helped us understand how DPGs approach
privacy and whether the current evaluation process helps the
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Figure 1: Categorizing codes under the four themes we consider during qualitative analysis of DPG responses.
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Figure 2: Results from qualitative analysis of DPG responses
for Overall Response Quality.

DPGA screen out DPGs with possible privacy threats. A
categorization of our identified codes within the four themes
is illustrated in Figure 1. We next present our results, divided
according to theme.

4.1 Opverall Response Quality

When evaluating the overall quality of responses, we observed
that the majority were either vague, solely focused on se-
curity controls, or only partially addressed privacy controls.
Roughly, we categorized the responses as ones that ‘address
security/privacy’ or were ‘unclear responses’. Our results for
overall response quality are illustrated in Figure 2.

Notably, we found that 40% of DPGs lacked specificity
in describing their protection methods. We defined ‘lack of
specificity’ as responses that mentioned privacy-related terms
such as ‘anonymization’ or ‘obfuscation’, without explain-
ing how it is applied within the context of the DPG solution.
This could be attributed to the open-ended nature of the ques-
tionnaire. Refer to the codebook in Table 3 for the full list of
response types and their definitions. An example of a response
coded as lacking specificity is as follows:

DPG1S5: “The solution promotes best security and
quality assurance practices in an effort to support
the privacy of PII and prevent adverse impact re-
lated to PII. Security and quality assurance best
practices that can contribute to the prevention of
adverse impact related to PII are integrated into our
development processes and automated as possible.”

Furthermore, 50% of DPGs appeared to primarily empha-
size security-related privacy controls such as encryption, hash-
ing, or regulatory measures as their main privacy strategies:

DPGA43: “All data transfer through HTTPS (SSL) &
user level security is maintained through SHA-512
encryption with roles & privileges.”

DPG80: “While we don’t collect the data ourselves,
the software has high degrees of security and com-
pliance at the software and network level to ensure
data integrity.”

While security measures and best practices are useful, they
are not sufficient for guaranteeing data privacy. Interestingly,
there was little mention of data-oriented strategies like data
minimization and anonymization.

Among the stronger responses, about 25% of responses
took steps that fully or partially addressed privacy by design
principles. For instance:
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DPG81: “We are collecting anonymized data (clin-
ical data of patients) with prior approvals and clear-
ances from hospitals.”

On the other hand, we encountered several responses that
showed a lack of understanding of privacy by design. 17% of
DPGs appear to shift the responsibility for privacy to solution
implementers; others downplayed privacy risk:

DPG101: “... Unfortunately, there is no such thing
as true data protection, even when data is locally
stored and hosted in a country...”

DPG11: “As a default, this project does not collect
or store PII data, but some partners and deploy-
ments would like the option to have the same; in
which case we store the name, address and phone
number of the consenting individual and clearly
mention in our contracting terms that we do not
own any of this data”

Overall, these responses reveal a wide spectrum of qualities in
responses. Most importantly, they suggest that many DPGs
are currently not providing enough detail for the DPGA
or an adopter to understand its privacy posture.

4.2 Provided Supporting Material

We found that few DPGs provided supporting documentation,
and those that did often provided policies. We categorize these
as ‘end-user focused’ or ‘adopter focused” material. End-user
focused documentation refers to material that is seen by in-
dividuals whose PII can be handled by the DPG. Adopter
focused documentation, on the other hand, can be technical
material informing DPG implementers how to use the sup-
ported security and privacy measures, or contain instructions
for compliance with privacy regulations such as GDPR.

As shown in Figure 3a, over 50% of the studied DPGs did
not provide any supporting documentation to explain their
protection mechanisms, and only about 16% of DPGs sub-
mitted some form of documentation related to security or pri-
vacy. The remaining DPGs submitted privacy policies, cookie
policies, or compliance-related documentation. These results
suggest that some DPGs may equate privacy compliance with
privacy protection. They focused more on demonstrating com-
pliance with regulations, rather than implementing robust
privacy protection measures—a common phenomenon in se-
curity and privacy compliance [14,90]. Refer to the codebook
in Table 2 for the full list of supporting documentation types
and their definitions.

4.3 Proposed Protection Mechanisms

We next turn to the tools and methods within DPG candi-
dates’ responses. Roughly, the privacy protection strategies

they proposed can be categorized as ‘data-oriented’ strate-
gies (e.g., data strategies, secure data storage) and ‘process-
oriented’ strategies (e.g., governance processes/audits, vulner-
ability testing). Data-oriented strategies are technical privacy
measures that directly operate on data [40]. Process-oriented
strategies, on the other hand, are organizational procedures
that ensure responsible handling of data [40]. The full list of
privacy protection mechanisms and their definitions is pro-
vided in Table 1.

As shown in Figure 3b, the most common privacy pro-
tection mechanisms claimed by DPGs were data strategies,
secure data storage, and access control — around 26% of the
DPGs mention using mechanisms that fall under one or more
of these categories. DPGs that use data strategies mention
techniques such as minimizing the amount of data collected
and anonymizing any personal data collected. Secure data
storage mechanisms involve using measures like encryption
to protect personal data. Mechanisms under access control
enforce restrictions for accessing personal data based on pre-
defined rules and policies.

Nearly 9% of the DPGs propose taking responsibility for es-
tablishing and/or adhering to a governance process to ensure
the protection of personal data. About 6% of DPGs proposed
to implement user controls to let users express privacy prefer-
ences effectively (e.g., provide consent, submit data deletion
requests). Less common strategies (1 - 3%) include routinely
applying security upgrades and patches, and performing vul-
nerability testing to ensure user data is protected.

4.4 Privacy Component Analysis

Our final theme conducted a privacy coverage analysis, which
was meant to understand whether DPGs are addressing com-
mon privacy considerations that arise in existing evaluation
frameworks and guidelines. Since there is no single globally-
adopted privacy framework or guideline, we extracted com-
mon components from five widely-used privacy frameworks
and principles: the NIST Privacy Framework [65], LIND-
DUN [92], APEC Information Privacy Principles [13], Pri-
vacy By Design Principles [10,40], and principles outlined
by the GDPR under Article 5 [42]. We assigned one code to
each concept or idea that appears in all of the above resources,
resulting in eight common components, listed in Figure 1.
The definitions of these common components are provided in
Table 4 (Appendix A).

In our analysis, we checked whether the DPGs addressed
each of these components. We define ‘addressing a compo-
nent’ as including some amount of documentation describing
their efforts related to that component. Results from our anal-
ysis indicate that most of the components do not achieve a
high coverage rate.

We find that coverage of these common privacy com-
ponents is sparse at best. The component with the highest
coverage rate across DPGs was security safeguards (55%), fol-
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Figure 3: Results from qualitative analysis of DPG responses.
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technical level of ensuring security of the data, we
use SSL certificates, database connections are pri-
vate -> connection to the DB is available only via

Figure 4: Results from qualitative analysis of DPG responses
local server (outbound connections are disabled).” & " ™ N J P

for Privacy Component Analysis.

We also find that DPGs largely did not on address user
notice, choice, and control. Only 17% of the DPGs included
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documentation on notice and consent. Most DPGs that ad-
dressed this component mentioned that information on their
data practices, such as purpose of data collection or third-party
sharing, could be found in their privacy policies.

Furthermore, only around 10% of the DPGs addressed user
choice in their responses to the questionnaire. These DPGs
provided their users with some amount of control in how their
data is collected, used, or shared. For instance:

DPG54: “The demographic data (birth year and
gender) fields are optional, and are not prerequisites
for using the platform, allowing users for whom this
information is more sensitive to opt out.”

DPG75: “All information is transferred securely
using HTTPS and raw data provided by the user for
analysis can be deleted at the user’s request.”

Few DPGs allowed users to delete their data upon request.

5 Case Studies of Digital Public Goods

To gain a deeper understanding of the actual privacy prac-
tices and strategies employed by DPGs, we conducted an
in-depth case study of three different DPGs. The case-studies
allowed us to determine whether DPGs may have possible
privacy implications that are not captured by the DPG stan-
dard. We re-emphasize that our findings are based only
on documentation, and do not necessarily mean that the
implementations have privacy vulnerabilities.

5.1 Case Study 1: MOSIP

The Modular Open Source Identity Platform (MOSIP) is an
open-source and open standards foundational identity plat-
form [52]. It serves as an API-first platform for governments
to build their own national ID platforms, offering ID life-cycle
management and identity verification capabilities. The plat-
form has over 100 million registered users and is operational
in 11 countries, including Morocco, Ethiopia, and Sri Lanka.

Summary of Findings MOSIP’s response to Section 9(a)(iii)
of the DPG questionnaire states that “privacy and security
practices are central to MOSIP and the project has taken ex-
tensive measures to provide security of data and has numerous
existing and evolving features on privacy and data protection.”
MOSIP’s response includes a link to its adopter-focused se-
curity and privacy documentation, which outlines the access
control (e.g., authentication, rate-limiting) and secure data
storage (e.g., encryption at rest) measures it supports.

The MOSIP response and documentation was among the
more careful of the DPGs we analyzed. At the same time,
our threat elicitation process revealed potential issues, such as
data being revealed to third parties in plaintext during authen-
tication and secure storage not being used at all stages of data

ingestion. MOSIP reported that most of our findings were
mistakes in the documentation (not in the underlying soft-
ware), some of which have since been updated. Nonetheless,
the information collected by the DPG standard is not nuanced
enough to reveal such potential privacy vulnerabilities.

5.1.1 Analysis

The high-level architecture of MOSIP consists of two core
modules: (1) ID Lifecycle Management, and (2) Authen-
tication. ID lifecycle management includes several sub-
components such as ID pre-registration, enrollment, updation
and de-activation [57]. The authentication module provides
ID authentication services [56]. The data flow diagram (DFD)
for MOSIP is illustrated in Figure 6 in the Appendix. This
illustration informed the threat elicitation process using the
LINDDUN framework [92].

Residents have the option to pre-register online and then
visit designated centers to complete the registration process
[55]. According to MOSIP’s responses to the DPG question-
naire, the ID creation process needs residents to submit their
legal name, age, address, biometrics (e.g., fingerprint, face,
iris), and other PII as required by the country. When residents
need to authenticate themselves with relying parties, these
institutions serve as proxies to verify the residents digital IDs
against MOSIP’s servers [56].

Observation 1: Passing Clear Text Credentials to Relying
Parties Authenticating a digital ID in MOSIP involves a
relying party acting as a proxy to transmit credentials on
behalf of the end-user. The relying party collects unencrypted
end-user virtual IDs (VIDs) and one-time passwords (OTPs)
and submits them to MOSIP’s servers for verification. For this
purpose, MOSIP utilizes a “yes/no” API to deliver verification
responses and places trust in relying parties that may belong
to private or government organizations [56].

However, over-reliance on these parties can lead to the mis-
use of user credentials received in clear text, allowing them
to identify users even when temporary VIDs are used. This
poses a privacy risk as the clear text credentials could be inter-
cepted, compromising the identity and personal information
of users as noted in prior work, which found a related vulner-
ability in OAuth 2.0 implementations [75]. Note that MOSIP
offers an alternative authentication mechanism called eSignet,
which mitigates this risk.

Observation 2: Weak Anonymization in Profiling System
MOSIP offers an ‘Anonymous Profiling System’ [54] for con-
ducting privacy-preserving analytics on pre-registration data.
The anonymized dataset [54] includes personal information
attributes like gender, location, and year of birth. Documen-
tation indicates that anonymization is provided through sup-
pression of data. Suppression is a form of weak anonymiza-
tion that could introduce potential privacy vulnerabilities, as
malicious actors may carry out reconstruction attacks [20]
by launching targeted queries against the profiling system.
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MOSIP counters the risk of linkage attacks by encrypting the
database so that a record is unidentifiable without knowledge
of the corresponding VID. Nonetheless, depending on which
fields are shared with third parties, inference attacks using
correlated data sources have been used in other contexts to
de-anonymize users based on partial information [12, 60, 78],
as well as inferring properties of groups of users.

Observation 3: Unencrypted Storage of Pre-Registration
Data MOSIP’s ‘pre-registration’ databases are downloaded to
an operator’s system for offline data retrieval [54]. However,
in August 2023, at the time this case study was conducted,
the documentation suggested that these databases are stored
in an unencrypted format, without providing a justification
for doing so [54]. The documentation has been updated since
we shared our findings with MOSIP in September 2023; as of
June 2024, it states that pre-registration data is indeed stored
in encrypted form.

Observation 4: Unclear Documentation of Data Reten-
tion and Deletion Policies The documentation on MOSIP’s
data retention and deletion policies is unclear, as it uses two
different terms: ‘deactivation’ and ‘decommission’. Deacti-
vation refers to temporary shutdown, while decommission
refers to permanent shutdown of a resource [53]. It is unclear
which option (if any) leads to permanent deletion of user data,
including biometrics.

Observation 5: Possibly Low-Quality Informed Consent
During registration, the operator can choose to mark consent
on behalf of the individual [58]. This raises concerns about
the quality of informed consent [31], as operators could mark
consent without clearly explaining the terms to individuals.

Responsible Disclosure We communicated our observations
with MOSIP, who confirmed that Observation 3 was a docu-
mentation gap. MOSIP has since updated that documentation,
and more generally, significantly clarified their documentation
of privacy data flows compared to when we ran this study.

5.2 Case Study 2: Ushahidi

Ushahidi is a crowd-sourcing platform for social activism.
It aims to map and document information during political
campaigns, natural disasters, and other events of public inter-
est [82]. The platform enables local observers to easily submit
reports via their mobile phones or the internet, creating an
archive of events accompanied by geographic and time-date
details. Ushahidi has been deployed in over 60 countries and
supports more than 40 languages Some of its use cases in-
clude supporting earthquake relief efforts in Nepal, ensuring
fair elections in Nigeria, and helping women address sexual
violence in Egypt [85].

Summary of Findings Ushahidi’s response to Section
9(a)(iii) of the DPG questionnaire consists of links to their
documentation on how their platform supports data security

and the measures implementers must take to comply with
GDPR. Specifically, their response describes “reasonable ad-
ministrative, physical and electronic measures” like encrypt-
ing data in transit, securing servers using access control mech-
anisms like (i) restricting open ports, (ii) using hardened SSL
configurations, and limiting communication between services
to internal private networks. Ushahidi also provides imple-
menters with instructions on collecting consent from users.

However, their response does not provide details about pri-
vacy measures (e.g., anonymization) for PII collected from
sources other than surveys (e.g., Twitter, emails). Of concern,
this data may still be stored on the platform even after the
original data sources have been deleted. Moreover, their re-
sponse states they use security safeguards during transit, but
whether they encrypt this data at rest is unclear.

5.2.1 Analysis

Ushahidi’s high-level architecture consists of three core com-
ponents: the Platform, Services, and Data. The ‘Platform’
component includes Ushahidi’s core platform and MySQL
data store [86]. The ‘Services’ component provides POST
and REST APIs for ingesting data and transmitting reports to
Ushahidi’s web interface and mobile application app [86]. Ac-
cording to Ushahidi’s responses to the DPG questionnaire, the
platform can collect “email addresses, location, and telephone
numbers” of its users.

The ‘Data’ component allows implementers to configure
input data sources [86]. End-users can submit reports via
Ushahidi’s web interface or send reports to dedicated email or
SMS channels. Additionally, the platform can be integrated
with Twitter (now known as X) to ingest data based on hash-
tags [88]. The data flow diagram (DFD) for Ushahidi is illus-
trated in Figure 7.

Observation 1: Inconsistent Data Updates Ushahidi sup-
ports the use of Twitter’s (now known as X) developer API
to collect messages (or tweets) based on hashtags [88]. This
functionality aids in monitoring crisis response, elections,
political and community engagements. The content from col-
lected tweets is stored in a database called ‘messages’. It is
observed that content from deleted or modified tweets does
not get updated on Ushahidi’s platform [88]. As a result, data
stored on the platform may become outdated and no longer
reflective of the current state of affairs when real-time up-
dates are not received. This relates to privacy and data use
because users could choose to remove content on Twitter, but
have it remain active on Ushahidi. This counters user privacy
expectations around data deletion [51].

Observation 2: Limited Anonymization Coverage
Ushahidi aggregates data from various sources, including user-
submitted reports (surveys), Twitter, email, and SMS [87].
The platform provides an optional anonymization control that
allows platform administrators to selectively obfuscate an
author’s information, location and timestamps [83]. From
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the documentation, it is unclear whether data anonymiza-
tion features are available for information collected from
sources other than Ushahidi Surveys [84]. The possible lack
of anonymization features for other sources could pose a pri-
vacy risk to the reporter’s identity.

Observation 3: Lack of Privacy Safeguards for Raw Data
The Ushahidi platform offers anonymization features for pub-
lishing posts to end-users. Platform admins can optionally
choose to obfuscate an display fields such as author’s infor-
mation, location and timestamps [84]. However, the data is
stored in plain text in the database without employing any
data-oriented strategies (e.g., anonymization, obfuscation) to
protect privacy. Storing plain-text data in the database could
pose arisk [69] to reporters’ privacy in certain contexts where
trust is assumed: (1) malicious administrators with access to
internal databases, or (2) raw data shared for secondary pur-
poses such as research, policy-making, or compliance with
law enforcement requests.

Observation 4: Use of Direct Identifiers for Unstructured
Data Sources The collected data contain direct identifiers,
such as the author’s information. Structured data from in-
platform surveys are obfuscated, while data from unstructured
sources (such as email, SMS and Twitter reports) are stored
and/or published without applying anonymization techniques.
The use of direct identifiers in a crowdsourcing platform could
single out and identify the reporter who submitted the infor-
mation. Depending on the context, this may pose a serious
risk or threat to the reporter (e.g., activist campaigns). Addi-
tionally, reporters’ unique identifiers can be used to correlate
with social networks to discover personal associations, posing
a serious risk or threat not only to the reporter but also their
close connections (e.g., friends or family).

Responsible Disclosure We have shared our observations
with Ushahidi’s security team on 12/11/23, but we have not
received a response at the time of publication.

5.3 Case Study 3: DIVOC

The Digital Infrastructure for Verifiable Open Credentialing
(DIVOC) is an open-source platform for countries to conduct
large-scale digitized health campaigns [24]. Adopters can
flexibly choose the components they want to implement and
customize them to suit their needs. For example, countries
can use DIVOC to establish a digital infrastructure for issuing
and verifying their citizens’ vaccination certificates.

DIVOC is developed and maintained by the eGov Foun-
dation of India. It has been used by countries like India, In-
donesia, Jamaica, the Philippines, and Sri Lanka to issue and
verify over 2 billion COVID-19 vaccination certificates [24].

Summary of Findings DIVOC’s response to Section 9(a)
of the DPG questionnaire states that they do not collect PII.
However, their infrastructure allows implementers to collect
PII while orchestrating health campaigns. We observe that the

DPG standard is not nuanced enough to differentiate between
the collection PII by the DPG or its implementers. For exam-
ple, the other two DPGs we evaluated (MOSIP and Ushahidi)
are used by implementers who collect PII, but the DPGs still
declare they collect PII in their responses. Although DIVOC
mentions implementers are responsible for protecting user pri-
vacy in their response, they also provide privacy and security
best practices in their adopter-focused documentation.

5.3.1 Analysis

The DIVOC platform follows a microservice architecture and
can integrate with third-party services [22]. The DFD for
DIVOC is illustrated in Figure 8 in the Appendix. This illus-
tration informed the threat elicitation process using the LIND-
DUN framework [92]. At a high level, DIVOC consists of
two core modules [23]. The first module is responsible for is-
suing, verifying, and distributing credentials (e.g., vaccination
certificates). The second module monitors the performance
of the health campaign by computing real-time analytics.
Countries can include several additional modules [23] in
their DIVOC instance, such as a program set-up module that
creates and maintains registries for credentials and facilities
where these credentials are issued. A citizen portal is also
available for citizens to self-register, schedule appointments
with a facility, and download and verify their credentials.

Observation 1: Delegation of Responsibilities DIVOC
states that they do not collect, store, or distribute PII in their
response to the DPG questionnaire. However, their platform
is “meant for last-mile vaccination administration and creden-
tialing”, and its implementers can collect and store PII such
as name, date of birth, and identifiers like a national identity
number [28]. DIVOC mentions their platform architecture
prioritizes data minimalism, with “well-designed privacy &
security” measures in their response. They further note that
the effectiveness of the supported privacy measures depends
on the individual privacy policies used by their adopters. Al-
though they delegate the responsibility of protecting user
privacy to their adopters, DIVOC provides them with privacy
and security best practices to follow [25], described below.

Observation 2: Privacy Guidelines for Adopters DIVOC
provides comprehensive data protection guidelines for its
adopters in its documentation [25]. For example, to ensure
secure data backups, DIVOC recommends implementing the
principle of least privilege by restricting access to user and
system information based on task requirements, as well as
purging intermediate data backups and keeping full backups
on separate servers after encrypting the data. It also gives rec-
ommendations on authentication and password management,
access control, and platform updates. Finally, DIVOC also in-
cludes templates of user-facing privacy policies that adopters
can use while running their health campaigns [26,27].

Responsible Disclosure We had no privacy concerns to share.
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6 Discussion

Our findings highlight three important points:

1. The DPG standard is not currently ensuring that DPGs
offer a strong level of privacy protection. Although the
intent of the privacy question on the DPG questionnaire is
clearly aligned with best privacy practices, the reality is that
many approved DPGs have responded to it incompletely or
incorrectly, and made it through the approval process. For ex-
ample, our qualitative analysis in Section 4 of DPG responses
indicates that over 65% of DPGs we studied either had incom-
plete or vague privacy documentation; if these responses are
representative of their true privacy posture, those DPGs may
be vulnerable to privacy threats. Hence, the DPG question-
naire is not currently filtering out responses with a weak or
incomplete description of privacy protections.

2. The current DPG standard does not collect nuanced
enough information to distinguish DPGs with very differ-
ent privacy profiles. Among certified DPGs, there is a broad
range of levels of privacy maturity. For instance, we noted
that MOSIP had implemented and documented many privacy
features, whereas DIVOC chose to implement relatively fewer
privacy features, leaving a significant amount of implemen-
tation to the DPG adopter. There could exist a version of
the DPG standard that differentiates between these two very
different models of implementation. We give one proposal for
how to design such a model in Section 6.2. However, we note
that the DPGA may not wish to be responsible for differen-
tiating between DPGs of differing privacy postures, as this
would require a much more in-depth analysis.

3. Should the DPGA be evaluating DPGs’ privacy pos-
ture? A broader question is whether the DPGA should be
tasked with evaluating or ensuring the privacy of DPGs. Cur-
rently, the DPGA may be constrained in part by the UN’s
report, which emphasizes the importance of privacy, and in
part by the lack of clear guidance internationally on how to
evaluate the privacy of software (let alone other classes of
DPGs like machine learning models, datasets, etc.). Hence, it
may be worth revisiting whether the DPGA’s role in privacy
evaluation. We discuss an alternative model in Section 6.2.

6.1 Limitations

Our methodology has some limitations, which we highlight
here. First, our DPG sample is biased, including only DPGs
that were certified. It would be useful to also analyze the
responses of DPG candidates that were not approved, but this
data is not publicly available.

Another important limitation of our methodology is that it
rewards DPGs with more developed privacy documentation,
regardless of how developed their privacy features are. For
example, as we saw in our case studies in Section 5, DIVOC
fared well in part because it did not specify many implemen-
tation details for privacy functionalities. Instead, it delegated

responsibility to solution adopters, and documented recom-
mendations clearly in its documentation. This prevented our
threat elicitation process from identifying threats in its data
flows. On the other hand, MOSIP implemented (and docu-
mented) more privacy features, so it was easier to observe
concrete gaps. A more complete prototype like MOSIP may
require less effort from adopters, who will most likely use out-
of-the-box privacy features. However, it is difficult to directly
compare DPGs with differing levels of implementation.

6.2 Recommendations
6.2.1 DPG Community

(1) Do not refine the DPG questionnaire with more specific
questions. A natural reaction to our findings is to attempt to
revise the DPG standard to be more precise and granular about
what privacy properties a DPG should satisfy. We suggest not
pursuing such a direction. Since the DPG standard is meant
to be adopted globally, building consensus around a privacy
standard is likely to be politically challenging. Privacy norms
are highly culture-specific [93], and we note that to the best
of our knowledge, there are no true privacy standards in place
that address an entire product, even among (inter-)national
standards bodies; instead, the focus has been on building
general-purpose frameworks that are very high-level, but also
broadly applicable [71]. Second, privacy best practices are
often technology-specific, and it is unclear how to craft a
standard that encompasses the broad range DPGs (e.g., a
national ID system vs. a machine learning model).

(2) Adopt a new architecture for collecting privacy eval-
uations. Instead of updating the DPG standard to be more
comprehensive, we suggest a model that makes use of the ex-
isting ecosystem for privacy evaluation, which are themselves
the products of many years of refinement and stakeholder
engagement [64,65,92]. Our proposed model would have two
tiers of privacy certification (see Figure 5).

Tier 1: Certified Privacy Impact Assessment. At the
stronger tier, the DPGA would ask candidate DPGs to submit
documentation attesting to the fact that they underwent a Pri-
vacy Impact Assessment (PIA) or a comparable regional vari-
ant, such as the Singaporean Data Protection Trustmark [8]
from a certified provider. A PIA is an analysis of how person-
ally identifiable information is collected, used, shared, and
maintained; it involves answering a list of questions regarding
data collection, retention, use, and more [64]. It provides a
more fine-grained view of a product’s privacy posture than
the current DPG questionnaire, as studied in this work. PIAs
have international adoption and are currently mandated for
U.S. federal agencies by the e-Commerce Act of 2002 [36]
and by the E.U. through GDPR Article 35 for all high-risk
data processing activities [80]. Under our suggested process,
the DPGA would collect and publish evidence of a PIA (or
a comparable alternative) from an approved provider; the
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DPGA can maintain a list of acceptable assessment tools and
assessors e.g., [66,67]. In addition, DPGs would upload the
outcomes from the audit (answers to all questions), which
should be made available on the DPGA website.

Tier 2: Self-Assessment. In the second tier, DPG candidates
would submit a self-attestation that they underwent a PIA. The
documentation from that process would be uploaded along
with the candidate’s self-attestation, so potential users can
view the DPG’s self-evaluated privacy posture.

[ DPG Alliance }
4

%,

O N %,
RPN D L"’e,
N Perform Privacy Impact Y
DPG Assessment (PIA) Appr<_)ved
Candidate _ Provider
- (2) J
%

Figure 5: 3-stakeholder model to facilitate DPG privacy eval-
uation. The third-party assessment would involve the gray
sequence of steps, whereas a self-assessment would require
only the single blue step.

Under our proposed model, the DPGA would approve
DPGs as long as they have accomplished one of the two. In
particular, the DPGA would not directly evaluate, or provide
their seal of approval, to DPGs’ privacy postures. Evaluation
of privacy documentation would be handled by the adopting
entity. Note that many DPGs are not hosted services, but re-
quire an integrator (often a government) to host and run the
DPG. In these cases, it is reasonable to expect a government
to expend resources to evaluate the privacy posture of a piece
of software before using it on constituents’ data.

A potential drawback of this suggested architecture is that it
increases the barrier to entry for new DPGs. However, privacy
was presented in the UN’s mandate as a first-order require-
ment of DPGs. If this is the case, it may be necessary to
raise the barrier to DPG certification to ensure that DPGs are
handling user data properly. We provide a stakeholder cost
analysis comparing the two tiers in Appendix C.

6.2.2 Research Community

(1) Further research is needed on communicating the pri-
vacy posture of DPGs to downstream adopters. There is an
active body of research on communicating the privacy posture
of applications to end users [39,43,94]. One well-known ex-
ample is privacy nutrition labels [43,49]. These technologies
may be nontrivial to apply to DPGs. Adopters of a DPG could
be governments or hobbyists, and they may use the same
tool for very different purposes. Hence, their privacy needs
may vary significantly, so the structure that makes privacy

nutrition labels easy for users to understand may not extend
easily to DPGs. Second, DPGs often limit what aspects of
the system they implement, and which parts they leave to
the downstream adopter. This can impact privacy in nuanced
ways (as shown in our case studies in §5), and those impacts
should be communicated clearly. In sum, understanding how
to clearly communicate the privacy (and security) posture of
a DPG is an interesting and complex question for the usable
security and privacy research community.

(2) Continue to develop automated tools for dynamically
evaluating the privacy posture of software. A drawback of
the suggested architecture is staleness; a privacy audit typ-
ically has a short shelf life because every new feature can
introduce new privacy vulnerabilities. Hence, inspired by OS-
CAL [61], continued research is needed on automatically
processing a codebase and extracting potential privacy vulner-
abilities. While this is already a rich area of research [2,46,72],
there is still room to make these tools usable and connect them
to standardized privacy certifications.

6.3 Ethical Considerations

This study is not human subjects research, and it used only
public data about products (not people). The study was not
subject to review by our Internal Review Board. We followed
industry-standard best practices for disclosing potential vul-
nerabilities to MOSIP and Ushahidi after our case studies, and
gave both 60 days’ notice prior to publicizing results [15].

7 Conclusion

This work provides the first large-scale study of DPGs and
their privacy properties. Our results suggest that the DPG stan-
dard may benefit from revising its methodology for evaluating
DPG candidates’ privacy maturity. We have communicated
our findings and recommendations with the DPGA, which is
currently revising the DPG standard (although we are not sure
in which direction). In addition to encouraging the DPGA to
improve the DPG privacy certification process, we hope this
study will inform future privacy-conscious initiatives, such
as the emerging push for digital public infrastructure [70].
We also hope this work will encourage the usable privacy re-
search community to explore ways of communicating privacy
to third-party adopters of user-facing technologies.
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https://docs.ushahidi.com/platform-user-manual/3.-configuring-your-deployment/3.4-data-sources
https://docs.ushahidi.com/platform-user-manual/3.-configuring-your-deployment/3.4-data-sources/3.4.7-twitter
https://docs.ushahidi.com/platform-user-manual/3.-configuring-your-deployment/3.4-data-sources/3.4.7-twitter
https://docs.ushahidi.com/platform-user-manual/3.-configuring-your-deployment/3.4-data-sources/3.4.7-twitter

A Codebooks

Table 1: Codebook for Proposed Protection Mechanisms.

Code

Definition

Access Control

The nominee proposes the enforcement of access restrictions to the solution and/or
personal data based on predefined rules and policies.

Commercial/In-house Tools

The nominee proposes the use of commercial or in-house tools for the protection of
personal data.

Data Strategies

The nominee proposes data-oriented protection strategies (e.g., minimization,
anonymization) as a protective measure for personal data.

Notify 3rd Party Data Sharing

The nominee describes the sharing of personal data with third parties for secondary
use.

Security Upgrades/Patches

The nominee proposes taking responsibility for performing regular security updates
and patches to protect personal data.

Vulnerability Testing

The nominee proposes taking responsibility for performing regular vulnerability
scans to ensure protection of personal data.

Governance Processes/Audits

The nominee proposes taking responsibility for establishing and/or adhering to a
governance process to ensure the protection of personal data.

User Control

The nominee proposes implementing various privacy controls to empower users in
expressing their privacy preferences effectively (e.g., user consent, data deletion
requests)

Data Storage

The nominee proposes secure data storage solution(s) to ensure protection of per-
sonal data.

Strong Passwords

The nominee proposes safeguarding access to personal data by implementing robust
password requirements.

Table 2: Codebook for Provided Supporting Material

Code

Definition

No Documentation Submitted

The nominee has not submitted any documentation or references, or has submitted
expired links, for review.

Security/Privacy Docs

The nominee has shared a link to the solution’s security and privacy documentation,
which comprises either detailed or high-level information about implementation.

Compliance Docs

The nominee has shared a link to the solution’s compliance documentation (e.g.,
GDPR).

Cookie Policy

The nominee has shared a link to the solution’s cookie practices.

Privacy Policy

The nominee has shared a link to the solution’s privacy practices. Note: while this is
a step towards the right direction, it is still not sufficient.

USENIX Association

Twentieth Symposium on Usable Privacy and Security

175



Table 3: Codebook for Overall Response Quality

Code

Definition

Security-related Privacy

Discusses security-related privacy controls, such as encryption and access control,
without discussing any data-oriented strategies.

Security Only

Focuses only on security measures, without addressing any privacy-related strategies,
despite PII being collected, stored, and/or processed

Partially Addresses Privacy

Addresses certain aspects of privacy but may not cover all aspects comprehensively.

Unclear PII Collection

Nominees lack a clear understanding of what personally identifiable information
(PID) entails. Responses are either incorrect or unclear.

Clarifies Data Ownership

Emphasis that solution developers (nominee) do not claim ownership of any data
collected and/or processed by the solution. Places the burden of privacy on solution
implementers, neglecting the fact that privacy-by-design principles should have
been incorporated during development.

Lack of Specificity Mentions vague terms without explaining the solution’s function/capabilities or
proposes privacy-protecting solutions without providing specific implementation
details.

Downplaying Risks Clarifies that the nominee do not collect data themselves and explicitly state that

they do not own any of the data. This clarification may be intended to downplay
potential risks associated with protecting user data.

Compliance Implies Protection

Claims compliance with data protection regulations such as GDPR; it does not
necessarily indicate that privacy-protecting strategies have been implemented.

Inconsistent Answer

Response provided directly contradicts the answers given to other questions.

Does Not Answer Question

Incorrect response that does not answer the question.

Table 4: Codebook for Privacy Component Analysis

Code

Definition

Regulatory Efforts

The nominee describes privacy related compliance efforts such as self regulation,
enforcement mechanisms, privacy documentation and awareness campaigns.

Notice and Consent

Nominees describes user notice and consent mechanisms.

Data Collection Limitation

Nominee ensures that the system only collects data required for the intended purpose
and as for long as necessary.

Data Use Limitation

Nominee ensures that the system only processes data needed to satisfy the intended
purpose and describe strategies to do so.

User Choice

Nominee ensures that users provided with appropriate and user-friendly choices in
relation to collection, use, transfer and disclosure of their personal information.

Data Accuracy

Nominee ensures that data is accurate and up-to date.

Security Safeguards

Nominee describes security safeguards to protect user data.

Privacy by Design

Nominee addresses Privacy by design (PbD) strategies such as anonymization and
privacy preserving defaults.
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B Data Flow Diagrams for Case Studies
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Figure 6: MOSIP’s Data Flow Diagram
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Figure 8: DIVOC’s Data Flow Diagram

C Cost Analysis
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Figure 7: Ushahidi’s Data Flow Diagram

Choosing between the two tiers in our proposed model will depend on the resources available to the DPGA and the DPG
candidate. Self-attestation could impose a burden on DPG candidates, many of which lack privacy and/or compliance teams.
Obtaining a certification from approved providers requires less time but possibly more money for DPG candidates, depending
on the time cost of completing the assessment and financial compensation of DPG contributors. While the proposed model
would increase the barrier to DPG certification, we believe basic privacy assessments should be a minimum requirement for
organizations handling PII. We summarize the stakeholder cost analysis for our proposed model in Table 5.

Table 5: Stakeholder cost analysis of the online cost (i.e., during DPG certification) of the two privacy certification tiers of our
proposed model. Arrows indicate the change in resources compared to what is currently needed.

Proposed Strategy Stakeholder Time Money Overall Ef-
fort

Option 1: DPGA - v v v

PIA by Certified Provider grf)’r()}r(g;r? dl.)rowder 1 * 1

Option 2: DPGA 4 4 4

Self Attestation DPG Cand. 1 + 1
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