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Abstract 

Achieving the benefits of data science in cases involving 

personal data requires the use of that data, which results in 

some privacy risk. Our research investigates approaches to 

enhance privacy while supporting legitimate access for hu-

man decision making by capitalizing on the fact that in most 

human-computer hybrid systems, only a small fraction of the 

full data is required for human judgment. We present an 

interactive visual system for record linkage – a task that re-

quires human decision-making about whether different but 

similar data records refer to the same person. The system 

employs an on-demand interactive interface that incremen-

tally discloses partial information only when needed and 

other feedback mechanisms to promote ethical behavior. We 

evaluate our approach with a controlled experiment of how 

different types of feedback and access restrictions affect 

human decision-making quality, speed, and access behavior.  

The on-demand interactive interface reduced privacy risk to 

only 7.85%, compared to 100% when all data is disclosed, 

with little to no impact on decision quality or completion 

time. In addition, feedback from an expert review supports 

the notion that an intermediate level of access other than “all 

or nothing” can provide better accuracy than no access but 

more protection than full access.  

1. Introduction 

The potential impact of population informatics—data in-

tensive secondary analysis of large integrated population 

data—are endless [1]. Access to such data for qualified re-

searchers could provide a greater understanding of root 

causes of social and public health problems, help identify 

upstream opportunities for interventions, help predict the 

downstream effects of different policy options, and assist in 

allocating our collective resources for the greatest impact to 

benefit our society. As one example, a National Institute on 

Drug Abuse (NIDA) study integrated data from multiple 

databases on 56,923 Medicaid beneficiaries with opioid 

dependency to conclude that buprenorphine was cheaper and 

safer than alternative treatments [2, 3]. Another example is a 

three state study that integrated three data systems to follow 

children from the foster care system for over 10 years to 

investigate long-term employment and income trends [4]. 

Figure 1: Pairs of PII for human judgment in record linkage 

While the potential benefits of population informatics are 

clear, access to such population data for these research is not 

widespread and is often given on a one-time basis for a sin-

gle project. In fact, when compared to the widespread use of 

population data in other less regulated sectors such as mar-

keting, intelligence, and campaigning, secondary analysis of 

population data for research is quite restricted and lacks 

infrastructure. This is especially true in the United States, 

where privacy concerns make it difficult to build and main-

tain large integrated population data for research. In con-

trast, Canada, UK, and Australia have invested in establish-

ing population data linkage centers [5]. 

One of the core challenges in establishing integrated 

population databases is addressing privacy concerns during 

data integration. High-quality data integration requires rec-

ord linkage (RL), the process of identifying records from 

heterogeneous data sources that potentially refer to the same 

person in cases where a common identifier is not available. 

Privacy becomes a major issue because one must exactly 

identify the identity of records to accurately build the inte-

grated data. During RL, it is important to distinguish be-

tween family members or twins [6] and to handle changes in 

the data (e.g., change of last name) and data errors. Thus, 

most projects that require integrated data obtain access to 

personally identifiable information (PII) (e.g., names, birth 

dates) to use for RL. Figure 1 shows a simple example of 

different types of data discrepancies in PII pairs. 

In practice, most linkage projects use semi-automated 

linkage systems where the majority of the linkages are made 

using algorithms that humans have to tune, maintain, and 

manually resolve more complex cases. Properly using auto-
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mated methods requires a significant level of human in-

volvement for data cleaning [47], standardization, training 

data construction, parameter tuning [46], and validation [6, 

7]. For example, Bronstein et al. [8] describe the process of 

matching pregnancies from Medicaid data to birth records 

using probabilistic record linkage that involved 11 manual 

steps. The process required many human decisions in the 

process such as cleaning up 4,369 pregnancies linked to 

more than one vital records. In another study linking cancer 

registry data to health service data, 15% (16,288 links) were 

confirmed through manual verification [9]. Such a high level 

of human interaction and iteration is common in medical 

record linkage studies [8-10]. Without these human 

involvement, the match rate and biases in these studies 

would be problematic because the errors in the linkage step 

propagate downstream to all analysis using the integrated 

data. In addition, automated linkage can also result in selec-

tion bias such as in preferentially selecting patients with 

complete information on required identifiers, which can un-

der-represent particular groups such as socioeconomically 

disadvantaged and racial/ethnic minorities [5, 8, 11, 12, 13]. 

Human review often involves looking at similar pairs of 

records to make judgments about complex cases where dif-

ferent records could potentially refer to the same person or 

to decide how to tune linkage algorithms to improve data 

integration. These tasks require disclosure of some PII to 

some people, which poses potential privacy risks. In most 

linkage projects, this usually means that staff get full access 

to all PII in a dataset to enable quality linkage decision-

making [5, 8, 9]. Naturally, such unlimited access to PII 

raises concerns about privacy and has led to many efforts to 

develop automated privacy preserving RL algorithms. Most 

algorithms securely compute a known linkage function using 

encryption and trusted third-party computing. These ap-

proaches assume no access to PII as a solution to privacy. 

However, such solutions are problematic for assuring quality 

data integration for complex cases requiring human judg-

ment, especially since the details of the linkage function is 

rarely known ahead of time. Thus, open questions remain 

about (1) how to determine the linkage function, (2) support 

the human tasks required to obtain high-quality linkages, 

and (3) how to validate the linkages found [14, 15]. 

Our work on privacy-enhanced RL takes a fundamentally 

different approach to privacy in order to produce high-

quality validated results by enabling human judgment where 

needed. Rather than rely on various security technology to 

limit access for privacy, our premise is that human access to 

some PII is necessary and encouraged for valid results. 

Hence, we rely on two fundamental principles of privacy to 

promote legitimate and confidential access: (1) the minimum 

necessary principle and (2) accountability through trans-

parency principle. Thus, the critical questions for privacy 

enhanced system design are: (1) What and how much infor-

mation about the PII needs to be accessed for good linkage 

decisions? (2) When do you know what you need to access? 

(3) What accountability mechanisms would be effective to 

discourage bad behavior? Our approach is motivated by the 

hypothesis that there is some level of partial disclosure of 

PII—between unrestricted access to all PII and no access to 

PII—that can effectively support human judgment and vali-

dation while significantly reducing total PII access. 

In this paper, we present and evaluate a novel privacy-

enhanced RL system (see Figure 2) for safe human interac-

tion with PII. The core tenet of our method is an on-demand 

interactive method for incrementally disclosing limited in-

formation, only as-needed, and when explicitly requested. 

This approach makes it possible to meet the legal require-

ments for minimum necessary information disclosure stand-

ards while also enabling accountability through the ability to 

log access requests to individual PII details. The contribu-

tions of the presented research are threefold: 

 First, we present our interactive record-linkage system 

that uses (1) on-demand, incremental information disclo-

sure, (2) feedback of privacy risk, and (3) enforcement of 

disclosure budgets to facilitate high-quality decision-

making while limiting overall access to personal data. 

 Second, we present a controlled experiment to evaluate 

how different types of feedback and access restrictions af-

fect human decision-making quality, speed, and access 

behavior in a record linkage task. 

 Third, we also present an expert review with domain sci-

entists who regularly conduct research with PII. 

2. Background and Related Work 

In this section, we provide the basis of our approach in the 

privacy regulations and review relevant privacy literature.  

2.1. Minimum Necessary Standard and Practical Challenges 

As discussed in detail in the introduction, human review 

of personal data is common for a variety of data work and 

required for valid results [6-10, 46, 47]. Research on infor-

mation privacy has shown the complex nature of providing 

protection while still allowing utility from legitimate use of 

personal data for social benefit [16]. Among the core princi-

ples for designing privacy-enhanced systems is to limit dis-

closures of protected information to only those necessary for 

achieving a given purpose. This principle is central to many 

different data protection laws in the form of minimum neces-

sary or need-to-know information disclosure standards. 

Laws like the Health Insurance Portability and Accounta-

bility Act (HIPAA), the Privacy Act of 1974, and the confi-

dentiality protections for substance abuse disorder records in 

42 CFR Part 2 use similar legal standards to permit legiti-

mate uses of data while protecting privacy by limiting extra-

neous disclosures [50-52].  Similarly, the EU General Data 

Protection Regulation (GDPR), uses the principle of “data 
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minimisation” to limit data use to what is necessary for a 

permitted purpose [53]. 

However, practically implementing a process for sharing 

protected data that restricts disclosures to the minimum nec-

essary is a daunting task [54]. It is rarely the case that a data 

project knows exactly what data elements and observations 

are needed ahead of time. Instead, data science is often an 

iterative process of learning from the data and refining the 

analysis until useful results are obtained. Moreover, the iter-

ative nature of analytic methods also means that the required 

data dynamically changes over the course of the project. 

Practically, in many situations, it is the case that all the data 

is decided to be the “minimum necessary” [55].  

These dynamics can lead to serious consequences when 

negotiations and legal agreements must be made (e.g., data 

use agreements) between different organizations for data 

sharing. Perceptions about what constitutes the minimum 

necessary can differ between data sharing partners, leading 

to prolonged project delays [56]. Even worse, funded pro-

jects may be cancelled when researchers are not able to pass 

a vetting process for giving full access to protected data [56]. 

One reason for this is because there are no practical tools to 

facilitate data disclosures that better meet minimum neces-

sary legal standards. Our research addresses this need.  

2.2. Privacy and Human Behavior 

Researchers have explored a variety of approaches to sys-

tem design [17] and interface design to support privacy en-

hancements [18]. For example, Iachello et al. [17] describe 

the design process for a privacy aware social location dis-

closure application through a series of user studies. They 

present a list of privacy guidelines from these studies 

demonstrating the privacy by design approach. Dasgupta et 

al. [19] presents metrics for privacy as applied to visualiza-

tion. They demonstrate the use of aggregation, clustering, 

and uncertainty in scatterplots and parallel coordinate plots 

to allow inspection of sensitive data while limiting 

knowledge of individual elements. In contrast, our work 

focuses on data inspection tasks that require review of indi-

vidual PII for accurate decision making. 

As an example from our prior work involving access to 

individual PII, Ragan et al. [20] demonstrated how the use 

of visual masking techniques could be used to hide data val-

ues in tabular data interface while still showing differences 

to support data cleaning and de-duplication tasks. Kum et al. 

[6] also studied different mechanisms (i.e., deception, ob-

fuscation, and blurring about the nature of the list of names) 

to hinder inference of identity when names are disclosed. 

They found that these methods were effective in introducing 

uncertainty to protect the real identities of names for both 

common and rare names. Work by Hasan et al. [21] used a 

similar approach but for images. The authors studied visual 

obfuscation methods for hiding or altering portions of pho-

tographs to preserve privacy, and they discuss the tradeoffs 

of different approaches in terms of both privacy and the ef-

fects on the general interference or distraction when viewing 

images. Similarly, Çiftçi et al. [22] demonstrated how alter-

ing the color composition for facial images can make it dif-

ficult to recognize people in photographs. 

Prior research has also demonstrated that users’ behavior 

or attention to privacy can be influenced by their experienc-

es with technical systems. For example, Chang et al. [23] 

found that participants’ inclination to disclose information 

could be influenced by the types of profile pictures they ob-

served prior to the interaction. When viewing less revealing 

profile images, the participants were less likely to share their 

own personal information. These results suggest that deci-

sions for acceptable privacy behavior might be influenced 

by the perception of what others find acceptable. John et al. 

[24] ran similar experiments asking participants whether 

they had engaged in a number of sensitive activity (e.g., sex-

ual behaviors). They measured the proportion of questions 

answered affirmatively as an indicator for privacy concerns 

and varied the look and feel of the website (i.e., profession-

al, baseline, unprofessional). Those who were asked on the 

unprofessional website were almost twice as likely to admit 

to engaging in the sensitive activities compared to the base-

line and professional websites indicating that disclosure of 

private information responds to environmental cues. The 

results support the general idea that a system may influence 

a user’s attention to privacy by using different cues. 

In fact, a comprehensive review of multi-disciplinary lit-

erature presents multiple interventions (e.g., education, 

feedback, framing, positive and negative incentives) that can 

be used to influence privacy decision making [25]. In this 

research, the main intervention tested is feedback. Password 

meters is a good example of how effective feedback systems 

can nudge to create stronger passwords [26]. Our research 

studies a feedback mechanism similar to the password me-

ters that gives real-time feedback and allows decisions to be 

altered based on the feedback given. 

2.3. Quantifying Information Privacy   

Quantifying the privacy risk is an active area of research 

with the best approach being context dependent [27]. k-

anonymity was the first method proposed based on the in-

sight that a record may not be distinguished from at least k-1 

records when there are k shared records [28-31]. Machanav-

ajjhala et. al. [32] have shown issues with k-anonymity when 

there is a lack of diversity allowing for background attacks 

and introduced the l-diversity model that aims to have intra-

group diversity for sensitive values. Li et al. [33] have 

shown that (1) l-diversity may be difficult and unnecessary 

to achieve and (2) l-diversity is insufficient to prevent attrib-

ute disclosure. To address these problems Li presented 
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Figure 2: Example from the study application showing (1) supplemental markup and value masking, (2) interactive clickable interface, (3) 

feedback privacy meter, and (4) the privacy budget (solid red line on the meter). The visual markup highlights discrepancies, provides in-

formation about name frequency, and hides common values. The box on the last row indicates that the user has moused over this area, and 

is considering whether to click open or not. The user should be taking into account the feedback meter on top which indicates the accumu-

lative disclosures to now in blue, and what additional risk will occur if the selected information is clicked open in orange. Finally, the solid 

red line on the meter indicates a limit to the disclosure that the user can request. 

t-closeness based on the differences in the distribution of the 

sensitive attribute [33]. In another study, Li et al. [34] pre-

sented another approach based on k-anonymity and differen-

tial privacy and used a method of input perturbation to add 

uncertainty. Currently, differential privacy models provide 

the strongest guarantees and is the most active area of re-

search [27, 35]. In particular, many differential privacy algo-

rithms have been proposed to answer low dimensional 

counting queries. However, adoption of these methods in 

practice has been limited due in part to the wide variation in 

error rates, which are dependent on the properties of the 

input data [27]. It is important to note that although these 

approaches are related and may be applicable to the work in 

this paper, quantifying the identification risk to support user 

decisions to disclose certain parts of the PII in RL is differ-

ent from risk in low dimensional counting queries. Although 

k-anonymity does not address sensitive attribute disclosure, 

it is a well-established measure for identity disclosure, the 

focus of this work [36], and our paper presents our first ap-

proach based on k-anonymity with the incorporation of dif-

ferential privacy in progress. 

3. System Design 

Our research contributes a novel interactive interface 

where we start with fully-masked de-identified data and let 

users click to open when more information is required for 

good decisions. The interface is meant to serve as a com-

plement to algorithmic methods [15] for detecting possible 

duplicates or discrepancies among similar records. For un-

certain cases requiring human review and judgment, the sys-

tem presents the flagged pairs as rows in a tabular interface 

with different data fields separated by columns (see Figure 

2). The system takes advantage of three techniques to en-

hance privacy protection: (1) minimum necessary disclosure 

via just-in-time, incremental information access, (2) trans-

parent accountability by quantifying the privacy risk due to 

the disclosure made, and (3) limiting data access via a budg-

et. Before we present our study of how these techniques can 

affect privacy while still maintaining the quality of the link-

ages made, this section describes the system in terms of its 

core mechanisms and design rationale. 

3.1. Design Rationale 

Our research capitalizes on the fact that in most human-

computer hybrid systems for sensitive data, only a tiny frac-

tion of the full data is required for tasks requiring human 

judgement. Prior research provides evidence to suggest that 

the optimal level of disclosure to achieve high quality link-

age is quite low with minimal risk to identification when 

appropriate meta-data is shared using data masks [20]. Ra-

gan et al. investigated the effectiveness of different levels of 

disclosure on static interfaces [20]. While the results are 

promising, the tested system only supported static, pre-

specified levels of data hiding. 

Our research investigates dynamic just-in-time incremen-

tal techniques to enhance privacy in data systems requiring 

human access to personal data for legitimate purposes. We 

present an interactive visual system (see Figure 2) for link-

ing personal data using an on-demand interface that incre-

mentally discloses limited information—and only when 

 
Figure 3: Visual masking icons used to highlight discrepancies, 

including matching values, and providing meta-data [30]. 
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needed and explicitly requested. This approach minimizes 

data disclosure to optimal levels for human judgment while 

observing legal requirements to follow a minimum necessary 

disclosure standard. Further, the system’s interactive inter-

face satisfies accountability requirements since all disclosure 

occurs via explicit user actions, which makes it trivial to log 

who accessed what data. 

In addition, we study different design mechanisms to 

promote accountable ethical behavior in information access 

decisions. The system incorporates visual feedback and al-

lows access limitations to encourage conscientious data re-

view. By quantifying and displaying the privacy risk associ-

ated with each increment of disclosure, the system can help 

users to consider the tradeoffs between privacy and decision 

quality for each piece of information. Further, an optional 

maximum disclosure budget can be enforced to provide 

guidance to novice users about the right balancing point for 

good decision making, or to meet external requirements for 

accessing sensitive data. 

3.2. Minimum Disclosure via Interactive Just-in-Time Interface 

The system is designed to support minimum disclosure for 

interactive RL using dynamic information access. When 

linking records, the reviewer’s task is to consider the dis-

crepancies and make a decision whether the two records 

corresponds to the same person or different people. A choice 

panel on the right side allows fast recording of each decision 

(shown on the right-most side of Figure 2), and the interface 

can also record the degree of user confidence by high, mod-

erate, and low levels (denoted by H, M, and L labels). 

The first part of enabling the on-demand design is to have 

the default state of the interface hiding all characters and 

instead use visual icons and meta-data to help highlight how 

the records in each pair differ. Figure 3 shows an overview 

of the primary icon types used for visual masking [20]. The 

bottom row of Figure 2 (Pair #3) shows an example of this 

default masked state. As seen in the “Sex” and “Race” 

fields, checkmark icons indicate cases where the field con-

tents are exactly the same. Otherwise, asterisks and replace-

ment characters summarize differences, and supplemental 

icons help explain the type of differences. Additionally, 

icons indicate frequency of both the first name and the last 

name (by the FFreq and LFreq columns, respectively) in 

each data source since linkage decision-making can depend 

on how rare or common names are in the source data. A 

more detailed explanation of the visual masking techniques 

and an evaluation of their effectiveness for decision making 

are presented in [20]. 

The focus of this paper is the creation and evaluation of a 

new method for accessing details only as needed. As seen in 

Figure 4, the user is first presented with only the de-

identified data using visual masks. If users need more infor-

mation to make good linkage decisions, they can click on the 

cell (i.e., a specific field for each PII pair) to reveal more 

details. The first click will disclose only the characters that 

are different between the cells for that pair, and an addition-

al click on that cell will show the full cell contents. Depend-

ing on the nature of the differences in the pair, cells will 

open fully with one or two clicks. While users have the 

choice to access different levels of detail, the example pair 

in the middle row of Figure 2 (Pair #2) shows examples of 

partial disclosure, where some characters are visible to aid 

inspection of differences. The top row (Pair #1) shows full 

disclosure without character masks, which would be possible 

if the user fully clicked each individual cell in the row. By 

enabling different levels of disclosure that only reveal data 

with an explicit click, the system effectively supports the 

minimum necessary principle by preventing most of the PII 

from being accessed unless necessary for good decisions. 

3.3. Accountability via Quantified Privacy Risk 

While the interactive method for just-in-time incremental 

disclosure can support minimum necessary access to PII, it 

allows users to decide what information is accessed. To 

promote preferred privacy-aware behaviors and prevent 

misuse of sensitive data, the interactive interface is aug-

mented with mechanisms for information accountability 

(i.e., transparency and continued monitoring) and audits for 

misuse [37]. Concretely quantifying the privacy risk and 

making this information available to everyone (e.g., data 

workers, managers, and compliance administration) is the 

start of accountable access to PII. 

Quantifying the privacy risk and providing feedback on it 

also supports good human decisions because decisions can 

be improved when it is informed by relevant information 

[26]. To impact the decision, the information must be con-

crete enough to be actionable. Generally, instructing re-

searchers working on linkage to “disclose as little as possi-

ble” is not actionable. But, when the actual risk of identifica-

tion from disclosing a piece of data can be concretely 

quantified and shared ahead of time to inform the decisions 

to view the data, we believe that people will be encouraged 

to make more thoughtful decisions based on the risk level. 

To this end, our system uses a method for quantifying pri-

vacy risk based on factors such as amount of characters ac-

cessed, type of information, and its uniqueness; then, the 

interface uses this privacy measure to display feedback 

 
Figure 4: Interactive on-demand interface. Cells start with no 

disclosure, then partially open with a click. Cells open fully 

with either 1 or 2 clicks depending on the nature of the data. 
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about the risk associated with each data-access decision. 

Feedback is shown by a visual meter (see the top of Figure 

2), where the length of the meter represents 100% disclo-

sure, the blue bar represents the current accumulative access, 

and the temporary orange extension represents the added 

risk of disclosure for the currently selected cell that the user 

has moused over. If the user decides to click on a masked 

cell, then the data will be shown, the privacy cost will be 

used, and the meter will update to show a new level of dis-

closure. If the user moves the mouse off of the cell without 

clicking, the “hypothetical” orange increase to the meter bar 

goes away. The recording of these clicks and the feedback 

have similar role to how a surveillance camera can encour-

age good behavior. 

A number of factors were considered for risk quantifica-

tion. Measuring the identity disclosure risk for a given par-

tial disclosure of personal data is not trivial because not all 

pieces of information lead to the same level of identification. 

Mathematically, the identity disclosure risk is inversely re-

lated to the number of entities in the population that share 

the information disclosed. If the information refers to one 

and only one person in the population, then the uniqueness 

of a person’s identity information makes it easy to match the 

information to a specific person. On the other hand, if the 

disclosed information is identical for multiple people, then 

the information is less revealing, as it could refer to any one 

of those people. Quantifying privacy risk is an active area of 

research with the best approach being context dependent [27]. 

For our system, the goal is to quantify the identity disclo-

sure risk because sensitive attribute disclosure is fundamen-

tally blocked by keeping the sensitive attributes separate 

from the identifiers. Thus, our prototype used the k-

Anonymity Privacy Risk (KAPR) score which uses the ano-

nymity-set size as an estimate of the identity disclosure risk. 

Anonymity-set size, defined as the number of people in the 

population who share the same identifying information, is an 

intuitive and accessible measure to estimate the privacy risk. 

The larger the set size, the lower the privacy risk. For exam-

ple, when a frequently occurring name (e.g., Eric) is dis-

closed, there is a low probability that a specific person with 

that name could be identified. In comparison, a rare name 

(e.g., Mahin) may be sufficient information to determine a 

person’s identity. In addition, anonymity-set size is easily 

calculated dynamically for any information to be disclosed 

during human interaction with the system. As more infor-

mation is disclosed to aid linkage, the anonymity-set size 

will be reduced. This in turn will increase the privacy risk. 

In sum, The KAPR score is a normalized score from 0% 

(nothing disclosed) to 100% (everything disclosed) with 

higher scores if more is disclosed and what is disclosed is 

more unique. Uniqueness is calculated based on the data 

being linked. An example and the exact measure can be 

found in [38]. Although the KAPR score function was used 

in our meter in the user study because of its accuracy for 

measuring identity disclosure, it is important to note that the 

exact function used is not as important as the use of a rea-

sonable feedback meter that users can understand. Further 

research is needed to study the trade off between using easy 

to understand functions (e.g., percentage of information dis-

closed) versus more accurate but complex function (e.g., 

KAPR score) for quantifying the privacy risk.   

3.4. Limiting Privacy Risk via Budget 

Although the interactive interface enables only the mini-

mum necessary disclosure and the feedback meter encour-

ages limited access behavior through accountable access to 

PII and audits after the fact, neither of these designs alone 

can enforce limited disclosure that may be a condition of 

use.  For example, certain data usage agreements may limit 

access to social security numbers by allowing up to four 

digits. In our system, such hard rules on data access can be 

enforced using an option to configure the interactive inter-

face with hard rules ahead of time. In particular, the privacy 

budget feature can be used to enforce a limit on the total 

disclosure for a given use case. 

By specifying an allowable privacy budget ahead of time, 

the system can guarantee a certain level of information dis-

closure. Moreover, specifying a budget based on expert us-

ers can provide guidance to novice users about the right bal-

ancing point between access to data for good decisions ver-

sus trying to make do with limited access to information 

which can result in lower quality decisions. 

Ultimately, the goal of any legitimate access to sensitive 

data is to maximize utility under a fixed privacy budget. 

Thus, it is important to design the system that allows for 

specifying the privacy budget ahead of time so that it can be 

enforced. Figuring out appropriate levels of privacy risk for 

a given task to support quality data is an open research area 

that will require further research. In our evaluation, we start 

by studying how different privacy limits might lead to dif-

ferent human behavior in making decisions to disclose in-

formation, as well as how these limits on the privacy score 

impact the quality of the record linkage task. 

3.5. Threat model 

The main threat model for this work is the insider threat 

model where the system goals are to minimize any incidental 

knowledge from legitimate access to PII, and discourage 

against access for unauthorized purposes by authorized 

users. First, the on-demand interface will minimize any 

incidental privacy risk of data workers seeing information 

about people they know (e.g., co-workers). In addition, 

quantifying the privacy risk with the meter feedback 

discourages insiders from abusing their ability to access 

information. This is similar to surveillance cameras  that 
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discourage people from bad behaviour by making it possible 

to enforce accountability. To operate the system effectively, 

having clear reporting and audit processes in place for the 

logs will be important just as with camera footage. Although 

cameras cannot gurantee no bad actors, it is very effective in 

keeping people on good behaviour, especially when it is 

clearly displayed. Finally, enforcing a limited budget 

provides further ability for mangers to manage risk from 

insiders at acceptable levels. Managers may set low limits on 

disclosure ahead of time and iteratively increase the limit as 

requested when the context requires high levels of privacy. 

4. Experiment 

Using our interactive record-linkage system, we conduct-

ed a controlled experiment to evaluate how different mecha-

nisms for privacy protection affect information access and 

decision-making for tasks requiring interpretation of PII. 

4.1. Hypotheses 

Our over-arching goal is to design and evaluate effective 

ways to discourage unnecessary information disclosure 

without increasing linkage errors. In this experiment, we test 

the effect of the following three mechanisms, 1) an interac-

tive clickable on-demand disclosure interface, 2) transparent 

accountability through measuring the real-time risk on a 

meter, and 3) enforcing limitations on disclosures through a 

pre-specified budget on the meter. Our evaluation of these 

mechanisms follow three respective hypotheses: 

H1: We hypothesize that an appropriate on-demand and 

incremental disclosure interface can significantly reduce 

disclosure without compromising decision quality. This is 

the main premise behind our design for interactive on-

demand information access. An explicit click by the user is 

required to disclose any piece of PII which means that all 

clicks, and thus disclosures, can be tracked. Given that users 

will have the ability to look at any part of the PII, there 

should be no impact on the quality of the decision. 

H2: The second hypothesis is that the addition of the feed-

back mechanism, which quantifies and provides a real-time 

display of consequences of the click, can better inform the 

decision to access information, and hence encourage only 

the most needed disclosure. The quantification of the risk 

and visibility of this information for all relevant parties (e.g., 

users, managers, compliance) will discourage misuse of PII 

and encourage accountable use of PII through transparency. 

H3: The third hypothesis is that when providing feedback on 

disclosure, enforcing a limit on privacy disclosure through a 

pre-specified budget will change disclosing behavior to tend 

toward the given limit. That is, we expect people will natu-

rally try to use the full available budget. In other words, if 

the limit is set high, then higher levels of disclosure will 

occur (H3.1). On the other hand, if the limit is set too low, 

disclosure levels will be forced to be lower, but decision 

quality will be negatively affected (H3.2). Hypothesis H3.2 

follows the results in [20], which provided evidence of a 

limit to how much data can be hidden before negatively in-

fluencing the quality of judgment in decisions involving 

person-level data. 

4.2. Experiment Design 

To address our hypotheses, the experiment followed a be-

tween-subjects design with the following five conditions: 

 Fully open: non-clickable interface with all details already 

visible: This was the baseline condition used to study the 

effect of different mechanisms. It used the static full dis-

closure interface with visual discrepancy highlighting and 

frequency meta-data, but no data was hidden. 

 No meter: clickable on-demand disclosure with no feed-

back meter, and no limit. The goal for this condition was 

to test the effect of using an interactive on-demand inter-

face on the amount of disclosure and decision quality. The 

initial interface starts with a fully-masked display with 

markups, and users can click to disclose more infor-

mation. The KAPR feedback meter was not shown, and 

there was no limit to information access. 

 Unlimited meter: clickable on-demand disclosure with an 

unlimited feedback meter. The goal of this condition was 

to test the effect of adding the KAPR meter (see top of 

Figure 2) to display the potential real time increase in risk 

for any given disclosure to inform the decision to view the 

data. There was no limit to disclosure in this condition. 

 High limit: clickable on-demand disclosure with a feed-

back meter and a high limit. This condition tests the effect 

of enforcing a pre-specified limit on the privacy budget 

indicated by a thick red line on the meter. This condition 

sets the limit at a moderate disclosure level believed to be 

sufficient to make good linkage decisions. The specific 

limit in this condition was 35.7% to 37.8% KAPR score 

depending on the specific dataset. This amount was cho-

sen based on the moderate level from a prior study [20] 

that focused on static, non-interactive levels of infor-

mation disclosure. The prior study found this level of dis-

closure had comparable decisions as full disclosure, so we 

would expect good linkage performance if participants 

used the full budget. 

 Low limit: clickable on-demand disclosure with a feed-

back meter and a low limit. This condition is similar to the 

previous condition in enforcing a limit on the privacy 

budget as in Figure 2. This condition sets a lower limit 

with KAPR scores ranging from 5.02% to 6.48% depend-

ing on the dataset. This level was again chosen based on a 

previous study [20], which found reductions in linkage 

decisions with this amount of static disclosure. In the cur-

rent study, users choose which details to access interac-

tively, as needed. Thus, this condition tests whether total 

disclosure levels can come down to these low levels with-
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out compromising linkage decisions when interactive dis-

closure is used. 

Figure 5 shows a simplified summary of the differences 

among the five conditions. The conditions allow us to test 

our hypotheses about the effects of different mechanisms to 

discourage unnecessary disclosure. We address hypothesis 

H1 by comparing the results from the fully open to the no 

meter to determine how much more we can reduce disclo-

sure using the interactive interface. Hypothesis H2 compares 

the no meter to the unlimited meter to determine if a feed-

back meter is effective in reducing unnecessary disclosure. 

Finally, hypothesis H3 compares the unlimited meter, high 

limit, and low limit to evaluate the impact of different levels 

of limit on the amount of disclosure and quality of linkage. 

 

Figure 5: Visual summary representing the differences of the five 

experimental conditions in the evaluation. 
 

4.3. Generation of Test Data 

To allow us to evaluate the effects of the different system 

configurations on record linkage performance, we had to 

have data pairs that could serve as “ground truth”. Since real 

scenarios do not have known “true” answers, our experiment 

used a derived data set created by modifying publicly avail-

able voter registry data (as in a previous study [20]). The 

generated test data comprised of realistic pairs of records 

based on a large county’s records from 2013 and 2017. To 

establish a known ground truth, the registry number and 

address information were used to identify the same people 

among many generated pairs in the original data. We also 

tweaked the pairs to control for the kinds of differences and 

emulated real world data errors like typographical errors, 

family relationships (e.g., twins and siblings), name changes, 

field swaps, and missing fields. 

In total, we had 747 pairs of records with “same” or “dif-

ferent” labels. These pairs were used to generate 10 random 

samples of 36 questions each, and each user was randomly 

assigned one such sample. It should also be noted that out of 

the 36 questions, 6 questions (one in each page) were easy 

questions for which the answers were obvious (for example, 

all different fields would mean the pair referred to different 

people and vice versa). These questions primarily served as 

attention checks and to verify that participants had sufficient 

understanding of the decision-making process for linkage. 

4.4. Procedure 

The study was approved by our organization’s Institution-

al Review Board. We note that the procedure for this study 

was designed to be similar to a previous study using an in-

teractive record linkage activity [20]. The study was run in 

group sessions in a computer lab, but each participant 

worked independently. Each study session lasted two hours. 

The system was run as a web application on Google 

Chrome. All participants used identical computers running 

Windows 7 with 23-inch displays at 1920x1080 resolution. 

To begin, participants completed a background question-

naire to collect information about age, gender, education, 

academic specialization, experience with data analysis, and 

primary language. Next, the experimenter gave participants 

an overview of record linkage, the system, and the instruc-

tions for the task. Participants then worked through the sys-

tem’s tutorial, which included sample questions and addi-

tional instructions. To help participants understand the deci-

sion making, the tutorial provided the correct answers for 

any practice linkage questions that were answered incorrect-

ly, and participants had the option to repeat or review all 

information. Different configurations of the tutorial were 

designed to match each experimental condition, and the final 

phase of the tutorial had participants work through 36 prac-

tice questions. 

After the tutorial, participants started the main linkage tri-

als, which were organized into multiple sets of 36 linkage 

questions shown in groups of six questions per page. Partic-

ipants worked through as many sets as they could complete 

in the study time. Finally, near the end of the study session, 

participants concluded by completing a closing question-

naire that asked for comments about the linkage task, the 

system, and their comfort with sharing personal information.  

The paper presents data from the first set to 36 linkage 

questions because everyone completed at least one. Analysis 

of the second set had comparable results with the first set, 

but fewer participants. Full analysis scripts and data are pub-

licly available at [48]. 

4.5. Participants 

The study had a total of 122 participants, and each partic-

ipant completed one condition. We used the 6 trivially easy 

questions to filter participants who did not demonstrate suf-

ficient effort or competency for the linkage task. Participants 

who incorrectly answered more than one of the easy ques-

tions were excluded from analysis. Two participants failed 

to meet the requirement, and hence their data was excluded. 

Thus, data from 120 participants were considered for data 

analysis. Of these, 22 were in fully open, 23 were in no me-

ter, 26 were in unlimited meter, and high limit, and 23 were 

in low limit. The final numbers in each group varied due to 

the competency screening and the study being run in pre-

scheduled lab sessions. 55.8% of the participants were fe-

male and 44.2% male. Ages of the participants ranged from 
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18 to 42 with a median age of 22. Participants came from 

diverse academic fields. 52.5% of participants were either 

pursuing a graduate degree or already had one, and the re-

maining participants were undergraduate students. 

5. Experiment Results 

We analyzed the results to test for differences based on 

the previously explained hypotheses. We did not conduct 

statistical comparisons of all five conditions together be-

cause this would confound the presence/absence of different 

mechanisms. When testing for statistical differences in 

measure (error rate, KAPR scores, duration), we conducted 

either a parametric test (Student’s t-test or Welch’s t-test) or 

a non-parametric test (Wilcoxon rank sum test) depending 

on the data and if the assumptions of parametric testing were 

met. The procedure we followed was to test the measure for 

normality using the Shapriro-Wilk test. If the measure 

passed the normality assumptions, we did an F-test to test 

for the homogeneity of variance. Further, we tried data 

transformations (e.g., log or square root) to satisfy assump-

tions when possible. If the measure passed the normality and 

F-tests, we used a Student’s t-test. If it passed the normality 

test but failed the homogeneity of variance test, we used the 

Welch’s t-test which accounts for different variances. If it 

did not pass both, we used the non-parametric Wilcoxon 

test. For all tests, we used a base alpha level of 0.05 and 

applied Bonferroni correction for the four hypotheses, which 

resulted in an adjusted significance threshold of 0.0125.  

5.1. Performance Overview 

Risk of privacy loss was calculated using the KAPR 

measure which calculates the actual risk of identification 

(i.e., how unique the revealed information is) based on what 

information has been disclosed. Across all conditions, the 

score ranged from 0% to 100%, with overall mean of 

23.31% (SD = 36.79). Figure 6 and Figure 7 show the error 

rate and risk score results broken down by condition. We 

present the results using violin plots which, in addition to 

displaying the median and interquartile range, also show the 

distribution of the data [57]. 

We also consider completion time (see Figure 8), which 

includes only the portions of the study spent answering the 

main 36 record-linkage questions. Analysis of the differ-

ences in participant confidence in linkage decisions had sim-

ilar results to a previous study where confidence was lower 

for incorrect responses, which suggests their lack of confi-

dence was justified [20]. 

5.2. H1: Effects of interactive on-demand disclosure 

Hypothesis 1 is concerned with differences in information 

disclosure between the baseline static interface with all  

information already visible and the on-demand interface 

starting with no information but incrementally reveals more 

when participants need to see more. So we compared condi-

tions fully open and no meter. The fully open condition had 

full data disclosure with no data hiding, so the privacy risk 

score was a constant 100% KAPR for all participants. In 

comparison, no meter had an average of only KAPR = 

7.85% (SD = 5.23), indicating very low levels of disclosure 

and risk even though the participants could reveal as much 

information as they wanted. While this is an obvious differ-

ence in information disclosure, we can also verify this 

 
Figure 6: Percent of incorrectly linked pairs from the five 

conditions. Lower values indicate better performance. 

 
Figure 7: KAPR privacy scores for the five conditions. 

Lower scores indicate lower risk. Note the fully open con-

dition has 100% privacy risk score due to all characters 

being visible by default. 

 
Figure 8: Time taken to complete the linkage task for the 

five conditions. 
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through inferential testing. A Wilcoxon rank sum test found 

a significant difference with Z = 44 and p < 0.001. 

Even with such low levels of disclosure in no meter, the 

error rate did not increase significantly when compared to 

fully open (see Figure 6). A student t-test did not find a sig-

nificant difference between the error rates at t(43) = 0.77. 

Though no difference was found, we cannot definitively 

claim that the on-demand disclosure method did not induce 

an increase in the error rate. 

We also tested for differences in completion time between 

the different modes. A Student’s t-test on the log-

transformed completion times found no significant differ-

ence at t(43) = 0.85. These results support H1, demonstrat-

ing that the on-demand design significantly reduced disclo-

sure (to only KAPR = 7.85%) with little impact on decision 

quality or speed. 

5.3. H2: Effects of feedback on the quantified privacy risk 

Hypothesis 2 is concerned with the differences in infor-

mation disclosure when the feedback meter is added to the 

on-demand clickable interface. Therefore, to address H2, we 

compared no meter and unlimited meter. We tested the ef-

fects of adding a feedback meter on privacy by performing a 

Student’s t-test on transformed KAPR scores. The tests 

failed to detect a significant effect with t(47) = -1.83 and p = 

0.07. We note that the risk score was lower when the meter 

was added (see Figure 7), and more data might lead to statis-

tical differences, but further experimentation would be 

needed. In addition, it is worth noting that the no meter con-

dition already had very low levels of disclosure leaving little 

room for improvement. Regardless, a Wilcoxon test on the 

error rates found no significant difference with Z = 327. A 

Student’s t-test on the completion times also did not find a 

significant difference at t(47) = -1.23. 

Thus, the study results were unable to provide evidence 

for H2. Both quality of decision and completion time were 

similar, and although adding the feedback meter to the inter-

active on-demand disclosure reduced the KAPR score from 

7.85% to 5.33%, this difference was not statistically signifi-

cant. However, the relatively low p-value (p = 0.07) sug-

gests the results may be inconclusive and motivates further 

study, especially considering other findings indicating that 

people may change privacy behavior with appropriate feed-

back which is consistent with literature [25, 26].  

5.4. H3: Effects of limiting the privacy budget 

Hypothesis 3 is concerned with differences in information 

disclosure and linkage decisions given different limits in 

privacy budgets. First, we compare unlimited meter and high 

limit to test H3.1, then we compare high limit and low limit 

to test H3.2. We do not compare all three conditions togeth-

er because low limit would affect the quality score, con-

founding the relationship between limit and disclosure. 

Hypothesis H3.1 did not hold in the comparison between 

unlimited meter and high limit. A Student’s t-test on trans-

formed KAPR scores failed to detect significant differences 

with t(50) = 1.46. And a Wilcoxon test failed to detect any 

difference in error rate at Z = 354.5. Finally, a Student’s t-

test on log-transformed completion times found no evidence 

of differences at t(50) = -1.25. 

Although disclosure levels were higher in the high limit 

condition (7.87% vs 5.33%) compared to not having a limit, 

it did not near the specified budget (M = 36.7%, SD = 0.81). 

On average, participants used only 21.4% (SD = 19.1) of the 

given budget. Thus, the results do not provide evidence in 

support of hypothesis H3. 

Providing a high limit did nudge participants to disclose 

slightly more in the high limit condition. But the study found 

that participants were still careful when disclosing the data. 

We believe this is the result of the short tutorial which em-

phasized opening only what was needed and participants 

being privacy-conscious. 

However, hypothesis H3.2 did hold in the comparison be-

tween high limit and low limit. We performed a Welch t-test 

on the KAPR scores, which showed evidence of differences 

in the risk scores with t(35.8) = -3.46 and p<0.001. For par-

ticipants given the low limit condition, KAPR was less than 

half (M = 3.22%, SD = 2.12) compared to those given the 

high limit condition (M = 7.87%, SD = 7.09). Although this 

accounted for much more of the given limit (M = 57.6%, 

SD=36.4) compared to the high-limit condition (M=21.4%, 

SD=19.1), it was still much less than the given budget. 

A Student t-test on the error rate scores found a significant 

difference between the modes at t(47) = 2.62 and p = 0.012. 

A Welch t-test on the log transformed completion times 

found that there was also no significant difference in com-

pletion times between the modes (t(36.21) = 2.3 and p = 

0.027) at the Bonferonni-adjusted α = 0.0125. The error 

results indicate that the quality of human decisions will suf-

fer if low disclosure limits are enforced. 

In sum, the interactive on-demand interface was effective 

in reducing disclosure to very low levels while still support-

ing good decisions. In addition, there is some evidence that 

feedback using the risk quantification may further discour-

age unnecessary access to PII. Limiting access via a pre-

specified budget may influence disclosure decisions, but 

more research is needed to design optimal systems to induce 

best behavior. Finally, the results provide further evidence 

that when there is not sufficient access to data, human deci-

sions suffer. 

6. Expert Review 

We also conducted an expert review with six experts who 

regularly conduct record linkage and work with PII (5-10 
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years of experience). Experts were volunteers recruited from 

a professional network of people conducting record linkage 

studies. All experts completed an abbreviated version of the 

high limit condition used for the controlled experiment. The 

experts then answered questions about the potential utility 

and limitations of the approach and system. 

In their own work, five of the experts normally conducted 

record linkage with full access to PII. They perceived that 

this system offered more privacy protection, with little to no 

impact on accuracy in the linkage, but may take more time. 

One expert had prior experience using encryption-based 

methods of data hiding for private record linkage with no 

access to PII. This participant perceived our system to have 

less protection and require more time compared to the en-

cryption-based method, but to also allow for much better 

accuracy. He stated “I never know how well the hashing 

worked, or how accurate it is. It would be helpful to use this 

method to spot check a random sample (e.g., 5%)”. This 

seems to agree with our goal of providing a level of access 

between the all or nothing that provides better accuracy than 

no access, but more protection than full access. 

Five experts felt that the on-demand method did impact 

their decision making, while one did not because “I felt like 

I didn’t need to click on most of them because my comfort 

level wouldn’t increase”. He did not think seeing more in-

formation would alleviate the uncertainty in the decision 

anyway. This points to the fundamental difficulty of uncer-

tainty working with real data and affirms that the meta-data 

presented via the visual masks had sufficient information to 

support good decisions. One noted, “It works well, but it is 

time consuming to make the decision on whether to open the 

information you need”. 

When asked about potential benefits for this method, four 

mentioned privacy protection, one mentioned better accura-

cy of linkages, and one mentioned less fatigue of the data 

worker. More specifically, one expert mentioned the in-

creased protection from the ability to accurately measure 

how much data was accessed (transparency) during linkage 

while another expert mentioned that the ability for the data 

custodians to limit the amount of access (budget) as being a 

privacy benefit. The respondent who discussed less fatigue 

also stated that, “Once I got used to the coding, allowing 

partial disclosure helped in decision making”, pointing to 

our goal of actually improving linkage (i.e., more consistent 

linkage decisions) by providing better processed information 

for decision making in place of raw data.  

When asked about specific contexts in which this system 

is especially useful, four stated it is useful for linking sensi-

tive high-risk data such as health data, where privacy protec-

tion was important (e.g., “especially when linking to patient-

provided data and where unique identifiers are not availa-

ble”). Overall, the feedback was promising for the future 

potential of this direction of work, though the comments 

about the cognitive load for thinking about what to open 

suggest the need for future research, good training, and more 

practice. 

7. Discussion 

Research has demonstrated that information privacy is a 

budget-constrained problem that requires reasoning about 

the tradeoff between privacy and utility for a given context 

[39-41, 49]. Consequently, there is no “one-size-fits-all” 

solution, and there is no way to benefit from using data 

without taking some privacy risks. Our research tackles this 

difficult problem of finding the “sweet spot” between ac-

cessing PII for legitimate use while providing the maximum 

privacy protection as possible through the privacy by design 

approach. 

We designed a system that reduces privacy risk through 

on-demand incremental information disclosure, which facili-

tates data work while making partial details available “as 

needed”. This on-demand disclosure facilitates a practical 

implementation of the legal “minimum necessary disclosure” 

and accountable access requirements that are core principles 

of the new GDPR and HIPAA regulations making it possible 

to find a realistic middle ground between access to all or no 

access to PII. 

From the experiment of different types of feedback and 

access restrictions for on-demand disclosure, the results 

show that all three variations were effective in increasing 

protection by reducing unnecessary disclosure. First, on-

demand interactive disclosure (no meter condition) was able 

to significantly reduce disclosure to only KAPR = 7.85% 

while still being able to maintain similar quality scores. This 

is significantly less than what was possible with only a static 

display (36.7% vs. 7.85%) [20]. The prevention of unneces-

sary PII from being disclosed during record linkage can pre-

vent most of the incidental identifications by people they 

know (e.g., neighbors, friends, co-workers) that patients are 

concerned about. This is exactly the local privacy that was 

of the most concern to patients in a survey conducted at the 

Mayo Clinic. For many patients, “their greatest concern 

about privacy actually had to do with their privacy locally 

...[A] neighbor ... may still sometime be able to see [my] 

protected health information in the course of their work” 

[42, 43]. Thus, the main threat model for this work is an 

insider threat. It is to protect patient confidentiality by pre-

venting someone from accidentally learning about the health 

status of people they know when handling PII. 

Second, given the near-significant results of p = 0.07 for 

KAPR scores with the feedback meter present, this moti-

vates interest in further study of whether quantifying the risk 

ahead of disclosure to inform decisions to disclose certain 

PII may be effective. One potential reason that differences 

USENIX Association Fifteenth Symposium on Usable Privacy and Security    185



 

 

were not large may be due to the fact that the on demand 

disclosure without the meter already had very low levels of 

disclosure at only 7.85%. Thus, there was not much room to 

go lower without impacting the decision quality. Regardless 

of the effect of the meter on reducing disclosure, it is im-

portant to remember that quantifying the actual disclosure 

and sharing it with the users has a more important role. As 

with surveillance cameras, recording, quantifying, and dis-

playing the risk to users has the potential to keep insiders on 

good behavior. One limitation of our user study is that we 

needed to focus on the interface and were not able to study 

how effective the meter was on keeping people on good be-

havior because the scenario we used kept everyone on good 

behavior. Future studies are needed to understand how much 

logging of computer systems, audits, and reminders of these 

logs might discourage bad behavior.  

In addition, by quantifying and recording exactly how 

much risk was involved in a particular study via the meter, 

we can now have transparency, accountability, and commu-

nications in the record linkage process. For example, if one 

linkage project was able to achieve good linkage at one lev-

el, but another required much higher levels of disclosure, 

compliance may investigate the reason. Furthermore, with 

agreed-upon quantification of risks, we can now have clear 

conversations about what level of disclosure is appropriate 

at a much granular level, as apposed to limiting the options 

to either “access to all PII” or “no access”. This conversa-

tion may include iteratively increasing or decreasing disclo-

sure as we learn along the way. 

Finally, the impact of enforcing a pre-specified limit on 

the disclosure was more complex. Our study clearly sup-

ported the findings from a previous study [20] that when 

there is not sufficient information disclosure, the quality of 

the linkage decision suffers (H3.2). On the other hand, when 

a sufficiently large limit was provided, participants seemed 

to disclose a bit more compared to the condition with 

unlimited budget (7.87% vs. 5.33%), though most spent only 

a fraction of the budget provided (21.4%). The amount dis-

closed was not statistically different from the unlimited me-

ter condition, though the study cannot support claims for 

equivalence. The quality score was also similar to the unlim-

ited meter condition, which may indicate that the high limit 

budget may be near the minimum level of disclosure needed 

to achieve this level of accuracy scores in the given data. 

This might indicate that erring on setting higher limits might 

be more effective since participants may still choose not to 

disclose the most possible, especially when they know the 

disclosure is transparently recorded. 

The main feedback from the experts was that the system 

facilitated safe linkage without compromising on the quality 

of the results proving a good balance between the all or 

nothing access to PII. Some experts had concerns about the 

potential increase in time required for using the system. 

However, although there were slight increases in completion 

time for some interventions of our study, no statistical dif-

ference in completion time was found among the different 

modes. This is likely due to the fact that when we prevent 

users from looking at details that are not needed to increase 

privacy, there is a potential bonus benefit of streamlining the 

interface so that the users are not inundated with too much 

information. This is likely to reduce the time needed to 

complete the data task. Thus, the selective disclosure not 

only has the benefit of significantly reducing privacy risk, it 

may also have the benefit of better focused attention. 

Interactive incremental disclosure that can support just-in-

time decisions can be a powerful design mechanism to en-

hance privacy. We posit that it has the potential to have as 

wide an impact on privacy-enhanced systems as encryption, 

but inevitably the design has to be context dependent on the 

data task. More research is needed to understand exactly 

what data is needed for human decisions, when access deci-

sions are best determined, and how to best partition access 

for different types of data tasks. Our findings clearly support 

the literature on designing better systems such as these to 

nudge better privacy behavior; designing systems from the 

beginning with privacy in mind and incorporating various 

interventions (e.g., education, feedback, incentives) into the 

system is the only way to enable safe use of sensitive data. 

8. Conclusion 

Research has demonstrated the detrimental effect of not 

allowing sufficient human access for data tasks [8, 11-13, 

44, 45]. Errors that are not properly managed in machine-

only data integration systems propagate to subsequent data 

analyses, which can lead to potential problems with invalid 

results and poor decision making. Thus, in order to obtain 

high quality data and bias-free record linkage, human in-

volvement is essential to fine tune the results from automat-

ed systems (e.g., parameter settings, setting cutoff thresh-

olds, iterative data standardization, building training da-

tasets, validating results) [6]. Human interaction means that 

some data, under some suitable conditions, must be revealed 

to trusted persons to produce accurate linkages. 

Our research provides evidence that incremental disclo-

sure can be highly effective for ensuring legal compliance 

with the “minimum necessary” and accountable access re-

quirements. Further interdisciplinary research is needed to 

learn the best ways to integrate these different technologies 

into an optimal system for privacy and utility of personal 

data. 
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