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Abstract 

System design has a crucial effect on users’ privacy, but 

privacy-by-design processes in organizations rarely involve 

end-users. To bridge this gap, we investigate how User-

Centered Design (UCD) concepts can be used to test how 

users perceive their privacy in system designs. We describe 

a series of three online experiments, with 1,313 participants 

overall, in which we attempt to develop and validate the 

reliability of a scale for Users’ Perceived Systems’ Privacy 

(UPSP). We found that users’ privacy perceptions of infor-

mation systems consist of three distinctive aspects: institu-

tional, social and risk. We combined our scale with A/B 

testing methodology to compare different privacy design 

variants for given background scenarios. Our results show 

that the methodology and the scale are mostly applicable for 

evaluating the social aspects of privacy designs.  

1. Introduction  

System designs that do not meet the users’ privacy expecta-

tions can startle users and lead them to abandon the system 

altogether [16, 20, 41, 50]. For example, in Felt et al. study, 

a participant reported about uninstalling an app after it had 

used his/her contact list information to send spam texts and 

emails [20]. These examples of mis-design highlight the 

importance of designing systems with privacy from the 

ground up, as promised by the Privacy-by-Design (PbD) 

approach. It calls for implementing privacy mechanisms in 

the systems at the initial stages of the development process 

to create privacy-respectful systems in advance [13, 38]. 

While PbD is part of official guidelines by the FTC and by 

the recent European General Data Protection Regulation 

(GDPR) [21], it is also criticized of being too focused on 

compliance to privacy regulation, rather than on providing 

the best privacy design to the users [66]. As a response, 

Koops et al. argue for broadening the envelope of PbD, fos-

tering “the right set of mindset of those responsible for de-

veloping and running data processing systems.” [34]  

End-users’ long-term concerns and expectations are not 

always considered in the process of designing the privacy 

characteristics and features in systems. Therefore, we argue 

that privacy-by-design processes should take a more user-

centered approach, and should put a stronger emphasis on 

involving users’ views and feedback. Studies have shown 

that developers consult other developers [7, 23] or with the 

Chief Privacy Offices (CPOs) [7, 8] when designing for pri-

vacy. However, keeping design in narrow “professional” 

circles is highly problematic. As danah boyd argues, it is 

crucial to understand the social and cultural factors involved 

in the context of the way systems are used: “technologists 

assume the most optimal solution is the best one, but this 

tends to ignore a whole bunch of social rituals that have val-

ue.” [10].  

Leaning only on internal testing before launching a new sys-

tem or feature can end up in systems that mismatch users’ 

privacy expectations. This is particularly important as end-

users’ privacy expectations are not only about the way their 

data is handled between them and the system (an aspect 

known as institutional privacy [51, 52]), but rather, expecta-

tions also relate to social privacy: how systems allow man-

aging relationships between end-users, and the complexity 

that sharing and hiding information plays in these relation-

ships [35, 51, 52]. Legal frameworks hardly address social 

privacy, as long as users have agreed to the terms of service 

[9]. However, consent does not necessarily mean that users’ 

expectations are met, as can be evident in previous privacy 

designs that included consent but surprised users [20, 50].  

To effectively receive feedback from end-users about their 

perceived privacy of the system, there is a need to reliably 

measure their observations. Many works have suggested 

methods and scales to measure people’s privacy attitudes 

and concerns [15, 25, 28, 42, 43, 56, 60, 68]. Some of these 

studies have focused on systems’ privacy evaluation. For 

example, Suh et al. have created a scale that measures users’ 

burden in computing systems, which includes a specific con-

struct to evaluate the system’s privacy [60]. However, these 

studies have mainly dealt with institutional privacy, rather 

than social privacy [29, 30]. Our study extends this strand of 

research by working towards a tool that is built to measure 

how users perceive a particular design. Currently, there is no 

generic scale that can point to a feature that is considered as 

alarming and inappropriate by the end-users in any given 

system design. 
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In this study we attempted to develop and validate the relia-

bility of a novel privacy scale that adds a social aspect which 

highlights the information flow between people using the 

system. We used the scale to explore whether the usage of 

A/B testing, also known as a controlled experiment, is appli-

cable for privacy evaluation purposes.    

We conducted a study with two major stages: 1) seeking to 

develop users’ perceived privacy scale, and 2) comparing 

privacy designs by using the scale. We began with the scale 

development, in which we recruited 459 participants via 

Amazon Mechanical Turk (AMT). To validate the scale we 

used several methods including principal component analy-

sis (PCA), exploratory factor analysis (EFA) and confirma-

tory factor analysis (CFA). At the second stage of the study, 

we used the scale to compare two different privacy designs 

of given background scenarios, borrowing the controlled 

experiment methodology. We recruited 858 participants via 

AMT and found significant differences between the designs 

in three out of the five background scenarios. The study re-

sults show that a controlled experiment can be extended to 

privacy evaluation, mostly for social privacy. In the same 

manner they show that our scale is partially sensitive enough 

to differentiate between the two design variants, according 

to the differences in social and institutional information 

management and controls, as well as the overall risk users 

feel involved in using the system.  

 

2. Background 

2.1. Privacy by Design 

Privacy, as defined by the sociologist Alan Westin,  is "the 

claim of individuals, groups, or institutions to determine for 

themselves when, how, and to what extent information about 

them is communicated to others." [63]. In contemporary 

information systems, the principle of control manifests itself 

in several ways. Specifically in the context of online social 

networks’ (OSNs), several studies have found that there are 

two ways in which users think about privacy and their con-

trol over their data: ‘institutional privacy’, which reflects the 

data relationship between users and the system, and ‘social 

privacy’, which reflects the data relationship between users 

mediated by the system [35, 51, 52]. Raynes-Goldie has 

found that OSNs users are more concerned about controlling 

access to their information by other people, rather than 

about how companies are using the data [52]. 

Privacy-by-Design is an approach that advocates mitigating 

privacy threats from the very beginning of the system devel-

opment, rather than by adding privacy-enhancing technolo-

gies after the fact [13, 38]. Recently, PbD is becoming a 

central tool in regulatory frameworks, endorsed by the U.S. 

FTC and the new European GDPR. The latter requires data 

controllers to implement “data protection by design and by 

default.” [21].  

Several studies have shown that when designing for privacy, 

developers mostly focus on security and protection against 

external entities [6, 23]. In the cases of encountering privacy 

issues,  developers often see these as someone else’s respon-

sibility [23] or seek advice from other developers or legal 

and managerial entities inside their organizations [7]. Wong 

and Mulligan call to “bring design to the PbD table,” enrich-

ing PbD practices and research with design as a conception 

of a process, rather than as a mere tool for implementing 

objectives [65]. We add to their call and focus on the users’ 

aspect. We argue that PbD processes consistently neglect the 

end-user’s perspective that should be considered during the 

development process along with efforts of compliance. Only 

a handful of PbD white-papers have recommended involving 

users or receiving feedback from them (the suggestion to use 

focus groups by the UK Information Commissioner's Office 

[27] is an exceptional example). Involving users is never a 

mandatory requirement in formal PbD processes, and there 

are no proven methods to carry out user feedback in scale. 

2.2. Controlled Experiments in User Experience 

Controlled experiment for evaluating user experience, popu-

larly known as A/B testing, is a methodology that is used to 

have a better understanding of the advantages and disad-

vantages of different designs. In a controlled experiment, 

users are randomly exposed to one variant (for example, two 

different shapes of a button), in a persistent context, in 

which the difference between the variants is minimized. 

Referring to the previous example, the variants will differ 

only or mostly in the tested button [32]. Controlled experi-

ments are essential tools for web-facing companies, using 

such experiments to gain valuable customers feedback in a 

short time. The experiments purposes are varying, including 

mostly monetization, and testing usability improvements 

[31]. In our study, we used a controlled experiment to com-

pare privacy designs alternatives. We want to explore the 

applicability of using this methodology for privacy evalua-

tion purposes, also noting that there are different privacy 

aspects, as social and institutional, which might behave dif-

ferently. 

2.3. Measuring Privacy Attitudes 

Several scales that consider different aspects of privacy were 

developed over the years. However, these scales were most-

ly developed to measure individuals’ privacy attitudes, as 

their personally privacy concerns, rather than to evaluate 

systems. One of the most used scales was developed by 

Malhotra et al., who developed the Internet Users’ Infor-

mation Privacy Concerns (IUIPC) scale [42]. Dinev et al. 

took a different perspective in which they referred to privacy 

as a state within a certain context. Therefore, rather than 
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measuring privacy concerns, they measured perceived (state 

of) privacy [15].  

Previously mentioned scales measured users’ privacy ap-

proaches, while not measuring privacy perceptions in the 

context of a specific system. Other studies developed scales 

that included constructs that measured system’s privacy [28–

30, 43, 60, 68]. However, these studies have focused on 

institutional privacy aspects, lacking the perspective of so-

cial privacy. Considering the substantial participation of 

users in social media, Page et al. called privacy researchers 

to refer to social privacy concerns [49]. Several studies in 

the networked privacy domain developed privacy scales that 

were specific to privacy in the context of social networks. 

Stutzman developed an instrument to elicit the users’ atti-

tudes about the access to personal information by different 

people with different relationships  [59]. Young and Quan-

Haase used their privacy protection strategies instrument 

[69] to find that Facebook users’ have developed privacy 

protection strategies and that they are mostly used to protect 

users against social privacy threats and not against institu-

tional privacy [69]. Considerable research was dedicated to 

understanding privacy in social networks [36, 44, 61]. How-

ever, as social privacy is a concern in every collaborative 

system, there is a need to understand user expectations re-

garding the way a given system allows users to manage in-

formation sharing and privacy between users.  

2.4. Research Objectives 

Taking the approach of Suh et al.s, in creating a scale for 

measuring user burden in systems  [60], we aim to fill a gap 

in measuring the users’ perceived privacy of a tested system. 

Moreover, it is unclear how various aspects of the system’s 

privacy, including social and institutional privacies, affect 

users’ perceived attitudes towards the system.  

In this study, we aim to understand whether it is appropriate 

to use a controlled experiment, user-centered design meth-

odology, to evaluate privacy design.  

The first step was to define a reliable measurement, with 

which we can quantify the system’s privacy, as it perceived 

by the users. Our literature review had brought us to investi-

gate two distinct privacy aspects: 

H1. Users’ perceived privacy of a given system consists of 

two distinct aspects: social privacy and institutional privacy. 

Once we have a reliable measure, we can explore whether 

controlled experiment methodology is applicable to compare 

privacy designs: 

RQ.1. Can controlled experiment methodology differentiate 

between privacy designs?  

RQ.2. Does the controlled experiment methodology ap-

plicability depend on the tested privacy aspect (social or 

institutional)? 

3. Initial Scale Design 

The goal of our scale is to measure end-users’ perceived 

privacy of a specific information system, as we named it: 

Users’ Perceived Systems’ Privacy (UPSP) scale. We 

strongly based our scale on previous studies that created 

privacy scales. Some of the studies presented general priva-

cy scales [4, 15, 19, 25, 42, 56] and others were specified to 

privacy in the context of OSNs [36, 44, 59, 61, 69]. Based 

on the literature review we identified a gap of a missing 

scale to measure perceived privacy from a social aspect, and 

that is aimed to evaluate an information system. Therefore, 

we attempted to create a scale that covers simultaneously 

both institutional-related aspect, which refers to privacy as-

pects between the user and the system, and social-related 

aspect, which refers to privacy aspects between the user and 

other people.  

At the first stage of the scale development, we created a list 

of questions to represent institutional-related aspect. We 

chose several constructs that appeared on the previous gen-

eral (i.e., not OSNs specified) privacy questionnaires and 

made adaptations when required, to represent questions 

about users’ perceived privacy of the system. The chosen 

constructs were: perceived information control, confidential-

ity, importance of information transparency, secondary us-

age, data deletion, perceived privacy risk, and information 

sensitivity.  

At the second stage, we developed new social-related ques-

tions based on the previously mentioned constructs and 

based on OSNs’ specified privacy questionnaires. The so-

cial-related questions included two additional constructs,  

according to the original study upon which the questions are 

based on protection strategies [69] and identity sharing [59]. 

See Appendix A for the final questionnaire questions and 

their original constructs. Finally, our preliminary question-

naire included a set of 47 questions. Twenty-seven questions 

were institutional-related, and 20 questions were social-

related. 

3.1. Experimental Design and Recruitment  

To evaluate our scale, we recruited participants via Amazon 

Mechanical Turk (AMT). Redmiles et al. found that MTurk 

responses regarding security and privacy aspects can be 

generalized to a broader population [53]. Our scale was 

aimed to assess users’ perception of an information system, 

similar to Suh et al. [60]. To ensure generalization, we tested 

our scale while referring to several systems, but each partic-

ipant was exposed to one system only. The systems we 

chose were Facebook, YouTube, and WhatsApp. Two of the 

systems have a prominent social aspect, which may raise 
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privacy concerns (Facebook, WhatsApp), and a third system 

has a smaller social aspect (YouTube), to cover varying sys-

tems. 

We screened the participants in several ways. They were 

required to be 18 years of age or older, and to use the sys-

tems frequently (approximately at least once a week). From 

AMT perspective, the participants were based in the U.S., 

had an approval rate of 95% or greater, and had at least 100 

HITs approved. As we intended to do exploratory factor 

analysis, we recruited 300 participants. Bryant and Yarnold 

suggested a minimum ratio of 1:5 of participants per items 

to conduct EFA [11]. Our questionnaire included 47 items. 

Thus we assumed we would have at least the desired mini-

mum if recruiting 300 participants. The participants were 

randomly assigned to one of the systems only. The questions 

were presented as statements, and the participants were 

asked about the extent to which they agree with each state-

ment. We used a seven-point Likert scale, where 1 repre-

sented low agreement and 7 represented high agreement. 

The two sub-scales, institutional-related and social-related, 

were randomly ordered, and the questions within the sub-

scales were randomly ordered as well. We gave participants 

an “I do not know” option so that we could determine which 

questions were problematic. The entire study, including all 

three experiments, was authorized by the institutional ethics 

review board (IRB) and occurred between May 2018 and 

February 2019. 

Qualified participants followed a link that randomly as-

signed each participant to one of the three links to the ques-

tionnaire, each referring to one of the systems (Facebook, 

YouTube, WhatsApp). Following previously developed 

privacy and usability scales [15, 60], we did not include 

reversely coded statements. In these scales reversely coded 

questions are rare due to the added complexity they add to 

the scale. The questionnaire was built using the Qualtrics 

commercial web survey service. The participants completed 

an IRB-approved consent form on participation limitations. 

The mean completion duration was approximately 6.5 

minutes, and we paid $0.4 per assignment completion. 

Similar to the methods used by Egelman and Peer [17], we 

took two steps to mitigate social desirability bias on partici-

pants’ responses, in which some participants may answer 

questions according to what they believe to be viewed as 

favorably by others [14]. First, we did not mention “privacy” 

during recruitment to minimize selection bias. Second, we 

asked all participants to complete the 10-item Strahan-

Gerbasi version of the Marlowe-Crowne Social Desirability 

Scale [57], which we then correlated with participants’ re-

sponses to our survey questions. We checked for the exist-

ence of straight-lining behavior, in which a participant an-

swers the same answer for all the questions, generally con-

sidered to point at superficial thinking [70]. Lastly, 

following Goodman et al.’s [48] study on AMT, we phrased 

screening questions to identify participants who would not 

follow the survey’s instructions. If participants failed to an-

swer both questions incorrectly, we excluded their records. 

After filtering out participants who completed the screening 

task incorrectly (n = 59) and checking for straight lining 

behavior (n = 0), we were left with 241 valid responses. See 

Appendix C for the screening task questions. See Appendix 

B for the participants’ age and gender distribution. The 

group size of each system was: Facebook: 67, WhatsApp: 

78, YouTube: 96. 

3.2. Results 

We performed Pearson correlations between the Strahan-

Gerbasi social desirability scale and each question. Except 

for one question, the observed Pearson’s r values corre-

sponded to less than 5% common variance. The remaining 

question corresponded to less than 10% common variance, 

the cutoff of which one relationship represents practical im-

portance. Therefore, we chose to treat all the questions as 

lacking social desirability bias. The result suggests that par-

ticipants answered truthfully and consistently.  

We proceeded to perform Exploratory Factor Analysis 

(EFA) using Promax rotation to determine which questions 

should remain in the final questionnaire [58]. We performed 

four EFAs: one analysis included all the systems and three 

others for each system separately. We used a loading value 

of 0.5 as a cut off to include the item within the question-

naire, similar to Egelman and Peer [17]. The number of fac-

tors we extracted for each EFA was based on Principal 

Component Analysis (PCA), using a parallel analysis [2]. 

For all-systems and Facebook EFAs we extracted four fac-

tors, for WhatsApp and YouTube we extracted three and 

two factors, respectively. First, we removed questions that 

were below the cutoff value in the EFA that referred to all 

the systems (7 items). Next, we removed the questions that 

were below the cutoff in the EFA of each specific system 

(12 items). We looked for questions that will fit as much as 

possible to varying types of systems. Therefore, if a question 

was not good enough for a certain type of system, but was 

with an appropriate loading value in the other systems, we 

chose to eliminate it.  

Lastly, we re-run the EFA with the remaining 28 questions 

using the responses of all the systems, ensuring that all the 

items’ loadings are above the cutoff. At this point, we ex-

tracted three factors according to the parallel analysis and 

this analysis resulted also in a 28 items questionnaire. We 

also checked that none of the final questions was extremely 

problematic regarding the number of participants choosing 

“I do not know.” Among all the questions (47 items) the 

highest rate of the N/As responses was 9.5%, and the mean 

rate was 3.5%. Among the final set of questions, the highest 
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rate was 6.2% and the mean rate was 3.6% Therefore, we 

kept all 28 questions.  

Finally, our analyses yielded three factors, which we named 

as institutional, social and risk, partially confirming our hy-

pothesis. Our results showed that users’ perceived privacy 

consist of three distinct aspects, and not only of institutional 

and social aspects. The questions of the institutional factor 

are taken from our initial institutional-related section. Re-

spectively, the questions of the social factor are taken from 

our initial social-related section. However, the questions of 

the risk factor are mixed of the two original sections, and 

they are all referring to risk or information sensitivity.   

4. Finalizing the Scale 

We recruited an additional cohort of participants so that we 

could perform a Confirmatory Factor Analysis (CFA) [58] 

on the reduced questionnaire. The participants had answered 

33 items questionnaire, based on EFA using Varimax rota-

tion. Further Promax rotation eventually reduced the number 

to of questions to 27.  

4.1. Method and Demographics 

We recruited 300 new participants to respond to the set of 

the chosen questions. Since at this stage we aimed to have a 

final scale, we preferred to have more participants per items. 

Therefore we recruited 300 participants, despite the reduc-

tion of the total items number. Following our preliminary 

results, we removed the Strahan-Gerbasi scale. We kept our 

screening questions to allow us the removal of suspicious 

careless responses. We removed the option to answer “I do 

not know.” The course of the experiment was similar to the 

former experiment. The mean completion duration was ap-

proximately 4.23 minutes, and we paid $0.4 per assignment 

completion. After filtering out participants who completed 

the screening task incorrectly (n = 82) and checking for 

straight lining behavior (n = 4), we were left with 214 valid 

responses. See Appendix B for the participants’ age and 

gender distribution. The group size of each system was: Fa-

cebook: 89, WhatsApp: 52, YouTube: 73. 

4.2. Results 

In the following section, we describe several heuristics 

aimed to explore our scale validity [58]. First analyses are 

aimed to ensure constructs validity, using PCA, EFA, CFA, 

as well as convergent and discriminant validity. Next, we 

performed a reliability analysis, using Cronbach’s alpha 

analysis. The constructs and reliability analyses were con-

ducted based on all the responses (n = 214). Lastly, we ana-

lyzed the scale sensitivity, in which we compared the three 

systems. The sensitivity analysis resulted in changing some 

of the questions wordings, as we describe in the coming par-

agraphs.  

5.2.1 Constructs Validity. First, we performed a PCA using 

parallel analysis to extract the number of factors [2]. The 

scree plot pointed to three factors, as expected. Next, we 

performed an EFA using Promax rotation and considered an 

item to be loaded on a factor if its loading exceeded 0.5. The 

factors and the questions within them were the same as in 

the preliminary scale. Therefore, all the 27 questions remain 

within the final scale. The three factors that we extracted 

predicted 56.1% of the variance. The themes of the factors 

remained the same: institutional, risk and social. Each of 

these factors accounted for 25.7%, 16%, and 14.4% of the 

variance, respectively.  

Next, to validate our EFA results, we performed a CFA and 

examined the model’s goodness-of-fit. Multiple popular 

metrics showed that our data supported the model. Our rela-

tive chi-square statistic, 2/df, was 2.0. There is no consen-

sus regarding an acceptable cutoff for the ratio, and recom-

mendations range from 5.0 to 2.0. Therefore, our result is 

acceptable [26]. Our analysis yielded Root Mean Square 

Error of Approximation (RMSEA) of 0.068 and a Standard-

ized Root Mean Square Residual (SRMR) of 0.065, which is 

following the recommended maximum cutoff point of 0.08 

for both measures [26]; Finally, our Comparative Fit Index 

(CFI) was 0.92 and Tucker-Lewis Index (TLI) was 0.91, 

which are above the recommended cutoff of 0.90 [45]. 

Finally, we conducted convergent and discriminant validity 

tests. Convergent validity ensures sufficient inter-correlation 

between each of the construct’s variables, while discriminant 

validity ensures that the constructs are distinct [58]. We 

found that the average variance extracted (AVE) of each 

factor is above the acceptable cut-off of 0.5, pointing to 

convergent validity [24] . As per discriminant validity, we 

found that the square root of the AVE of each construct was 

greater than the correlations between the construct and the 

other constructs in the model [24] . The results are summa-

rized in Appendix E.  

4.2.2 Reliability Analysis. We examined the scale reliability 

using Cronbach’s alpha. The computed Cronbach’s alpha for 

the full scale was 0.95. Next, all of subscales had excellent 

internal consistency as well (> 0.9) [22]: institutional: α = 

0.95, social: α = 0.9, and risk: α = 0.9. Thus, we concluded 

that our full scale and the sub-scales each had high reliabil-

ity.  

4.2.3 Scale Sensitivity Analysis. Lastly, we compared the 

systems using the new scale, to have a preliminary notion 

whether the scale is sensitive enough to detect differences in 

perceived privacy between systems, similar to the approach 

taken by Suh et al. [60]. First, we averaged each scale per 

participant, so each participant now had three scores (institu-

tional, social, risk). Next, we performed Analysis of Vari-

ance (ANOVA) per each sub-scale, in which we tested 

whether there is a significant difference between the sys-
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tems. We performed a Tukey post-hoc analysis to find be-

tween which systems the difference in the mean score of the 

scale was significant. The results are summarized in table 1.  

We can see that for both scales, institutional and risk, there 

were significant differences between some of the systems. 

We were surprised by the results, since we would aspect to 

see a difference in the social aspect primarily, at least be-

tween Facebook and YouTube or WhatsApp and YouTube 

since we chose the systems based on their social aspect.  

The ANOVA and the Tukey analyses results brought us to 

reconsider the statements wordings. The social statements 

were completely developed and phrased by us, while we 

considered the previous literature in mind. The results had 

brought us to notice that we did not include the specified 

name of the relevant system almost in all social questions, 

unlike in the other sub-scales questions, which we only 

slightly modified previously developed questions. There-

fore, we added the specified name of the system for those 

statements as well. To conclude, we see that the survey was 

sensitive to an extent at this point, detecting some differ-

ences between different systems, before finalizing the social 

statements wordings. See Appendix A for the final suggested 

scale.    

 

 

 

Table 1. Comparing the systems (Facebook, WhatsApp, 

and YouTube), exploring in which subscales there are 

significant differences in the mean score.  

 

ANOVA 

Systems 

compared 

Adj. p-value 

(Tukey) 

Institu. F(2,211) = 

5.09, p < 0.01 
WA-FB 0.007 

YT-FB 0.09 

YT-WA 0.52 

Social F(2,211) = 

1.69, p = 0.19 
WA-FB 0.67 

YT-FB 0.492 

YT-WA 0.168 

Risk F(2,211) = 

8.63, p < 0.01 
WA-FB 0.001 

YT-FB 0.002 

YT-WA 0.885 

 

5. Controlled Experiment and Using the Scale  

In the previous sections, we described the development and 

the steps we took to ensure the internal validation of our 

scale. In this section, we describe how we used the scale to 

answer our research questions referring to the applicability 

of controlled experiment to privacy purposes evaluation, and 

in which circumstance it can be applied. Unlike as with the 

previous sections, in which we compared between real sys-

tems, and therefore were unable to control for different vari-

ables related to privacy design, in this experiment we creat-

ed scenarios and controlled the desired variables.  

5.1. Method 

To answer our research questions, we designed a between-

subject user study, using an online experiment that included 

a scenario presentation followed by the UPSP scale. We 

created five scenarios, and per each scenario we created two 

cases, differing in their privacy design: privacy intrusive 

design versus privacy respective design. Altogether, we had 

five background scenarios and ten cases. We recruited 1,026 

participants, and they were randomly assigned to one of the 

ten scenario-case combinations only. We used G*power to 

estimate the required sample size for T-test analyses and 

found that the required sample size is 88 participants per 

group (effect size d = 0.5, α = 0.05, 1-β = 0.95) [18]. There-

fore, we recruited 100 participants per case, and also run 

several pilots to make sure that the experiments work well, 

eventually recruited 1,026 participants. Screening parame-

ters for recruiting participants were similar to previous ex-

periments (Sections 3 and 4), except they were not required 

to be Facebook, WhatsApp or YouTube frequent users. In 

this experiment, we changed the screening task by shorten-

ing the paragraph the participants were required to read 

(Appendix D). 

The background scenarios were developed based on similar 

principles of previously real privacy case studies that had 

occurred. For example, one of the scenarios was similar to 

WhatsApp status update and referred to privacy concerns 

that were raised as a result of launching the feature [3, 62, 

64]. As for the visualization perspective, we designed the 

general scenarios and the cases based on Ayalon and Toch 

study [5]. They found that when presenting the privacy char-

acteristics of a system, there is a need to show the human 

aspect of the problem, rather than presenting it only as a 

matter of data flow. Qualified participants were first 

presented with a general explanation, in which the partici-

pants were informed that they are about to read a description 

of a future app and that they are asked to imagine them-

selves as users in the specific scenario. Next, the participants 

were presented with the case details, which was consisted of 

four information sections: 1) App Presentation – the app’s 

name followed by a very short description. If required, addi-

tional information about the app was provided; 2) App 

demonstration - screenshot, one or more, demonstrating 

some of the app’s interfaces; 3) Feature presentation (op-

tional) – in case of a feature within an app, specific infor-

mation about the feature was provided; 4) Case description - 

description of the specific case and a relevant screenshot, 

one or more. Lastly, the participants were presented with the 
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UPSP scale questions. The statements were presented as 

three sub-scales: institutional, social, and risk. The sub-

scales were ordered accordingly, and the statements within 

each subscale were randomly ordered.  

As we were interested in testing the different privacy aspects 

of information systems, three background scenarios had a 

prominent social aspect, and two background scenarios were 

focused on the institutional aspect. The applications’ names 

that were used as the background scenarios were invented, 

but we have based the applications’ functionalities on exist-

ing applications. The three social applications and features 

used were: 1) iFindRest, which helps the users with finding 

restaurants based on their location and reserving a table; 2) 

Message4All app, Tale feature. The app is a messenger app, 

and the feature enables the users to show content to all the 

apps’ users who have the user’s phone number, for a limited 

time; 3) Message4All app, focusing on groups’ details dis-

closure. Users can view their contacts’ shared and non-

shared groups.  The remaining two institutional applications 

used were: 4) iFit, a fitness app which helps the users with 

doing exercises; 5) Message4All app, ads publications, in 

which ad appears in the chat interface. See Appendix F to 

view the different scenarios and the two cases per each sce-

nario.  

Taking all the participants’ responses across the scenarios, 

the mean completion duration was approximately 6.7 

minutes, and we paid an average of $0.63 per assignment 

completion. After filtering out participants who completed 

the screening task incorrectly (n = 160) and checking for 

straight lining behavior (n = 8), we were left with 858 valid 

responses. See Appendix B for the participants’ age and 

gender distribution. The group size of each scenario-case 

combination was: iFindRest: intrusive 96, respective 76; 

Message4All - Tale: intrusive 80, respective 76; Mes-

sage4All - Groups: intrusive 99, respective 77; iFit: intrusive 

86, respective 79; Message4All - Ad: intrusive 87, respec-

tive 102. 

5.2. Results 

We began with re-validating our scale using CFA. Based on 

the entire sample (n = 858), we examined the model’s good-

ness-of-fit using the same fit statistics as previously and 

found that our data supported the model: 2/df = 5.29, 

RMSEA = 0.071, SRMR = 0.049, CFI = 0.94, TLI = 0.93. 

Next, as we assured we could use the scale, we turned to 

compare between the two cases (intrusive vs. respective) per 

each scenario. First, we averaged each scale per participant 

to create three distinct scores (institutional, social, risk). We 

wanted to compare the two cases per each sub-scale. There-

fore, we performed T-tests and used Bonferroni correction 

for multiple comparisons, in which the p-values were 

multiplied by the number of comparisons.  

Our results showed that within different scenarios the differ-

ences between the cases were significant and are summa-

rized in Table 2. For all the social background scenarios, we 

found a significant difference between the cases for at least 

one of the sub-scales (institutional, social, risk). In the sce-

nario that referred to iFindrest we found that the intrusive 

design was perceived as riskier compared to the respective 

design (p = 0.045), and we did not find significant differ-

ences in the other categories. In the Message4All app that 

referred to the Tale feature, we found significant differences 

between the cases for two of the subscales (p < 0.05). The 

privacy respective design was perceived as respective from 

the institutional and social aspects. Surprisingly, in the Mes-

sage4All app that referred to groups information disclosure 

we found that the respective design was considered as riskier 

compared to the intrusive design (p = 0.023). For the other 

categories, the difference was insignificant. However, in the 

institutional background scenarios, iFit and Message4All 

with the ad presentation, we did not find significant differ-

ences between the cases for any of the sub-scales. Figure 1 

summarizes the mean sub-scales scores of each scenario, 

comparing the two cases. 

 

Table 2. Comparing the cases per each scenario, explor-

ing in which subscales there are significant differences in 

the mean score. 

Scenario 

Sub - 

scale Res. Int. 

Adj. p  

value 

Cohen's 

d 

Social background scenarios  

iFindRest instit. 3.88 3.73 1 0.10 

 social 4.11 4.33 0.301 0.26 

 risk 4.18 4.49 0.045 0.38 

Message4- instit. 4.45 3.73 0.003 0.54 

All, Tale  social 4.72 4.40 0.018 0.45 

 risk 4.77 4.6 0.32 0.26 

Message4- instit. 4.04 3.76 0.689 0.18 

All, Group  social 4.81 4.46 0.051 0.37 

 risk 4.97 4.64 0.023 0.41 

Institutional background scenarios 

iFit instit. 3.34 3.07 0.756 0.18 

 social 3.84 3.84 1 0.0 

 risk 4.05 4.01 1 0.06 

Message4- instit. 3.67 3.33 0.523 0.20 

All, Ad social 4.43 4.44 1 0.01 

 risk 4.68 4.77 1 0.10 
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6. Discussion 

This study aimed to explore the applicability of controlled 

experiment methodology to evaluate privacy designs. To-

wards our exploration, we first attempt to developed a 

measure to quantify users’ privacy perception of a given 

information system. The scale, in its current form, shows 

that users perceive information system’s privacy via three 

distinct aspects: institutional, social and risk. This result 

partially confirms our hypothesis, which referred to institu-

tional and social aspects only. Using our scale, we compared 

designs which differed in the extent to which they were pri-

vacy intrusively designed. Our findings point to a limited 

ability of controlled experiment methodology to serve as a 

sensitive way to evaluate privacy design. We saw that the 

differences between the designs received greater attention 

when the demonstrated privacy issue had a prominent social 

aspect, and not, for example, an institutional aspect. 

6.1. Theoretical Implications 

We were motivated by the Privacy by Design (PbD) ap-

proach and encouraged by the inclusion of PbD in the Euro-

pean GDPR in 2018. However, PbD can be criticized in a 

similar way that mainstream system design was criticized by 

the User Centered Design approach [39]. We argue that ig-

noring the users and focusing on compliance to regulation 

will result in systems that are legal but would still make us-

ers uncomfortable and go against social norms in particular 

contexts [46]. Our results point to particular contexts in 

which system design can be considered as inappropriate. 

Specifically, our findings suggest that privacy issues with a 

salient social aspect were highly prone to criticism and ob-

servation by the users, compared to the institutional aspect.  

Involving the users in the design process may lead to sur-

prising, sometimes even paradoxical, results. In the Mes-

sage4All scenario, the design that included a message that 

reminded users that they can disable the disclosure of sensi-

tive information was considered riskier than the alternative 

design that did not included a message (but in which the 

sensitive information was collected). Knijnenburg and 

Kobsa reported on similar results in which messages that 

were aimed to justify information disclosure decreased the 

users’ trust and satisfaction of the tested system [29]. This 

result highlights the need to involve the users, showing that 

the designers, in this case the papers’ authors, cannot fully 

estimate users’ perceptions and understandings without ask-

ing them directly.  

Our findings highlight the promises, and limitations, of our 

methodology. Controlled experiment methodology is widely 

used today to provide a fast and affordable evaluation of 

computing systems. The widespread deployment of this 

methodology demonstrates that some aspects of user-

centered design (UCD) approach are becoming well accept-

ed by today's computing systems’ developers, designers and 

anyone who is part of the decision-making process.  

Investigating the applicability of the scale to privacy design 

evaluation revealed a more complicated picture, in which we 

saw a significant difference between the cases only in some 

of the background scenarios. There are several possible ex-

Figure 1. Per each scenario, we compared the two privacy designs, respective vs. intrusive, per each subscale. For ex-

ample, in the Message4All - Tale scenario, there were significant differences between the designs for two constructs: 

institutional and social. 
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planations for the different results between institutional and 

social scenarios. One of the explanations can be the differ-

ence between the systems’ privacy affordances [37, 40, 55]. 

General perceived affordances refer to both the perceived 

and actual properties of a certain “thing” that define how it 

can be used [47]. Referring to privacy, previous studies re-

ferred to privacy affordances in several contexts. For exam-

ple, Kou et al. found that Facebook’s features as chatrooms 

and posts’ privacy settings affect the users’ self-presentation 

behavior [37]. Liebling and Preibusch  suggested to improve 

gaze tracker by adding privacy affordances to increase the 

users’ privacy [40]. In the current paper we refer to privacy 

affordances as the ease of the users’ ability to understand or 

foresee the possible consequence of a given privacy issue.     

Privacy affordances, as raised in our results, can add another 

perspective to the privacy paradox debate. The Privacy Par-

adox is a term usually referring to the gap between people’s 

stated privacy concerns (high) and their actual behavior 

(disclosing a large amount of information, for example) 

[33]. Many studies are exploring the paradox, some 

suggesting possible explanations. One type of explanations 

refers to the users’ constraints of bounded rationality and 

incomplete information [1], and information asymmetries 

[12]. These explanations are referring to the users’ limited 

knowledge of the possible consequences of their privacy-

related behavior. Our results support these explanations, 

pointing to different privacy affordances in different types of 

privacy aspects. For social aspects, privacy affordances are 

straightforward allowing users to easily imagine possible 

consequences. As users are actively engaging with social 

applications, serving as both publishers and audience, users 

understand what could be the results of posting information 

to their entire contact list. On the other hand, as with institu-

tional aspects, privacy affordances are much weaker. It is 

harder to understand the complicated information flows that 

are behind the way contemporary platforms collect and pro-

cess their personal information, and which other unknown 

institutions might access their information and use it as well.   

Methodological explanations to the sensitivity of the scale 

are possible as well. First, the experiment consisted of no 

more than five scenarios. Possibly, the designs of the institu-

tional scenarios (Message4All – Ad, and iFit) were not suf-

ficiently different surface the problematic privacy issues 

they ought to represent. Perhaps, if we had used other insti-

tutional scenarios we would have received different results. 

Second, although the scale was validated for its reliability 

using several acceptable methods, further exploration and 

improvement is required. Performing EFA had brought us to 

conclude that there are three distinct constructs. However, it 

is possible that the difference between the construct “risk” 

and the two other constructs is not big enough, thus influ-

encing on the ability to differentiate between the privacy 

designs.  

6.2. Using the Scale and Design Implications 

In this study, we have attempted to develop a scale to meas-

ure systems’ privacy. Although the scale was designed to 

capture the users’ perceived privacy of a specific system, 

without limiting the type or the context of the system, the 

results point to the scale’s partial success in fulfilling its 

intended role. We suggest possible implementations of the 

scale, however, not without mentioning its limitations to 

differentiate between all privacy designs. Future implemen-

tation of the scale should consider its possible inability to 

differentiate between privacy designs that are lacking of 

social aspect.  

Following our first suggested explanation, privacy af-

fordances, beyond its theoretical contribution, it also has 

practical implications. The UPSP scale aims to provide  

knowledge about the users’ perceptions of a system’s priva-

cy. Finding significant differences between the designs can 

point to a good usage of privacy affordances while lacking 

differences can highlight that the users might not fully un-

derstand the possible privacy consequences. Systems’ de-

velopers should not necessarily give themselves a pat on the 

back when they do not find a significant difference between 

the system’s privacy designs. They should first look at the 

score, whether pointing to a high sense of perceived risk, for 

example. In addition, if in both cases perceived risk is high, 

but they do not significantly differ, the developers should 

consider the option the users simply cannot imagine what 

might be the results of their privacy behavior. 

Controlled experiments provide practitioners with new 

knowledge, for example, which design resulted in a higher 

conversion rate [32]. Using the UPSP scale provides new 

knowledge as well. The novelty of our scale is its multi-

facets, covering distinct privacy aspects (social, institutional 

and risk), and its approach, aimed to evaluate systems, rather 

than individuals’ attitudes, as their general privacy concerns. 

While considering the scale’s current uncertain ability to 

differentiate between privacy designs with a prominent insti-

tutional aspect, information system’s developers can benefit 

from using our scale in several ways. First, the scale itself, 

resulting in three distinct scores per each tested design. A 

controlled experiment on its own will not provide the re-

quired understanding. For example, if the conversion rate 

was used as a measure, the developers would still lack the 

knowledge of what was wrong, or right, as perceived by the 

users. Second, the scale brings the users’ perceptions, which 

might differ from the developers’ perception and even from 

privacy experts. This is similar to other fields as user experi-

ence, user interface, usability, and others. Experts are re-

quired to set the hypotheses, but the users will eventually 

determine whether to confirm or reject them. Third, in their 

study Spiekermann and Cranor suggested guidelines for 

building privacy-friendly systems, distinguishing between 
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“privacy-by-policy” versus “privacy-by-architecture.” [54] 

Our study results suggest adding more spheres that should 

be considered, especially with the rise of social privacy as-

pect since their study was conducted.  

The last implication for design is our structured suggested 

framework for evaluating users’ perceived privacy, as was 

described in section 5.1. The framework is necessary to 

demonstrate privacy issues simply and concisely, and yet, 

understandable by the general population. The process in-

cludes five steps: general scenario level: 1) App Presenta-

tion; 2) App demonstration; 3) Feature presentation (option-

al); different versions level: 4) Case description. 5) Lastly, 

answering the UPSP scale. 

6.3. Limitations and Future Work 

Our study is subject to several limitations that impact its 

applicability for design and research. First, to evaluate our 

scale we used five background scenarios. While we have 

strived to base the scenarios on typical privacy designs, fur-

ther studies and practical experience are necessary to evalu-

ate it the real world. Second, the participants reflected their 

opinion about the presented scenario. Their actual behavior 

in the context of a similar incident might differ, possibly 

reflecting a weaker difference between the cases. Third, as 

norms around privacy evolve these days quickly, the scale 

should be continuously evaluated to see that it reflect con-

temporary notions. Lastly, as we have suggested a method to 

evaluate privacy designs, the study population should be 

sampled and adjusted to particular systems and scenarios. 

As with many privacy studies, the use of Mechanical Turk as 

the study’s population may not reflect the actual de-

mographics of the intended system.   

Based on the study results we are developing A/P(rivacy) 

Testing
1
, a platform that will enable other researchers and 

developers to use our scale and to compare privacy designs 

easily. Future studies can explore real systems or focus on 

specific challenges, for example, exploring different ways to 

visualize consent form and the visualization’s effect on us-

ers’ perceived privacy.   
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10. Appendix 

A Final Scale 

 

Ref. In. Institu. Risk Social 

I think I have control over what personal information is shared by [X] with other companies.  [67] Ct 

 

0.97 0.07 -0.14 

I believe I have control over how my personal information is used by [X].  0.79 0.01 0.03 

I believe I have control over what personal information is collected by [X].  0.76 0.07 0.06 

It is clear whether my personal information is shared with other companies. [25] Su 0.78 0.04 -0.06 

I believe that [X] will prevent unauthorized people from accessing my personal information in their 

databases.  

  

0.54 -0.15 0.21 

I believe my personal information is accessible only to those authorized to have access.  0.71 -0.14 0.05 

It is clear what information about me [X] keeps in their databases.  [4] Tr 0.74 0.00 0.08 

It is clear how long [X] retains my information.  0.77 0.16 -0.02 

The purposes for which [X] asks for my information are clear. 0.77 -0.01 0.03 

It is clear how [X] uses my personal information.  [25] 0.86 0.00 -0.02 

I believe that if I would I ask, [X] will allow me to delete my personal information.  [56] D 0.60 0.04 0.14 

I think that it will be easy to delete my information from [X]. 0.61 -0.03 0.18 

I think it would be risky to give my personal information to [X].  [19] 

 

R -0.12 0.71 0.05 

I think that there would be a high potential for privacy loss associated with giving my personal infor-

mation to [X]. -0.04 0.67 0.03 

My Personal information could be inappropriately used by [X].  -0.26 0.57 0.08 

I think that providing [X] with my personal information would involve many unexpected problems. 0.08 0.82 0.00 

I do not feel comfortable with the type of information I share using [X].  0.12 0.70 -0.13 

Considering the information I provide to [X], and the people who might see it, I think it would be 

risky to give my personal information to [X].  0.12 0.80 -0.09 

Considering the information I provide to [X], and the people who might see it, I think that there 

would be a high potential for privacy loss associated with giving my personal information to [X].  0.00 0.70 0.01 

Considering the information I provide to [X], and the people who might see it, I think that providing 

[X] with my personal information would involve many unexpected problems. 0.03 0.79 0.09 

I can understand whether people who I may know (friends, family, classmates, colleagues, acquaint-

ances, etc.) have access to my personal information on [X].  

[59] Id 

-0.12 0.10 0.72 

It is clear who is the audience of my shared information on [X].    0.13 0.05 0.70 

It looks easy to restrict un-intended people from viewing my personal information on [X]. [69] Ps 0.09 -0.06 0.72 

It looks easy to manage who can view my personal information on [X].  0.01 -0.07 0.73 

I think [X] allows me to restrict the access to some of my personal information to some people.  -0.11 -0.06 0.75 

I think I have control over what personal information is shared by [X] with other people.  [67] Ct 0.22 0.06 0.63 

It is clear what information about me others can see on [X].  [25] Tr 0.13 0.05 0.70 

 
Ct: Perceived information control, Cf: confidentiality, Tr: Importance of information transparency, Su: Secondary usage, 
D: Data deletion, R: Perceived privacy risk, Is: Information sensitivity, Ps: Protection strategies, Id: Identity sharing 

B Gender and Age Distribution 

Experiment N Gender distribution (%) Age distribution (%) 

  Female Male Did not reveal 18-24 25-34 35-44 45-54 55-64 65+ 

Preliminary scale 241 80 158 3 34 138 43 16 9 1 

Finalizing the scale 214 75 139  25 101 39 31 10 8 

Using the scale  858 380 471 7 85 366 190 113 71 33 

C Screening Task – First Two Experiments 

Former studies in the field of decision making show that people, when making decisions and answering questions, are not 

always paying attention and are minimizing their effort as much as possible. A few studies show that over 50% of people 

don’t carefully read questions. If you are reading this paragraph, in the first question please select the box marked ‘other’ and 

type ‘evaluating information systems is fun’ in the box below. Do not select anything else. In the second question, please se-

lect 'four'. Thank you for participating and taking the time to read through the questions carefully!  

What was this study about? [Information systems evaluation, Making decisions about information systems, Evaluating infor-

mation systems, Other] 

It is common to evaluate information systems. [Strongly disagree (1), (2), (3), (4), Strongly agree (5)] 
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D Screening Task – Third Experiment 

A few studies show that over 50% of people don’t carefully read questions. If you are reading this paragraph, in the first ques-

tion please select 'two'. In the second question, please select 'four'. Thank you for participating and taking the time to read 

through the questions carefully!  

I usually take the time to evaluate information systems. [Strongly disagree (1), (2), (3), (4), Strongly agree (5)] 

I think that evaluating information systems is important. [Strongly disagree (1), (2), (3), (4), Strongly agree (5)]  

E Internal consistency and discriminant validity of constructs  

    Factors correlations 

 Cronbach’s α AVE SQRT(AVE) Institutional Social Risk 

Institutional 0.95 0.56 0.75  0.63 -0.23 

Social 0.9 0.53 0.72   -0.29 

Risk 0.9 0.53 0.73    

F Controlled Experiment: General Scenario Followed by One of the Two Cases 

General scenario presentation: iFindRest  
You are presented with a description of a future app, and we ask that 
you imagine yourself as a user in the specific scenario. Please read 
the description carefully and answer the following questions.  

 

iFindRest 
iFindRest is an app that helps with finding restaurants based on loca-
tion and reserving a table in the desired restaurant.    

 

The following screenshots demonstrate the app's user interface: 

 
Case 1: Privacy protective design Case 2: Privacy intrusive design 
The scenario 
Imagine that it is around 7:00 PM and you and your friend would like 
to go for a dinner at a nearby restaurant. You are using iFindRest to 
look for restaurants in your area, based on your current location. On 
the screen, you can see relevant restaurants. The restaurant 
that is marked in green indicates that other users, who are in your 
contact list, had made reservations to this restaurant at similar hours 
to yours. You cannot see who these users are since the default 
choice is not to share their identity publicly with their contact list, and 
they probably kept it as is. 

 

The scenario 
Imagine that it is around 7:00 PM and you and your friend would like 
to go for a dinner at a nearby restaurant. You are using iFindRest to 
look for restaurants in your area, based on your current location. On 
the screen, you can see relevant restaurants. The restaurant that 
is marked in green indicates that other users, who are in your contact 
list, had made reservations to this restaurant at similar hours to 
yours. You can also see who these users are since the default 
choice is to share their identity publicly with their contact list, and 
they probably kept it as is. 
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General scenario presentation: iFit  
You are presented with a description of a future app, and we ask that you imagine yourself as a user in the specific scenario. Please read 
the description carefully and answer the following questions.  

iFit 
iFit is a fitness app which helps the users with doing exercises. The app provides a 30 days training programs for different parts of the body, 
at different difficulty levels.   
 
The following screenshots demonstrate the app's user interface: 

 

Case 1: Privacy protective design Case 2: Privacy intrusive design 
The scenario  
Imagine that this is the first time that you are using iFit. You chose 
"Easy Plan 1" which focuses on the abdominal muscles. You 
pressed "start" and the following message appeared:  
 

 
You clicked "GET PERMISSION" and the following message ap-
peared: 

 

The scenario  
Imagine that this is the first time that you are using iFit. You chose 
"Easy Plan 1" which focuses on the abdominal muscles. You 
pressed "start" and the following message appeared:  
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General scenario presentation: Message4All -Tale   
You are presented with a description of a future app, and we ask that 
you imagine yourself as a user in the specific scenario. Please read 
the description carefully and answer the following questions.  

 

Message4All 
Message4All is a messenger app, similar to apps like WhatsApp, 
Snapchat, etc. 
 
Users can chat with every contact on their phone. However, they are 
usually using the app for chatting with people with whom they have a 
close relationship, such as family, friends, and colleagues, 
by sending text messages, photos, etc. The app is used for both one-
on-one and groups chat conversations.    
 

 

The following screenshot demonstrate the app's user interface: 

 
Case 1: Privacy protective design Case 2: Privacy intrusive design 
Tale is a feature in Message4All that allows the users to show con-
tent which can be seen by anyone who has the user's phone number 
and has Message4All installed. The content will be available for 24 
hours only and will be automatically dismissed afterward.  
 

The scenario  
Imagine that you decided to try the Tale feature. You took a day off 
and were about to share a video showing the beach you went to. 
After pressing the "Share" button, the following message appeared 
on the screen:  

 

 

Tale is a feature in Message4All that allows the users to show con-
tent which can be seen by anyone by default, which has the user's 
phone number and has Message4All installed. The content will be 
available for 24 hours only and will be automatically dismissed after-
ward.  

 

The scenario  
Imagine that you decided to try the Tale feature. You took a day off 
and shared two tales. The first one was a text tale and the second 
contained a video of the beach you went to. During the day, few peo-
ple commented on your tales, with some of them you rarely speak. 
You can see your tales and their comments as demonstrated in the 
following screenshot:  
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General scenario presentation: Message4All - Groups   
You are presented with a description of a future app, and we ask that 
you imagine yourself as a user in the specific scenario. Please read 
the description carefully and answer the following questions.  

 

Message4All 
Message4All is a messenger app, similar to apps like WhatsApp, 
Snapchat, etc. 
 
Users can chat with every contact on their phone. However, they are 
usually using the app for chatting with people with whom they have a 
close relationship, such as family, friends, and colleagues, 
by sending text messages, photos, etc. The app is used for both one-
on-one and groups chat conversations.    
 
The following screenshot demonstrate the app's user interface: 

 

Contact person details  
Within Message4All contact list, a user can get further information 
about specific contact person and set settings. For example, the user 
can review the groups that the contact person is part of, both groups 
that they have in common and also those they do not share.  
 
The following screenshot demonstrates the app's contact person 
interface: 

 

Case 1: Privacy protective design Case 2: Privacy intrusive design 
The scenario  
Imagine that you have a friend named Amy Pitt and you often chat 
with her using Message4All. You wanted to look for a group that you 
remembered that you are both members of. Therefore, you looked at 
her details on the app. Here is a screenshot that provides information 
about Amy's groups. 
 

 

The scenario  
Imagine that you have a friend named Amy Pitt and you often chat 
with her using Message4All. You wanted to look for a group that you 
remembered that you are both members of. Therefore, you looked at 
her details on the app. Here is a screenshot that provides information 
about Amy's groups. 
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General scenario presentation: Message4All -  Ad  
You are presented with a description of a future app, and we ask that 
you imagine yourself as a user in the specific scenario. Please read 
the description carefully and answer the following questions.  

 

Message4All 
Message4All is a messenger app, similar to apps like WhatsApp, 
Snapchat, etc. 
 
Users can chat with every contact on their phone. However, they are 
usually using the app for chatting with people with whom they have a 
close relationship, such as family, friends, and colleagues, 
by sending text messages, photos, etc. The app is used for both one-
on-one and groups chat conversations.    
 

 

The following screenshot demonstrate the app's user interface: 

 
Case 1: Privacy protective design Case 2: Privacy intrusive design 
The scenario  
Imagine that you are using Message4All to chat with your friend 
Woody. Here is the screenshot of your chat:   

 

The scenario  
Imagine that you are using Message4All to chat with your friend 
Woody. Here is the screenshot of your chat:   
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