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Abstract

We introduce the first microarchitectural side channel at-
tacks that leverage contention on the CPU ring interconnect.
There are two challenges that make it uniquely difficult to
exploit this channel. First, little is known about the ring inter-
connect’s functioning and architecture. Second, information
that can be learned by an attacker through ring contention is
noisy by nature and has coarse spatial granularity. To address
the first challenge, we perform a thorough reverse engineering
of the sophisticated protocols that handle communication on
the ring interconnect. With this knowledge, we build a cross-
core covert channel over the ring interconnect with a capacity
of over 4 Mbps from a single thread, the largest to date for a
cross-core channel not relying on shared memory. To address
the second challenge, we leverage the fine-grained temporal
patterns of ring contention to infer a victim program’s secrets.
We demonstrate our attack by extracting key bits from vulner-
able EdDSA and RSA implementations, as well as inferring
the precise timing of keystrokes typed by a victim user.

1 Introduction

Modern computers use multicore CPUs that comprise sev-
eral heterogeneous, interconnected components often shared
across computing units. While such resource sharing has of-
fered significant benefits to efficiency and cost, it has also
created an opportunity for new attacks that exploit CPU mi-
croarchitectural features. One class of these attacks consists
of software-based covert channels and side channel attacks.
Through these attacks, an adversary exploits unintended ef-
fects (e.g., timing variations) in accessing a particular shared
resource to surreptitiously exfiltrate data (in the covert chan-
nel case) or infer a victim program’s secrets (in the side
channel case). These attacks have been shown to be capa-
ble of leaking information in numerous contexts. For ex-
ample, many cache-based side channel attacks have been
demonstrated that can leak sensitive information (e.g., cryp-
tographic keys) in cloud environments [48, 62,82, 105, 112],
web browsers [37,58,73,86] and smartphones [59, 90].

Fortunately, recent years have also seen an increase in the
awareness of such attacks, and the availability of counter-
measures to mitigate them. To start with, a large number of
existing attacks (e.g., [6,7, 15,25,26,35,36,77]) can be miti-
gated by disabling simultaneous multi-threading (SMT) and
cleansing the CPU microarchitectural state (e.g., the cache)
when context switching between different security domains.
Second, cross-core cache-based attacks (e.g., [20,38,62]) can
be blocked by partitioning the last-level cache (e.g., with Intel
CAT [61,71]), and disabling shared memory between pro-
cesses in different security domains [99]. The only known
attacks that would still work in such a restrictive environment
(e.g., DRAMA [79]) exist outside of the CPU chip.

In this paper, we present the first on-chip, cross-core side
channel attack that works despite the above countermeasures.
Our attack leverages contention on the ring interconnect,
which is the component that enables communication between
the different CPU units (cores, last-level cache, system agent,
and graphics unit) on many modern Intel processors. There
are two main reasons that make our attack uniquely chal-
lenging. First, the ring interconnect is a complex architecture
with many moving parts. As we show, understanding how
these often-undocumented components interact is an essential
prerequisite of a successful attack. Second, it is difficult to
learn sensitive information through the ring interconnect. Not
only is the ring a contention-based channel—requiring precise
measurement capabilities to overcome noise—but also it only
sees contention due to spatially coarse-grained events such as
private cache misses. Indeed, at the outset of our investigation
it was not clear to us whether leaking sensitive information
over this channel would even be possible.

To address the first challenge, we perform a thorough
reverse engineering of Intel’s “sophisticated ring proto-
col” [57,87] that handles communication on the ring intercon-
nect. Our work reveals what physical resources are allocated
to what ring agents (cores, last-level cache slices, and system
agent) to handle different protocol transactions (loads from
the last-level cache and loads from DRAM), and how those
physical resources arbitrate between multiple in-flight trans-



action packets. Understanding these details is necessary for
an attacker to measure victim program behavior. For example,
we find that the ring prioritizes in-flight over new traffic, and
that it consists of two independent lanes (each with four phys-
ical sub-rings to service different packet types) that service
interleaved subsets of agents. Contrary to our initial hypothe-
sis, this implies that two agents communicating “in the same
direction, on overlapping ring segments” is not sufficient to
create contention. Putting our analysis together, we formulate
for the first time the necessary and sufficient conditions for
two or more processes to contend with each other on the ring
interconnect, as well as plausible explanations for what the
ring microarchitecture may look like to be consistent with
our observations. We expect the latter to be a useful tool for
future work that relies on the CPU uncore.

Next, we investigate the security implications of our find-
ings. First, leveraging the facts that i) when a process’s loads
are subject to contention their mean latency is larger than that
of regular loads, and ii) an attacker with knowledge of our
reverse engineering efforts can set itself up in such a way
that its loads are guaranteed to contend with the first pro-
cess’ loads, we build the first cross-core covert channel on the
ring interconnect. Our covert channel does not require shared
memory (as, e.g., [38, 108]), nor shared access to any uncore
structure (e.g., the RNG [23]). We show that our covert chan-
nel achieves a capacity of up to 4.14 Mbps (518 KBps) from a
single thread which, to our knowledge, is faster than all prior
channels that do not rely on shared memory (e.g., [79]), and
within the same order of magnitude as state-of-the-art covert
channels that do rely on shared memory (e.g., [38]).

Finally, we show examples of side channel attacks that ex-
ploit ring contention. The first attack extracts key bits from
vulnerable RSA and EdADSA implementations. Specifically, it
abuses mitigations to preemptive scheduling cache attacks to
cause the victim’s loads to miss in the cache, monitors ring
contention while the victim is computing, and employs a stan-
dard machine learning classifier to de-noise traces and leak
bits. The second attack targets keystroke timing information
(which can be used to infer, e.g., passwords [56,88, 111]). In
particular, we discover that keystroke events cause spikes in
ring contention that can be detected by an attacker, even in
the presence of background noise. We show that our attack
implementations can leak key bits and keystroke timings with
high accuracy. We conclude with a discussion of mitigations.

2 Background and Related Work

CPU Cache Architecture CPU caches on modern x86 In-
tel microarchitectures are divided in L1, L2 and L3 (often
called last-level cache or LLC). The L1 and (in most microar-
chitectures) L2 caches are fast (4 to 12 cycles), small, and
local to each CPU core. They are often referred to as pri-
vate caches. The LLC is slower (40 to 60 cycles), bigger, and
shared across CPU cores. Since Nehalem-EX [54], the LLC
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Figure 1: Logical block diagram of the ring interconnect on
client-class Intel CPUs. Ring agents are represented as white
boxes, the interconnect is in red and the ring stops are in blue.
While the positioning of cores and slices on the die varies [21],
the ordering of their respective ring stops in the ring is fixed.

is divided into LLC slices of equal size, one per core.

Caches of many Intel CPUs are inclusive, meaning that
data contained in the L1 and L2 caches must also reside in the
LLC [47], and set-associative, meaning that they are divided
into a fixed number of cache sets, each of which contains
a fixed number of cache ways. Each cache way can fit one
cache line which is typically of 64 bytes in size and represents
the basic unit for cache transactions. The cache sets and the
LLC slice in which each cache line is stored are determined
by its address bits. Since the private caches generally have
fewer sets than the LLC, it is possible for cache lines that map
to different LLC sets to map to the same L2 or L1 set.

When a core performs a load from a memory address, it
first looks up if the data associated to that address is available
in the L1 and L2. If available, the load results in a Ait in
the private caches, and the data is serviced locally. If not, it
results in a miss in the private caches, and the core checks
if the data is available in the LLC. In case of an LLC miss,
the data needs to be copied from DRAM through the memory
controller, which is integrated in the system agent to manage
communication between the main memory and the CPU [47].
Intel also implements hardware prefetching which may result
in additional cache lines being copied from memory or from
the LLC to the private caches during a single load.

Ring Interconnect The ring interconnect, often referred
to as ring bus, is a high-bandwidth on-die interconnect
which was introduced by Intel with the Nehalem-EX micro-
architecture [54] and is used on most Intel CPUs available
in the market today [47]. Shown in Figure 1, it is used for
intra-processor communication between the cores, the LLC,
the system agent (previously known as Uncore) and the GPU.
For example, when a core executes a load and it misses in its
private caches (LL1-L2), the load has to travel through the ring
interconnect to reach the LLC and/or the memory controller.
The different CPU consumers/producers communicating on
the ring interconnect are called ring agents [50]. Each ring
agent communicates with the ring through a ring stop (some-
times referred to as interface block [50], node router [11,27],
or ring station [84]). Every core shares its ring stop with one
LLC slice. To minimize latency, traffic on the ring intercon-



nect always uses the shortest path, meaning that ring stops
can inject/receive traffic in both directions (right or left in our
diagram) and always choose the direction with the shortest
path to the destination. Finally, the communication protocol
on the the ring interconnect makes use of four physical rings:
request, snoop, acknowledge and data ring [57].

2.1 Microarchitectural Side Channels

Most microarchitectural channels can be classified using two
criteria. First, according to the microarchitectural resource
that they exploit. Second, based on the degree of concurrency
(also referred to as leakage channel) that they rely on [31].!

Target Resource Type We distinguish between eviction-
based (also referred to as persistent- or residual-state) and
contention-based (also known as transient state) attacks.
Eviction-based channels are stateful: the adversary actively
brings the microarchitectural resource into a known state, lets
the victim execute, and then checks the state of the shared
resource again to learn secrets about the victim’s execution. In
these attacks, the side effects of the victim’s execution leave a
footprint that is not undone when the victim code completes.
The root cause of these attacks is the limited storage space of
the shared microarchitectural resource. Examples of shared
resources that can be used for eviction-based channels are
the L1 data [60,74,77] and instruction [2,5, 112] caches, the
TLB [36], the branch target buffer (BTB) [24,25] and the last-
level cache (LLC) [20,33,38,39,48,51,62,66, 85,108, 113].
Contention-based channels are stateless: the adversary pas-
sively monitors the latency to access the shared resource and
uses variations in this latency to infer secrets about the vic-
tim’s execution. In these attacks, the side effects of the vic-
tim’s execution are only visible while the victim is executing.
The root cause of these attacks is the limited bandwidth capac-
ity of the shared resource. Examples of resources that can be
used for contention-based channels are functional units [102],
execution ports [7, 15, 35], cache banks [110], the memory
bus [105] and random number generators [23]. The attack
presented in this paper is a contention-based channel.

Leakage Channel We further classify attacks as either re-
lying on preemptive scheduling, SMT or multicore techniques.
Preemptive scheduling approaches [2, 10, 17,25,26,40,41,70,
74,83,100, 112], also referred to as time-sliced approaches,
consist of the victim and the attacker time-sharing a core. In
these attacks, the victim and the attacker run on the same core
and their execution is interleaved. Simultaneous multithread-
ing (SMT) approaches [3,4,7,36,60,74,77,102] rely on the
victim and the attacker executing on the same core in parallel
(concurrently). Multicore approaches [20,23,38,39,48,51,62,
66,91,106-108, 113] are the most generic with the victim and

10ther classifications exist, such as the historical one into storage or
timing channels [1], but our classification is more useful for this paper.
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Figure 2: Load latency (in cycles) from different LLC slices s
(and fixed cache set index p = 5) on each core ¢ of our Coffee
Lake CPU. The latency grows when the distance between the
core’s ring stop and the target LLC slice’s ring stop grows.

the attacker running on separate cores. The attack presented
in this paper uses the multicore leakage channel.

2.2 Side Channel Defenses

Several defenses to microarchitectural side channels have
been proposed. We focus here on generic approaches. The
most straightforward approach to block a side channel is to
disable the sharing of the microarchitectural component on
which it relies. For example, attacks that rely on simultaneous
multithreading (SMT) can be thwarted by disabling SMT,
which is an increasingly common practice for both cloud
providers and end users [9, 18, 64]. Other approaches propose
to partition the shared resource to ensure that its use by the vic-
tim cannot be monitored by the attacker [53,61,89, 101, 115].
For example, Liu et al. [61] present a defense to multicore
cache attacks that uses Intel CAT [71] to load sensitive vic-
tim cache lines in a secure LLC partition where they can-
not be evicted by the attacker. Finally, for channels that
rely on preemptive scheduling and SMT, one mitigation ap-
proach is to erase the victim’s footprint from the microar-
chitectural state across context switches. For example, sev-
eral works proposed to flush the CPU caches on context
switches [16,30-32,34,40,41,74,77,89,96, 114].

3 Reverse Engineering the Ring Interconnect

In this section, we set out to understand the microarchitectural
characteristics of the ring interconnect on modern Intel CPUs,
with a focus on the necessary and sufficient conditions for
an adversary to create and monitor contention on it. This
information will serve as the primitive for our covert channel
(Section 4) and side channel attacks (Section 5).

Experimental Setup We run our experiments on two ma-
chines. The first one uses an 8-core Intel Core 17-9700 (Coffee
Lake) CPU at 3.00GHz. The second one uses a 4-core Intel
Core i7-6700K (Skylake) CPU at 4.00GHz. Both CPUs have
an inclusive, set-associative LLC. The LLC has 16 ways and
2048 sets per slice on the Skylake CPU and 12 ways and 2048



sets per slice on the Coffee Lake CPU. Both CPUs have an
8-way L1 with 64 sets and a 4-way L2 with 1024 sets. We use
Ubuntu Server 16.04 with the kernel 4.15 for our experiments.

3.1 Inferring the Ring Topology

Monitoring the Ring Interconnect We build on prior

work [28] and create a monitoring program that measures,

from each core, the access time to different LLC slices. Let

Wr1, Win and Wy be the associativities of the L1, L2 and

LLC respectively. Given a core ¢, an LLC slice index s and

an LLC cache set index p, our program works as follows:

1. It pins itself to the given CPU core c.

2. It allocates a buffer of > 400 MB of memory.”

3. It iterates through the buffer looking for Wy addresses
that map to the desired slice s and LLC cache set p and
stores them into the monitoring set. The slice mapping
is computed using the approach from Maurice et al. [65],
which uses hardware performance counters. This step re-
quires root privileges, but we will discuss later how we can
compute the slice mapping also with unprivileged access.

4. Ititerates through the buffer looking for Wy | addresses that
map to the same L1 and L2 cache sets as the addresses
of the monitoring set, but a different LLC cache set (i.e.,
where the LLC cache set index is not p) and stores them
into a set which we call the eviction set.

5. It performs a load of each address of the monitoring set. Af-
ter this step, all the addresses of the monitoring set should
hit in the LLC because their number is equal to Wyc.
Some of them will hit in the private caches as well.

6. It evicts the addresses of the monitoring set from the pri-
vate caches by accessing the addresses of the eviction set.
This trick is inspired by previous work [106] and ensures
that the addresses of the monitoring set are cached in the
LLC, but not in the private caches.

7. It times loads from the addresses of the monitoring set one
at a time using the timestamp counter (rdt sc) and records
the measured latencies. These loads will miss in the private
caches and hit in the LLC. Thus, they will need to travel
through the ring interconnect. Steps 6-7 are repeated as
needed to collect the desired number of latency samples.

Results We run our monitoring program on each CPU core
and collect 100,000 samples of the “load latency” from each
different LLC slice. The results for our Coffee Lake CPU are
plotted in Figure 2. The results for our Skylake CPU are in the
extended version [81]. These results confirm that the logical
topology of the ring interconnect on both our CPUs matches
the linear topology shown in Figure 1. That is:

1. The LLC load latency is larger when the load has to
travel longer distances on the ring interconnect.

2We found 400 MB to be enough to contain the Wy, ¢ addresses of Step 2.

Once this topology and the respective load latencies are
known to the attacker, they will be able to map any addresses
to their slice by just timing how long it takes to access them
and comparing the latency with the results of Figure 2. As de-
scribed so far, monitoring latency narrows down the possible
slices from n to 2. To pinpoint the exact slice a line maps to,
the attacker can then triangulate from 2 cores. This does not
require root access. Prior work explores how this knowledge
can be used by attackers to reduce the cost of finding eviction
sets and by defenders to increase the number of colors in page
coloring [38, 109]. What else can an attacker do with this
knowledge? We investigate this question in the next section.

3.2 Understanding Contention on the Ring

We now set out to answer the question: under what circum-
stances can two processes contend on the ring interconnect?
To this end, we reverse engineer Intel’s “sophisticated ring
protocol” [57, 87] that handles communication on the ring
interconnect. We use two processes, a receiver and a sender.

Measuring Contention The receiver is an optimized ver-
sion of the monitoring program described in Section 3.1, that
skips Steps 4 and 6 (i.e., does not use an eviction set) thanks
to the following observation: since on our CPUs Wy c > W
and Wy ¢ > Wy, not all the Wy addresses of the monitoring
set can fit in the L1 and L2 at any given time. For example,
on our Skylake machine, Wy = 16 and Wy, = 4. Consider
the scenario when we access the first 4 addresses of our mon-
itoring set. These addresses fit in both the private caches and
the LLC. However, we observe that accessing one by one the
remaining 12 addresses of the monitoring set evicts the first
4 addresses from the private caches. Hence, when we load
the first addresses again at the next iteration, we still only hit
in the LLC. Using this trick, if we loop through the monitor-
ing set and access its addresses in order, we can always load
from the LLC. To ensure that the addresses are accessed in
order, we serialize the loads using pointer chasing, which is
a technique also used in prior work [36, 62,94, 100]. Further,
to make it less likely to suffer LLC evictions due to external
noise, our receiver evenly distributes the Wy addresses of
the monitoring set across two LLC cache sets (within the
same slice). Finally, to amplify the contention signal, our re-
ceiver times 4 sequential loads at a time instead of 1. The bulk
of our receiver’s code is shown in Listing | (in Appendix A).

Creating Contention The sender is designed to create con-
tention on specific segments on the ring interconnect by “bom-
barding” it with traffic. This traffic is sent from its core to
different CPU components which sit on the ring, such as LLC
slices and the system agent. To target a specific LLC slice, our
sender is based on the same code as the receiver. However,
it does not time nor serialize its loads. Further, to generate
more traffic, it uses a larger monitoring set with 2 X Wy;¢
addresses (evenly distributed across two LLC cache sets). To
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Figure 3: Ring interconnect contention heatmap when both the receiver and the sender perform loads that miss in their private
caches and hit in the LLC. The y axes indicate the core where the sender and the receiver run, and the x axes indicate the target
LLC slice from which they perform their loads. Cells with a star (%) indicate slice contention (when R; = S;), while gray cells
indicate contention on the ring interconnect (with darker grays indicating larger amounts of contention).

target the system agent (SA), our sender uses an even larger
monitoring set with N > 2 x Wy addresses. Because not all
these N addresses will fit in two LLC cache sets, these loads
will miss in the cache, causing the sender to communicate
with the memory controller (in the SA).

Data Collection We use the receiver and the sender to col-
lect data about ring contention. For the first set of experiments,
we configure the sender to continuously load data from a sin-
gle LLC slice (without LLC misses). For the second set of
experiments, we configure the sender to always incur misses

on its loads from the target LLC slice. To prevent unintended
additional noise, we disable the prefetchers and configure the
sender and the receiver to target different cache sets so that
they do not interfere through traditional eviction-based attacks.
We refer to the sender’s core as S, the slice it targets as S,
the receiver’s core as R, and the slice it targets as R;. For both
core and slice numbering, we follow the diagram of Figure 1.
For every combination of S, Sy, R, and R, we test if running
the sender and the receiver concurrently affects the load la-
tency measured by the receiver. We then compare the results
with a baseline, where the sender is disabled. We say that



there is contention when the average load latency measured
by the receiver is larger than the baseline. Figure 3 shows the
results of our first experiment, when the sender always hits in
the LLC. Figure 11 (in Appendix A.1) shows the results of
our second experiment, when the sender always misses in the
LLC. Both figures refer to our Coffee Lake machine. The re-
sults of our 4-core Skylake machine are a subset of the 8-core
Coffee Lake ones (with R, <4AR; <4AS. <4ANS; <4).

Observations When the Sender Hits in the LLC First,
there is always contention when Sy = Rj, irrespective of the
sender’s and the receiver’s positions relative to the LLC slice.
This systematic “slice contention” behavior is marked with a
% in Figure 3, and is likely caused by a combination of i) the
sender’s and the receiver’s loads filling up the slice’s request
queue (whose existence is mentioned by Intel in [76]), thus
causing delays to the processing time of the load requests and
ii) the sender’s and receiver’s loads saturating the bandwidth
of the shared slice port (which can supply at most 32 B/cy-
cle [47], or half a cache line per cycle), thus causing delays
to the sending of the cache lines back to the cores.

2. When an agent bombards an LLC slice with requests,
other agents loading from the same slice observe delays.

Second, when R, = Ry, there is contention iff S, = R;. That
is, receiver’s loads from R. =i to Ry = i (core to home slice
traffic) never contend with sender’s loads from S, # i to S5 #
i (cross-ring traffic). This confirms that every core i has a
“home” slice i that occupies no links on the ring interconnect
except for the shared core/slice ring stop [50].

3. A ring stop can service core to home slice traffic and
cross-ring traffic simultaneously.

Third, excluding slice contention (Sg # R;), there is never
contention if the sender and the receiver perform loads in
opposite directions. For example, there is no contention if the
receiver’s loads travel from “left” to “right” (R, < Ry) and the
sender’s ones from “right” to “left” (S, > S;), or vice versa.
The fact that loads in the right/left direction do not contend
with loads in the left/right direction confirms that the ring has
two physical flows, one for each direction (as per Figure 1).
This observation is supported by Intel in [57].

4. A ring stop can service cross-ring traffic traveling on
opposite directions simultaneously.

Fourth, even when the sender and receiver’s loads travel
in the same direction, there is never contention if the ring
interconnect segments between S. and S and between R, and
R, do not overlap. For example, when R, =2 and R; =5,
there is no contention if S, =0 and S; =2 or if S, = 5 and
Ss = 7. This is because load traffic on the ring interconnect
only travels through the shortest path between the ring stop of

the core and the ring stop of the slice. If the sender’s segment
does not overlap with the receiver’s segment, the receiver will
be able to use the full bus bandwidth on its segment.

5. Ring traffic traveling through non-overlapping seg-
ments of the ring interconnect does not cause contention.

The above observations narrow us down to the cases when
the sender and the receiver perform loads in the same direc-
tion and through overlapping segments of the ring. Before we
analyze these cases, recall from Section 2 that the ring inter-
connect consists of four rings: 1) request, 2) acknowledge, 3)
snoop and 4) data rings. While it is fairly well known that
64 B cache lines are transferred as two packets over the 32 B
data ring [50, 69, 104], little is disclosed about i) what types
of packets travel through the other three rings and ii) how
packets flow through the four rings during a load transaction.
Intel partially answers (i) in [76] and [46] where it explains
that the separate rings are respectively used for 1) read/write
requests 2) global observation’ and response messages, 3)
snoops to the cores” and 4) data fills and write-backs. Further,
Intel sheds lights on (ii) in an illustration from [57] which
explains the flow of an LLC hit transaction: the transaction
starts with a request packet that travels from the core to the
target LLC slice’ (hit flow 1: core—slice, request); upon re-
ceipt of such packet, the slice retrieves the requested cache
line; finally, it sends back to the core a global observation
(GO) message followed by the two data packets of the cache
line (hit flow 2: slice—core, data and acknowledge).

6. The ring interconnect is divided into four independent
and functionally separated rings. A clean LLC load uses
the request ring, the acknowledge ring and the data ring.

Importantly, however, our data shows that performing loads
in the same direction and sharing a segment of the ring inter-
connect with the receiver is not a sufficient condition for the
sender to create contention on the ring interconnect.

First, the receiver does not see any contention if its traffic
envelops the sender’s traffic of the ring interconnect (i.e.,
R, <8, <S8; <RsorR; < Ss <S¢ <R.). For example, when
R. =2 and R; = 5, we see no contention if S, = 3 and Sy = 4.
This behavior is due to the distributed arbitration policy on the
ring interconnect. Intel explains it with an analogy, comparing
the ring to a train going along with cargo where each ring slot
is analogous to a boxcar without cargo [69]. To inject a new
packet on the ring, a ring agent needs to wait for a free boxcar.
This policy ensures that traffic on the ring is never blocked

3Global observations are also known as completion messages [92].

4Snoops are related to cache coherence. For example, when multiple cores
share a cache line in the LLC, the shared LLC can send snoop packets to
cores to maintain coherency across copies. Because our sender and receiver
do not share any data, their loads should not need to use the snoop ring.

5Cores use a fixed function to map addresses to slices [57,65, 104].



but it may delay the injection of new traffic by other agents,

because packets already on the ring have priority over new
packets.® To create contention on a ring, the sender thus needs
to inject its traffic into that ring so that it has priority over
the receiver’s traffic, which can only happen if its packets are
injected at stops upstream from the receiver’s ones.

7. A ring stop always prioritizes traffic that is already on
the ring over new traffic entering from its agents. Ring
contention occurs when existing on-ring traffic delays
the injection of new ring traffic.

Second, even when the sender’s traffic is prioritized over
the receiver’s traffic, the receiver does not always observe

contention. Let cluster A = {0,3,4,7} and B = {1,2,5,6}.

When the sender has priority on the request ring (on the
core—slice traffic), there is contention if S, is in the same
cluster as R,. Similarly, when the sender has priority on the
data/acknowledge rings (on the slice—core traffic), there is
contention if S, is in the same cluster as R.. If the sender
has priority on all rings, we observe the union of the above
conditions. This observation suggests that each ring may have
two “lanes”, and that ring stops inject traffic into different
lanes depending on the cluster of its destination agent. As an
example for the slice—core traffic, let R, =2 (R, € B) and
R, = 5. In this case, traffic from R; to R, travels on the lane
corresponding to core cluster B. When S, =3 (S, € A) and
Sy =7, traffic from S to S, travels on the lane corresponding

to core cluster A. The two traffic flows thus do not contend.

However, if we change S, to S = 1 (S, € B), the traffic from
Ss to S, also travels on the lane corresponding to core cluster
B, thus contending with the receiver.

8. Each ring has two lanes. Traffic destined to slices in
A ={0,3,4,7} travels on one lane, and traffic destined
to slices in B = {1,2,5,6} travels on the other lane.
Similarly, traffic destined to cores in A = {0,3,4,7}
travels on one lane, and traffic destined to cores in
B={1,2,5,6} travels on the other lane.

Finally, we observe that the amount of contention that the
sender causes when it has priority only on the slice—core
traffic is larger than the amount of contention that it causes
when it has priority only on the core—slice traffic. This is
because i) slice—core consists of both acknowledge ring and
data ring traffic, delaying the receiver on two rings, while
core—sslice traffic only delays the receiver on one ring (the
request ring) and ii) slice—core data traffic itself consists
of 2 packets per load which occupy more slots (“boxcars’)
on its ring, while request traffic likely consists of 1 packet,
occupying only one slot on its ring. Furthermore, the amount
of contention is greatest when the sender has priority over
both slice—core and core—slice traffic.

OThis arbitration policy has been previously described also in [11,27,42].

9. Traffic on the data ring creates more contention than
traffic on the request ring. Further, contention is larger
when traffic contends on multiple rings simultaneously.

Putting this all together, Figure 3 contains two types of con-
tention: slice contention (cells with a %) and ring interconnect
contention (gray cells). The latter occurs when the sender’s
request traffic delays the injection of the receiver’s request
traffic onto the request ring, or the sender’s data/GO traffic
delays the injection of the receiver’s data/GO traffic onto the
data/acknowledge rings. For this to happen, the sender’s traf-
fic needs to travel on the same lane, on overlapping segments,
and in the same direction as the receiver’s traffic, and must be
injected upstream from the receiver’s traffic. Formally, when
the sender hits in the LLC cache, contention happens iff:

(S =Ry)V
(Re < Rs)N{(S¢ <R:)N(Ss>Re) A
[(Sy€A)A(Rs€A)V (Ss € B)A(Ry€B)|V
(Ss > Rs) A (Se <R5)A
[(Sc€A)A(R.€A)V(Sc€B)AR€B)]}V (1)
(Re > Rs)N{(Sc > Re) N (Ss <Re) A
[(Sy €A)A(Ry€A)V (Ss € B)A(Ry€B)|V
(Ss <Rs) N (Se > Rs) A
[(Sc €A)A(R- €A)V (Sc € B)A(R. €B)|}

Observations When the Sender Misses in the LLC We
now report our observations on the results of our second ex-
periment (shown in Figure 11), when the sender misses in the
LLC. Note that the receiver’s loads still hit in the LLC.

First, we still observe the same slice contention behavior
that we observed when the sender hits in the LLC. This is
because, even when the requested cache line is not present in
S5, load requests still need to travel from S, to S; first [47] and
thus still contribute to filling up the LLC slice’s request queue
creating delays [76]. Additionally, the sender’s requests (miss
flow 1: core—slice, request) still contend with the receiver’s
core—slice request traffic when R., R, S. and S; meet the
previous conditions for request ring contention.

10. Load requests that cannot be satisfied by the LLC
still travel through their target LLC slice.

Second, Intel notes that in the event of a cache miss, the
LLC slice forwards the request to the system agent (SA)
over the same request ring (same request ring lane in our
terminology) from which the request arrived [76]. That is,
LLC miss transactions include a second request flow from S;
to the SA (miss flow 2: slice—SA, request). Our data supports
the existence of this flow. We observe contention when the
receiver’s loads travel from right to left (R, > Ry), S5 > R.,
and the sender and the receiver share the respective lane (R; is
in the same cluster as S;). For example, when R, =5, Ry =2




(Ry € B) and S; = 6 (S, € B) the sender’s requests from S;
to the SA contend with the receiver’s requests from R, to
R;. One subtle implication of this fact is that the SA behaves
differently than the other ring agent types (slices and cores) in
that it can receive request traffic on either lane of the request
ring. We find that S simply forwards the request (as new
traffic) to the SA on the same lane on which it received it
from S, subject to the usual arbitration rules.

We make two additional observations: i) The amount of
contention caused by the slice—SA flow is smaller than the
one caused by the core—slice flow. We do not have a hypoth-
esis for why this is the case. ii) In the special case Sy = R,
(Ss = 5 in our example) there is slightly less contention than
in the cases where Sy > R.. This may be because, when asked
to inject new traffic by both its core and its slice, the ring
stop adopts a round-robin policy rather than prioritizing either
party. Intel uses such a protocol in a recent patent [75].

11. In case of a miss, an LLC slice forwards the request
(as new traffic) to the system agent on the same lane in
which it arrived. When both a slice and its home core are
trying to inject request traffic into the same lane, their
ring stop adopts a fair, round-robin arbitration policy.

To our knowledge, no complete information has been dis-
closed on the subsequent steps of an LLC miss transaction.
We report here our informed hypothesis. In addition to for-
warding the request to the SA, slice S; also responds to the
requesting core S, with a response packet through the ac-
knowledge ring (miss flow 3: slice—core, acknowledge). Af-
ter receiving the request from Sy, the SA retrieves the data
and sends it to the requesting core S, preceded by a GO mes-
sage (miss flow 4: SA—core, data and acknowledge). The
transaction completes when S, receives the requested data.
To maintain inclusiv-

ity, the SA also sends Core —®R—equi> Slice
a separate copy of the

Ack led
data to SS through the @ cknowledge

data ring (miss flow 5: S

SA—sslice, data). We %00 * ystem o
o o e Agent

summarize the five

flows discussed in this
part in Figure 4.

The existence of miss flow 4 (SA—core, data/acknowledge)
is supported by the presence of contention when the receiver’s
loads travel from right to left (R, > Ry), with S, > R;, and
share the respective data/acknowledge ring lanes with the
sender. For example, there is contention when R, =7 (R, € A),
Ry=2,5.=3(S. €A) and S; = 4. Recall from Figure | that
the SA sits on the leftmost ring stop, which implies that traffic
injected by the SA always has priority over the receiver’s
traffic injected by R;. To corroborate our hypothesis that the
SA serves data/acknowledge traffic directly to S. (and not
through Sy), we time the load latency of a single LLC miss of

Figure 4: Flows of an LLC miss.

the sender with varying S, and fixed Sy = 7. If our hypothesis
held, we would expect a constant latency, because regardless
of S, the transaction would need to travel from S, to ring stop
7, from ring stop 7 to the SA, and from the SA to S, which
is the same distance regardless of S.; otherwise we would
expect to see a decreasing latency as S, increases. We measure
a fixed latency (248 43 cycles), confirming our hypothesis.

12. The system agent supplies data and global observa-
tion messages directly to the core that issued the load.

The existence of miss flow 3 (slice—core, acknowledge) is
supported by the presence of contention in the cases where
we previously observed data/acknowledge ring contention
with a sender that hits in the LLC. For example, we observe
contention when R, =2 (R, € B), Ry, =6,S5. =5 (S. € B) and
Sy = 7. However, when the sender misses in the LLC, no data
traffic is sent by S; to S, (since we saw that data is served to the
core directly by the SA). The contention we observe must then
be due to S injecting traffic into the acknowledge ring. Indeed,
the amount of contention caused by this acknowledge-only
flow is both smaller than the one caused by data/acknowledge
flows and equivalent to the one caused by the core—slice
request flow, suggesting that, similarly to the request flow,
miss flow 3 may occupy a single slot on its ring. An Intel
patent suggests that miss flow 3 may consist of an “LLCMiss”
message transmitted by S to S, when the request misses in the
LLC [97]. The only remaining question (which we currently
cannot answer) is when miss flow 3 occurs: when the miss is
detected or when the data is refilled—but both options would
cause the same contention.

13. In the event of a miss, the LLC slice that misses still
sends a response packet through the acknowledge ring
back to the requesting core.

Finally, the existence of miss flow 5 (SA—slice, data) is
supported by the presence of contention when the receiver’s
loads travel from right to left (R, > Ry), with S; > R;, and
share the respective lane with the sender. However, we find
a subtle difference in the contention rules of the SA—slice
traffic. Unlike the SA—core case, where receiver and sender
contend due to traffic of the same type (data and acknowl-
edge) being destined to agents of the same type (cores), we
now have receiver’s and sender’s flows of the same type (data)
destined to agents of different types (cores and slices, respec-
tively). In the former case, we saw that the receiver flow and
the sender flow share the lane if their destination ring agents
are in the same cluster. In the latter case (which occurs only
in this scenario), we observe that the two flows share the lane
if their destination ring agents are in different clusters. This
suggests that, as we summarize in Table 1, the lanes used to
communicate to different clusters may be flipped depending
on the destination agent type. We make two additional obser-
vations about miss flow 5. First, we believe that the SA—slice



Table 1: Mapping to the ring lane used to send traffic to
different agents over any of the four rings.

Destination Destination Ring Agent Cluster
Ring Agent Type | A=1{0,3,4,7} B={1,2,5,6}
Core Lane 1 Lane 2
LLC Slice Lane 2 Lane 1

traffic only includes data and no acknowledge traffic because
the amount of contention that it causes is slightly smaller than
the one caused by the SA—core traffic. Second, we find that
the SA—sslice traffic occurs separately from the SA—core
traffic. For example, the contention we observe when R, = 5
(R-€B),R;,=2,5.=4,S;, =3 (S; € A) could not occur if
the data from the SA had to stop by S, first. Also, when the
sender contends both on the SA—slice and SA—core traffic
the contention is larger than the individual contentions, which
further supports the independence of the two flows.

14. In the event of a miss, the system agent supplies a
separate copy of the data to the missing LLC slice, in
order to maintain inclusivity. The ring lane used to send
data traffic to an LLC slice of one cluster is the same
used to send data traffic to a core of the opposite cluster.

To sum up, when the sender misses in the LLC, new ring
contention cases occur compared to Equation | due to the
extra flows required to handle an LLC miss transaction. For-
mally, contention happens iff:

(Ss=Ry)V

(R, <R)/\{SL<R (S > R:) A

[(Ss€A)A(Ry €A)V (Ss € B)A(Ry € B)| Vv

(Ss > Rs) A (Se < Rg) A

[(Sc €A)A(R: €A)V (Sc €B)A (R €B)]} Vv

(Re > Ry) A{(Se > Re) A(Ss < Re) A @
[(Sy€A)A(Rs€A)V (Ss € B)A(Ry€B)| V

(Ss > R)N[(Ss € A)A(Ry€A)V (Ss € B)A(Rs € B)| V

(Se >R)/\[(S €A)A(R. €A)V (Sc € B)A(Rc € B)| v

(Ss>Ry) A [(Ss €A)A(R- € B)V (Ss € B)A(R- €A)] }

Additional Considerations We now provide additional ob-
servations on our results. First, the amount of contention is not
proportional to length of the overlapping segment between the
sender and the receiver. This is because, as we saw, contention
depends on the presence of full “boxcars” passing by the re-
ceiver’s ring stops when they are trying to inject new traffic,
and not on how far away the destination of these boxcars is.
Second, the amount of contention grows when multiple
senders contend with the receiver’s traffic simultaneously.
This is because multiple senders fill up more slots on the ring,
further delaying the receiver’s ring stops from injecting their
traffic. For example, when R, = 5 and R; = 0, running one

sender with S, =7 and S; = 4 and one with S, =6 and S, =3
creates more contention than running either sender alone.

Third, enabling the hardware prefetchers both amplifies
contention in some cases, and causes contention in some new
cases (with senders that would not contend with the receiver
if the prefetchers were off). This is because prefetchers cause
the LLC or the SA to transfer additional cache lines to the
core (possibly mapped to other LLC slices than the one of the
requested line), thus filling up more ring slots potentially on
multiple lanes. Intel itself notes that prefetchers can interfere
with normal loads and increase load latency [45]. We leave
formally modeling the additional contention patterns caused
by the prefetchers for future work.

Finally, we stress that the contention model we constructed
is purely based on our observations and hypotheses from the
data we collected on our CPUs. It is possible that some of the
explanations we provided are incorrect. However, our primary
goal is for our model to be useful, and in the next few sections
we will demonstrate that it is useful enough to build attacks.

Security Implications The results we present bring with
them some important takeaways. First, they suggest an af-
firmative answer to our question on whether the ring inter-
connect is susceptible to contention. Second, they teach us
what type of information a receiver process monitoring con-
tention on the ring interconnect can learn about a separate
sender process running on the same host. By pinning itself
to different cores and loading from different slices, a receiver
may distinguish between the cases when the sender is idle
and when it is executing loads that miss in its private caches
and are served by a particular LLC slice. Learning what LLC
slice another process is loading from may also reveal some
information about the physical address of a load, since the
LLC slice an address maps to is a function of its physical ad-
dress [57,65,104]. Further, although we only considered these
scenarios, ring contention may be used to distinguish other
types on sender behavior, such as communication between the
cores and other CPU components (e.g., the graphics unit and
the peripherals). Importantly, however, for any of these tasks
the receiver would need to set itself up so that contention with
the sender is expected to occur. Equations | and 2 make this
possible by revealing the necessary and sufficient conditions
under which traffic can contend on the ring interconnect.

4 Cross-core Covert Channel

We use the findings of Section 3 to build the first cross-core
covert channel to exploit contention on the ring interconnect.
Our covert channel protocol resembles conventional cache-
based covert channels (e.g., [62, 106]), but in our case the
sender and the receiver do not need to share the cache. The
basic idea of the sender is to transmit a bit “1” by creating
contention on the ring interconnect and a bit “0” by idling,
thus creating no ring contention. Simultaneously, the receiver
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Figure 5: Load latency measured by our covert channel re-
ceiver when the sender continuously transmits a sequence
of zeros (no contention) and ones (contention) on our Cof-
fee Lake machine, with R, =3, R; =2, 5. =4,S,=1and a
transmission interval of 3,000 cycles.

times loads (using the code of Listing 1) that travel through a
segment of the ring interconnect susceptible to contention due
to the sender’s loads (this step requires using our results from
Section 3). Therefore, when the sender is sending a “1”, the
receiver experiences delays in its load latency. To distinguish
a “0” from a “1” the receiver can then simply use the mean
load latency: smaller load latencies are assigned to a “0”, and
larger load latencies are assigned to a “1”. To synchronize
sender and receiver we use the shared timestamp counter, but
our channel could also be extended to use other techniques
that do not rely on a common clock (e.g., [43,67,79, 105]).
To make the covert channel fast, we leverage insights from
Section 3. First, we configure the receiver to use a short seg-
ment of the ring interconnect. This allows the receiver to issue
more loads per unit time due to the smaller load latency, with-
out affecting the sender’s ability to create contention. Second,
we set up the sender to hit in the LLC and use a configuration
of S. and S; where, based on Equation 1, it is guaranteed to
contend with the receiver both on its core—slice traffic and
on its slice—core one. Contending on both flows allows the
sender to amplify the difference between a 0 (no contention)
and a 1 (contention). Third, we leave the prefetchers on, as
we saw that they enable the sender to create more contention.
We create a proof-of-concept implementation of our covert
channel, where the sender and the receiver are single-threaded
and agree on a fixed bit transmission interval. Figure 5 shows
the load latency measured by the receiver on our Coffee Lake
3.00 GHz CPU, given receiver and sender configurations
R, =3,R;=2and S, =4, S; = 1, respectively. For this ex-
periment, the sender transmits a sequence of alternating ones
and zeros with a transmission interval of 3,000 cycles (equiv-
alent to a raw bandwidth of 1 Mbps). The results show that
ones (hills) and zeros (valleys) are clearly distinguishable. To
evaluate the performance and robustness of our implementa-
tion with varying transmission intervals, we use the channel
capacity metric (as in [72,79]). This metric is computed by
multiplying the raw bandwidth with 1 — H(e), where e is the
probability of a bit error and H is the binary entropy function.
Figure 6 shows the results on our Coffee Lake CPU, with a
channel capacity that peaks at 3.35 Mbps (418 KBps) given a
transmission interval of 750 cycles (equivalent to a raw band-
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Figure 6: Performance of our covert channel implementation
on Coffee Lake, reported using raw bandwidth (bits transmit-
ted per second), error probability (percentage of bits received
wrong), and channel capacity, which takes into account both
bandwidth and error probability to evaluate performance un-
der the binary symmetric channel model (as in, e.g., [72,79]).

width of 4 Mbps). To our knowledge, this is the largest covert
channel capacity of all existing cross-core covert channels
that do not rely on shared memory to date (e.g., [79,105]). We
achieve an even higher capacity of 4.14 Mbps (518 KBps) on
our Skylake 4.00 GHz CPU by using a transmission interval
of 727 cycles, and show the results in Appendix A.2.
Finally, we remark that while our numbers represent a real,
reproducible end-to-end capacity, they were collected in the
absence of background noise. Noisy environments may re-
duce the covert channel performance and require including
in the transmission additional error correction codes (as in,
g.,[23,38,67]), that we do not take into account.

5 Cross-core Side Channels

In this section, we present two examples of side channel at-
tacks that exploit contention on the ring interconnect.

Basic Idea In both our attacks, we implement the attacker
using the technique described in Section 3 (cf. Listing 1). The
attacker (receiver) issues loads that travel over a fixed segment
of the ring interconnect and measures their latency. We will
refer to each measured load latency as a sample, and to a col-
lection of many samples (i.e., one run of the attacker/receiver)
as a trace. If during an attack the victim (sender) performs
memory accesses that satisfy the conditions of Equations |
and 2 to contend with the attacker’s loads, the attacker will
measure longer load latencies. Generally, the slices accessed
by an unwitting victim will be uniformly distributed across
the LLC [47]. Therefore, it is likely that some of the victim’s
accesses will contend with the attacker’s loads. If the delays
measured by the attacker can be attributed to a victim’s secret,
the attacker can use them as a side channel.

Threat Model and Assumptions We assume that SMT is
off [9, 18, 64] and that multicore cache-based attacks are not
possible (e.g., due to partitioning the LLC [61, 71, 89] and
disabling shared memory across security domains [99, 115]).
For our attack on cryptographic code, we also assume that
i) the administrator has configured the system to cleanse the



victim’s cache footprint on context switches (to block cache-
based preemptive scheduling attacks [16,30-32,34,40,41,74,
77,89,96, 114]) and ii) the attacker can observe multiple runs
of the victim. We assume an attacker who has knowledge of
the contention model (Section 3) for the victim’s machine and
can run unprivileged code on the victim’s machine itself.

5.1 Side Channel Attack On Cryptographic Code

Our first attack targets a victim
that follows the pseudocode | foreach bitb inkey k do

of Algorithm 1, where E1 and EI();

E2 are separate functions exe- if b == 1 then

cuting different operations on E20;;

some user input (e.g., a cipher- Algorithm 1: Key-
text). This is a common pattern dependent control flow.

in efficient implementations of

cryptographic primitives that is exploited in many existing
side channel attacks against, e.g., RSA [35,77, 106, 108], El-
Gamal [62,112], DSA [78], ECDSA [14] and EdDSA [35,36].

Let us consider the first iteration of the victim’s loop, and,
for now, assume that the victim starts from a cold cache,
meaning that its code and data are uncached (no prior execu-
tions). When the victim executes E/ for the first time, it has to
load code and data words used by E1 into its private caches,
through the ring interconnect. Then, there are 2 cases: when
the first key bit is 0 and when itis 1. When the first bit is 0, the
victim’s code skips the call to E2 after EJ and jumps to the
next loop iteration by calling E7 again. At this second EJ call,
the words of E1 are already in the private caches of the victim,
since they were just accessed. Therefore, the victim does not
send traffic onto the ring interconnect during the second call
to E1. In contrast, when the first bit is 1, the victim’s code
calls E2 immediately after the first E/. When E2 is called for
the first time, its code and data words miss in the cache and
loading them needs to use the ring interconnect. The attacker
can then infer whether the first bit was 0 or 1 by detecting
whether E2 executed after EJ. Contention peaks following
EI’s execution imply that E2 executed and that the first secret
bit was 1, while no contention peaks following EI’s execution
imply that the call to E was followed by another call to E/
and that the first secret bit was 0.

We can generalize this approach to leaking multiple key
bits by having the attacker interrupt/resume the victim using
preemptive scheduling techniques [2, 10, 17,25, 26, 40, 41,
70,74, 83,100, 112]. Let Tg; be the median time that the
victim takes to execute E/ starting from a cold cache and
Tg1+E2 be the median time that the victim takes to execute
E1] followed by E2 starting from a cold cache. The complete
attack works as follows: the attacker starts the victim and lets
it run for Tg;.g» cycles while concurrently monitoring the
ring interconnect. After Tg; > cycles, the attacker interrupts
the victim and analyzes the collected trace to infer the first
secret bit with the technique described above. Interrupting

the victim causes a context switch during which the victim’s
cache is cleansed before yielding control to the attacker (cf.
Threat Model). As a side effect, this brings the victim back
to a cold cache state. If the trace reveals that the first secret
bit was 1, the attacker resumes the victim (that is now at the
beginning of the second iteration) and lets it run for Tg; g2
more cycles, repeating the above procedure to leak the second
bit. If the trace reveals that the first secret bit was 0, the
attacker stops the victim (or it lets it finish the current run),
starts it again from the beginning, lets it run for 7g; cycles,
and then interrupts it. The victim will now be at the beginning
of the second iteration, and the attacker can repeat the above
procedure to leak the second bit. The attacker repeats this
operation until all the key bits are leaked. In the worst case, if
all the key bits are zeros, our attack requires as many runs of
the victim as the number of bits of the key. In the best case, if
all the key bits are ones, it requires only one run of the victim.

Implementation We implement a proof-of-concept (POC)
of our attack against RSA and EdDSA. Like prior work [2,5,
17,25,26,40, 100], our POC simulates the preemptive schedul-
ing attack by allowing the attacker to be synchronized with
the target iteration of the victim’s loop.” Further, our POC
simulates cache cleansing by flushing the victim’s memory
before executing the target iteration. It does this by calling
clflush on each cache line making up the victim’s mapped
pages (available in /proc/ [pid] /maps).® Our POC consid-
ers the worst-case scenario described above and leaks one key
bit per run of the victim. To simplify the process of inferring
a key bit from each resulting trace, our POC uses a Support
Vector Machine classifier (SVC). Note that while the RSA
and EADSA implementations we consider are already known
to be vulnerable to side channels, we are the first to show that
they leak over the ring interconnect channel specifically.

Results for RSA We target the RSA decryption code
of libgcrypt 1.5.2 which uses the secret-dependent square-
and-multiply method in its modular exponentiation function
_gcry_mpi_pownm. This pattern matches the one of Algo-
rithm 1, with E1 representing the squaring phase, executed
unconditionally, and E2 representing the multiplication phase,
executed conditionally only on 1-valued bits of the key.

We configure the attacker (receiver) on core R, = 2, tim-
ing loads from R; = 1, and experiment with different victim
(sender) cores S.. Figure 7a shows traces collected by the at-
tacker to leak one key bit of the victim, when S, = 5. To better
visualize the difference between a O bit and a 1 bit, the traces
are averaged over 100 runs of the victim.'! As expected, we
observe that both traces start with peaks, corresponding to
the first call to E1 loading its code and data words from the

7Practical implementations of preemptive scheduling techniques (e.g., [10,
41,70, 83]) are orthogonal to this paper and discussed in Section 6.

8We consider other cache cleansing approaches in the extended ver-
sion [81], and discuss the implications of this requirement in Section 6.

U Note that, however, our classifier uses a single raw trace as input.



Bit=10 Bit=1
E1 E1

175 4 v 175 A v / E2

1704 1701

Load latency (cycles)

0 10 20 30 40 0 10 20 30 40
Latency sample ID Latency sample ID

(a) Results for the RSA victim. When bit = 1, the attacker sees an

additional contention peak between samples 20 and 40.”

3 Bit =0 Bit=1

%

3 180 E1 180 1 E1

= e E1 e E1 E2
2175 v/ 175 e e
®

% 170 A 170 A

S 0 25 50 75 100 125 0 25 50 75 100 125

Latency sample ID Latency sample ID

(b) Results for the EADSA victim. When bit = 1, the attacker sees
an additional peak after the 100-th sample. '’

Figure 7: Latencies measured by the attacker during a victim’s
iteration, with R, =2, R; =1, and S, = 5 (on Coffee Lake).

memory controller through the ring interconnect. However,
only when the secret bit is 1 do we observe an additional
peak on the right-hand side of the plot. This additional peak
corresponds to the call to E2. We get equally distinguishable
patterns when we run the victim on other cores, as well as on
our Skylake machine (see the extended version [81]).

To train our classifier, we collect a set of 5000 traces, half
of which with the victim operating on a 0 bit and the other
half with it operating on a 1 bit. We use the first 43 samples
from each trace as input vectors, and the respective O or 1 bits
as labels. We then randomly split the set of vectors into 75%
training set and 25% testing set, and train our classifier to dis-
tinguish between the two classes. Our classifier achieves an
accuracy of 90% with prefetchers on and 86% with prefetch-
ers off, demonstrating that a single trace of load latencies
measured by the attacker during a victim’s iteration can leak
that iteration’s secret key bit with high accuracy.

Results for EADSA We target the EADSA Curve25519
signing code of libgerypt 1.6.3, which includes a secret-
dependent code path in its elliptic curve point-scalar multipli-
cation function _gcry_mpi_ec_mul_point. In this function,
the doubling phase represents E1, executed unconditionally,
and the addition phase represents E£2, executed conditionally
only on 1-valued bits of the key (i.e., the scalar).

We report in Figure 7b the results of leaking a bit using the
same setup as in the RSA attack. Both traces start with peaks

10When bit = 1 an RSA victim’s iteration lasts Tg;, g2 = 11,230 cycles,
that allow the attacker to collect ~51 samples. When bit = 0, it lasts Tg; =
5,690 cycles and is followed by an interval of no contention (second call to
E1); the sum of these intervals allows the attacker to collect ~43 samples.
To better compare the two traces, we cut both of them at 43 samples.

terations of the EADSA victim (Tgj.p2 = 35,120 cycles and Tg; =
18,260 cycles) take longer than the ones of the RSA victim. Hence, the
attacker is able to collect a larger number of samples.

—— moving average 3000

Load latency (cycles)

Time (cycles) le9

Figure 8: Load latency measured by the attacker when a
user types passwordl23 on the terminal, with R, = 3 and
R; = 2 (on Coffee Lake). Latency spikes occur reliably upon
keystroke processing (yellow bars) and can be used to extract
inter-keystroke timings. See Figure 10a for a zoomed-in plot.

corresponding to the first call to E/. However, only when the
secret bit is 1 do we observe an additional peak on the right-
hand side of the plot. This additional peak corresponds to the
call to E2. We get similar patterns with the victim on other
cores, as well as on Skylake (see the extended version [81]).
We train our classifier like we did for the RSA attack, except
that the individual vectors now contain 140 samples. Our
classifier achieves an accuracy of 94% with prefetchers on
and 90% with prefetchers off.

5.2 Keystroke Timing Attacks

Our second side channel attack leaks the timing of keystrokes
typed by a user. That is, like prior work [38,49,56,58,79, 82,
98, 111], the goal of the attacker is to detect when keystrokes
occur and extract precise inter-keystroke timings. This infor-
mation is sensitive because it can be used to reconstruct typed
words (e.g., passwords) [56, 88, 111]. To our knowledge, this
is the first time a contention-based microarchitectural channel
(cf. Section 2.1) has been used for keystroke timing attacks.
Our attack builds on the observation that handling a
keystroke is an involved process that requires interaction
of multiple layers of the hardware and software stack, in-
cluding the southbridge, various CPU components, kernel
drivers, character devices, shared libraries, and user space pro-
cesses [8,29,52,68,80,85]. Prior work has shown that terminal
emulators alone incur keystroke processing latencies that are
in the order of milliseconds [13,63] (i.e., millions of cycles).
Moreover, handling even a single keystroke involves execut-
ing and accessing large amounts of code and data [85]. Thus,
we hypothesize that, on an otherwise idle server, keystroke
processing may cause detectable peaks in ring contention.

Implementation To validate our hypothesis, we develop a
simple console application that calls getchar () in a loop
and records the time when each key press occurs, to serve as
the ground truth (as in [111]). We consider two scenarios: i)
typing on a local terminal (with physical keyboard input [29,
80]), and ii) typing over an interactive SSH session (with
remote input [12, 52]).

Results Figure 8 shows a trace collected by the attacker
on our Coffee Lake machine in the SSH typing scenario,



after applying a moving average with a window of 3000 sam-
ples. We report a zoomed-in version of the trace for a single
keystroke in Figure 10a. Our first observation is that when a
keystroke occurs, we observe a very distinguishable pattern
of ring contention. Running our attack while typing the first
100 characters of the “To be, or not to be” soliloquy, we ob-
served this pattern upon all keystroke events with zero false
negatives and zero false positives. Further, ring contention
peaks were always observed well within 1 ms (3 x 10° cy-
cles) of recording a keystroke, which is the precision required
by the inference algorithms used by prior work to differenti-
ate the keys pressed. We got similar results when we typed
keystrokes on a local terminal as well as on Skylake (see the
extended version [81]). Moreover, we tested our attack while
running stress -m N in the background, which spawns N
threads generating synthetic memory load on the system. The
results, reported in Appendix A.3, show that the temporal
patterns of ring contention on keystrokes were still easily dis-
tinguishable from background noise when N < 2. However,
as the load increased (with N > 2), keystrokes started to be-
come harder to identify by simply using the moving average
of Figure 8, and with N > 4, they started to become almost
entirely indistinguishable from background noise.

We believe that the latency peaks we observe on keystrokes
are caused by ring contention (and not, e.g., cache evictions
or interrupts) for several reasons. First, the latency differences
caused by contention on keystrokes are in the same range of
the ones we measured in Section 3. Second, we observed that,
although keystroke processing creates contention on all slices,
latency peaks are more pronounced when the attacker moni-
tors ring segments that incur more contention (i.e., the tables
with the most gray cells in Figures 3 and 11). For example,
when R, = 0 and R, = 7 the peaks upon keystrokes are smaller
than in most other configurations. This is because in this con-
figuration the attacker always has priority on both the request
ring (there is no core upstream of R, whose request traffic can
delay R.’s one) and the data/acknowledge rings (there is no
slice/SA upstream of R; whose data/acknowledge traffic can
delay R;’s one). Hence, we believe the only contention that
occurs in this case is slice contention. Third, when we tried to
repeat our experiments with the attacker timing L1 hits instead
of LLC hits, we did not see latency peaks upon keystrokes.

6 Discussion and Future Work

Attack Requirements Our attack on cryptographic code
(cf. Section 5.1) requires the victim’s cache to be cleansed on
context switches. On the one hand, this requirement limits the
applicability of the attack, considering that cache cleansing is
not currently done by major OSs. On the other hand, however,
cache cleansing is often recommended [16,30-32,34,40,41,
74,77,89,96, 114] as a defense against cache-based preemp-
tive scheduling attacks, and may be deployed in the future if
temporal isolation starts getting added to OSs. If so, defenders

would be in a lose-lose situation: either they i) do not cleanse
and get attacked through preemptive scheduling attacks or
ii) cleanse and get attacked through our attack. These results
highlight that side channel mitigations still need more study.

Moreover, our attack POC assumes (like prior work [2, 5,
17,25,26,40,74,100]) the availability of preemptive schedul-
ing techniques. A real attack, however, would include an im-
plementation of such techniques. High-precision variants of
these have been demonstrated for non-virtualized settings in
[10,41,70,83], and shown to be practical in virtualized settings
in [112]."> Preemptive scheduling is also practical against
trusted execution environments such as Intel SGX [95]. Yet,
future work is needed to assess the practicality of preemptive
scheduling in more restricted environments such as browsers.

Mitigations Intel classifies our attack as a “traditional side
channel” because it takes advantage of architecturally commit-
ted operations [44]. The recommended line of defense against
this class of attacks is to rely on software mitigations, and par-
ticularly on following constant-time programming principles.
The attacks we demonstrate on RSA and EdDSA rely on code
that is not constant time; in principle, this mitigation should be
effective in blocking them. However, a more comprehensive
understanding of hardware optimizations is needed before
we can have truly constant-time code. For example, it was
recently reported that Intel CPUs perform hardware store elim-
ination between the private caches and ring interconnect [22].
This optimization may break constant-time programming by
making ring contention a function of cache line contents.

Further, additional mitigations are needed to block our
covert channel and our keystroke timing attack. Among
hardware-only mitigations, designs based on spatial partition-
ing and statically-scheduled arbitration policies (e.g., [103])
could ensure that no ring contention can occur between pro-
cesses from different security domains. However, they would
need additional mechanisms to mitigate slice contention. Al-
ternatively, less invasive hardware-software co-designs could
be studied that allow “trusted” and “untrusted” code to only
run on cores of different clusters (cf. Table 1), and only access
slices of different clusters. However, such approaches would
require careful consideration to account for LLC misses,
which may create traffic that crosses clusters.

Finally, since our attacks rely on a receiver constantly miss-
ing in its private caches and performing loads from a tar-
get LLC slice, it may be possible to develop software-only
anomaly detection techniques that use hardware performance
counters to monitor bursts of load requests traveling to a
single LLC slice. However, these techniques would only be
useful if they had small false positive rates.

12These techniques exploit the designs of the Linux/Xen CPU schedulers.
The attacker spawns multiple threads, some of which run on the same CPU
as the victim. The threads running on the victim’s CPU sleep most of the
time. However, at carefully chosen times the attacker wakes them up, causing
the scheduler to interrupt the victim to run the attacker.



Applicability to Other CPUs It should be possible to port
our attacks on other CPUs using a ring interconnect. For
example, we were able to replicate our methodology on a
server-class Xeon Broadwell CPU, finding that the distributed
(“boxcar”-based) arbitration policy is the same that we ob-
served on our client-class CPUs (more details in the extended
version [81]). An open question is whether our attacks can be
generalized to CPUs that do not use a ring interconnect. For
example, recent server-class Intel CPUs utilize mesh intercon-
nects [55], which consist of a 2-dimensional array of half rings.
Traffic on this grid-like structure is always routed vertically
first and then horizontally. More wires may make it harder for
an attacker to contend with a victim. At the same time, how-
ever, they may provide the attacker with more fine-grained
visibility onto what segments a victim is using, but this topic
merits further investigation. Finally, AMD CPUs utilize other
proprietary technologies known as Infinity Fabric/Architec-
ture for their on-chip interconnect [19,93]. Investigating the
feasibility of our attack on these platforms requires future
work. However, the techniques we use to build our contention
model can be applied on these platforms too.

7 Conclusion

In this paper, we introduced side channel attacks on the ring
interconnect. We reverse engineered the ring interconnect’s
protocols to reveal the conditions for two processes to incur
ring contention. We used these findings to build a covert chan-
nel with a capacity of over 4 Mbps, the largest to date for
cross-core channels not relying on shared memory. We also
showed that the temporal trends of ring contention can be
used to leak key bits from vulnerable EADSA/RSA implemen-
tations as well as the timing of keystrokes typed by a user. We
have disclosed our results to Intel.
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void xxaddr; /4 circular pointer —chasing list of W_LLC addresses +/
const int repetitions = 100000; /x number of samples wanted %/
uint32_t samples[ repetitions |; /¢ trace */
for (i =0; i < repetitions ; i++) {

asm volatile (

"Ifence \n"

"rdtsc \n" /¥ eax =TSC +/

"mov %%eax, % %edi\n" /x edi =eax ¥/

"mov (%1), %1\n" /% addr = xaddr; LOAD */
"mov (%1), %1\n" /% addr = xaddr; LOAD %/
"mov (%1), %1\n" /* addr = xaddr; LOAD */
"mov (%1), %1\n" /% addr = xaddr; LOAD */
"rdtscp \n" /x eax =TSC +/

"sub %%edi, % %eax\n" /% eax = eax — edi */

: "=a"(samples[i ]), "+r"(addr) /x samples[i] = eax x/
to "rex", "rdx", "edi", "memory");

Listing 1: Timed loads used to monitor the ring interconnect.
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A Additional Data

We refer the reader to the extended version of this paper [81]
for the full appendix, including more results from our Coffee
Lake and Skylake CPUs, as well as preliminary results from
our Xeon Broadwell CPU.

A.1 Reverse Engineering

Figure 11 reports the ring interconnect contention results
when the sender misses in the LLC. Section 3 contains an
in-depth analysis of these results (cf. Equation 2).

A.2 Covert Channel

Figure 9 reports the performance of our covert channel on our
Skylake machine, which reaches a maximum capacity of 4.14
Mbps (518 KBps) given a transmission interval of 727 cycles.
Observe that the configuration we picked this time (R, =
2,R;=1,85.=1,8; =0) is an example of a configuration
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Figure 9: Covert channel performance on Skylake, with R, =
2,R;=1,5. =1, 8 = 0. We report raw bandwidth, error
probability and channel capacity (as in Figure 6).

raw data raw data
1L 200
175 175

T — e
L

moving average 50

i

& N L4y i
e [ 1 kl ) 'WH w UK
encicteme U o) ottt AN Wit
o s = B T
i e s e

(b) With stress -m 1.

165

Latency (cycles) Latency (cycles)
Latency (cycles) Latency (cycles)

(a) No background noise.

H row data
200 . Bl LA
s

s
DT R o s 30
b lr“\ "

| |
Iyttt | ( M ’w./)wNv‘»\wwvfﬂ.m

00 os 1

i moving average 50
W L
o v i .wj*f{wpp,p,«'w»m

1s 20 25 00 o5 10 15 20 2s
Time (cycles) 1e6 Time (cycles) 1e6

(d) With stress -m 4.

Latency (cycles) Latency (cycles)

(c) With stress -m 2.

Figure 10: Zoomed-in version of the load latencies measured
by the attacker when a user types a single key on the terminal
(on Coffee Lake), in the presence of different levels of back-
ground noise. The keystroke event was recorded in the middle
(red line). We reliably observe the same ring contention pat-
tern only upon keystroke events.

that sees contention only when the prefetchers are turned
on, which would normally not be subject to contention if the
prefetchers were off (cf. Equation 1).

A.3 Side Channels

Keystroke Timing Attack Figure 10a is a version of Fig-
ure 8 zoomed-in to show the precise contention pattern that
occurs upon keystroke events. Figure 10b shows a trace col-
lected while running stress -m N, with N = 1 in the back-
ground. Observe that keystroke events are still easily distin-
guishable from the background noise. We get similar results
when we run N = 2 (Figure 10c). However, as the noise grows,
with N > 2, we observe that keystroke events become harder
to identify using a simple moving average (Figure 10d). Fur-
ther, with N > 4, we observe that the keystroke events become
almost entirely indistinguishable from noise.
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indicate the LLC slice from which they perform their loads. Cells with a star () indicate slice contention (when R; = S;), while

loads that miss in the LLC. Similar to Figure 3, the y axes indicate the core where the sender and the receiver run, and the x axes
gray cells indicate contention on the ring interconnect (with darker grays indicating larger amounts of contention).

Figure 11
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