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Abstract
We investigate how a population of end-users with es-

pecially salient security and privacy risks — sex workers —
conceptualizes and manages their digital safety. The commer-
cial sex industry is increasingly Internet-mediated. As such,
sex workers are facing new challenges in protecting their dig-
ital privacy and security and avoiding serious consequences
such as stalking, blackmail, and social exclusion. Through
interviews (n=29) and a survey (n=65) with sex workers in
European countries where sex work is legal and regulated,
we find that sex workers have well-defined safety goals and
clear awareness of the risks to their safety: clients, deficient
legal protections, and hostile digital platforms. In response to
these risks, our participants developed complex strategies for
protecting their safety, but use few tools specifically designed
for security and privacy. Our results suggest that if even high-
risk users with clear risk conceptions view existing tools as
insufficiently effective to merit the cost of use, these tools are
not actually addressing their real security needs. Our findings
underscore the importance of more holistic design of security
tools to address both online and offline axes of safety.

1 Introduction

In recent years, there has been a massive increase in the num-
ber of sex workers working partly or exclusively through the
Internet [15]. Sex work is prohibited or heavily regulated
in most countries, resulting in many sex workers needing to
manage digital and physical risks carefully while carrying
out their work. Even in countries where sex work is legal, the
profession is heavily stigmatized [63], and working legally
may not be an option for all workers [59, 69]. Furthermore,
sex work can be a risky business: in person, sex workers
may face aggressive or violent clients, and police or immigra-
tion action [37, 59]; online, sex workers may face doxxing,
harassment, or having their content stolen or misused [38].
Much like other end-users — but unlike previously studied
at-risk occupations such as journalists [50] — sex workers

rarely receive specialized digital security and privacy training
or customized security tools.

Further, sex workers make up a sizable portion of the pop-
ulation: an estimated 42 million people are engaged in sex
work worldwide [43, 56], spanning all genders, ethnicities,
and socioeconomic backgrounds [35,54,64]. A growing body
of sociological and HCI research has looked at how the In-
ternet has impacted the working conditions of sex workers,
including how they find and interact with clients [7, 11], con-
duct their businesses [63, 64], and even the forms of sex work
they do (for example, supplementing in-person sex work with
camming: live performance of sex acts on camera) [15,39,65].
Yet, while many recent studies on digitally-mediated sex work
touch upon safety management [63, 64], none, to our knowl-
edge, center the digital safety experiences and technical needs
of this high-risk population.

Our research goal is to elucidate how sex workers manage
their digital privacy and security. By understanding how a
population that knowingly operates in risky physical, legal,
and social contexts makes decisions around digital privacy
and security, where the consequences of unwanted exposure
can be significant, we hope to better understand (1) how tech-
nology can better address the specific safety needs of this
particular population, (2) how awareness of serious risk influ-
ences digital security and privacy behavior, and (3) whether
existing safety strategies and tools leave some needs unmet
or force unwanted trade-offs. A better understanding of how
this population manages digital safety can also inform our
approach to improving digital security for end-users more
broadly.

Through 29 semi-structured interviews with sex workers
in Germany and Switzerland and a survey of 65 sex workers
in Germany, Switzerland, and the UK (all countries in which
sex work is legal but regulated), we explore sex workers’ self-
defined safety goals, the risks they identify to those goals
in terms of both adversaries they frequently defend against
as well as the digital tools that make protecting themselves
difficult, and the concrete strategies and tools they use to
protect themselves against those risks.



Safety for our participants encompasses multiple axes, in-
cluding physical safety, financial security, having and enforc-
ing clear boundaries, respect, privacy, legality, and access to
a community of sex workers. Each of these axes of safety is
dependent on others; a threat to one axis may increase the
risks from another. For example, a sex worker failing to keep
their legal name private may increase chances of physical
threats like stalking or blackmail.

Our participants describe complex safety strategies, such as
the use of multiple devices, self-censorship online, and the cre-
ation of support communities, e.g., to warn each other about
dangerous clients. Yet, despite being aware of risks, and de-
spite the serious consequences of failing to protect themselves,
few participants engage with traditional tools specifically de-
signed for privacy and security such as privacy settings, Tor,
encrypted chat platforms, and password managers. Sex work-
ers view these tools as lacking sufficient efficacy to address
their risks or merit the effort of use. Instead, our work sug-
gests the need for a more comprehensive re-imagining of
what it means to be safe online, beyond individual tools and
settings, including scaling the home-grown protections that
high-risk users such as sex workers develop for themselves
out of necessity, such as multiple identities, and protections
that address both online and offline axes.

2 Related Work

Digitally-mediated sex work. Sex work is defined as the
exchange of sexual services for money, encompassing a broad
range of services such as escorting (i.e., full-service sex work),
erotic massage, porn acting, camming (performing live sex
acts on video), phone sex, professional domination (perform-
ing the dominant role in a BDSM relationship), and erotic
dancing. Sex work is increasingly digitally-mediated, offering
both new opportunities and challenges [37].

Prior work has examined the impact of the Internet on sex
work through an economic lens. In 2011, Cunningham and
Kendall found that the rise in digital sex work was due to over-
all increases in the commercial sex market and not from the
migration of street-based sex workers to digital spaces [15].
Sanders et al. also found that, in 2016, 35% of escorts based
in the U.K. were doing some form of digital sex work in addi-
tion to outdoor sex work [63]. Workers engaging in digitally-
mediated sex work also had higher earnings than outdoor
(street) workers [15]. Prior work suggests these economic
gains are related to the Internet’s utility as a tool for adver-
tising to clients, allowing sex workers a greater amount of
control over their ads and the clients they accept [7, 11, 64].
The Internet has also enabled new forms of sex work that
are entirely digital, like camming [39]. Furthermore, the in-
creased prevalence of the Internet has created new spaces for
digital activism and community among sex workers [22].

The Internet can also reduce sex workers’ risks. Strohmayer
et al. describe the ways that sex-worker support services use

digital technologies to better provide services [68], and in
subsequent work examined in particular the Bad Client and
Aggressor List used by sex workers in Canada to share warn-
ings about potentially dangerous clients with one another [67].
Additional work shows that digital mediation of sex work re-
duces rates of law enforcement interactions, in turn lowering
the risk of harassment or arrest [11, 15].

Nonetheless, sex workers still experience risks online and
offline, and the Internet is increasingly intertwined with their
safety management strategies. Several studies have discussed
how sex workers manage risk via the Internet. Moorman and
Harrison examine Backpage ads to learn how sex workers in
the U.S. manage risk through carefully crafted ad language,
and find that risk management differs across race and gender,
with Black women and transgender sex workers exhibiting
the most risk management [54]. Sanders et al. find in their
survey of U.K.-based sex workers that most (80%) had been
recent victims of crime, and enumerate ways they manage risk
through strategies like using pseudonyms on digital platforms,
screening for bad clients in forums, and relying on social
media to have safety check-ins with friends or partners [64].
In this work, we build on existing knowledge of sex work risk
management to hone in on the relationship between safety
goals and risk management strategies, focusing on where
digital safety strategies succeed and fail.

Digital privacy & security. There is an extensive body of
research on tools and strategies for digital privacy and security.
Multiple studies have examined the usability of various secu-
rity tools and privacy enhancing technologies like encrypted
chat (e.g., [1, 2]), Tor (e.g., [25, 72]), passwords and pass-
word managers (e.g., [9, 34]), and two-factor authentication
(e.g., [14, 21]). General themes from these studies suggest
that managing complex systems (as privacy and security tools
often are) is difficult for many users, and the trade-offs users
make based on perceived costs and perceived risks may lead
to low adoption of even well-designed tools [8,31,62]. In this
work, we examine whether users who perceive their digital
risks more concretely, and who have arguably more severe
risks, utilize more or different tools and protective behaviors.

Other work has focused specifically on how marginalized
or otherwise high-risk populations manage privacy and secu-
rity. Lerner et al. found that among transgender people, the
Internet provided significant benefits in terms of activism and
promoting representation of trans people, while creating new
risks like blackmail and doxxing [42]. Guberek et al. studied
privacy and security behaviors of undocumented immigrants,
finding that participants took few concrete steps to protect
their digital privacy and security [27], while Simko et al. ex-
amined U.S. refugees’ digital privacy and security, finding
that cultural differences impacted knowledge of digital risks,
as well as the usability of security mechanisms like account
recovery questions [66]. In prior work examining a high-risk
occupation that depends on the Internet, McGregor et al. stud-



ied journalists’ digital protective strategies and found that
participants stopped using or were unable to use some secure
tools because they were disruptive to or incompatible with
their journalistic workflow, and that using secure tools with
sources was challenging because both parties needed to use
the tool for it to be effective [50]. Building on this prior work,
we examine a high-risk population whose members frequently
have multiple, intersecting high-risk identities, including gen-
der identity [35] and immigration status [69]. Like journalists,
sex workers often use the Internet for work, but without the
specialized training or tools journalists often have.

Additional prior work has examined how technology is
used in relationships with intimate partner violence (IPV) to
create harm [24, 30, 46], while yet other work has examined
end-users’ security and privacy considerations during online
dating [13, 26]. Our work focuses on digital security and
privacy within commercial, regulated sexual contexts rather
than non-commercial relationship contexts, though some risks
may overlap.

3 Methods

We seek to understand (1) sex workers’ safety goals; (2) the
privacy and security challenges sex workers face in achieving
those goals; and (3) the strategies workers use to mitigate
those risks and achieve their safety goals. To answer our
research questions, we conducted, in late 2018 and early 2019,
interviews (n=29) and surveys (n=65) with sex workers in
European countries in which sex work is legal.

Ethical considerations. As our participants are members
of a high-risk population, we not only consulted with an ethics
review board but also hired a sex worker to review our study
materials for ethics and appropriateness. Further, we took care
to protect participant privacy and ensure, as much as possible,
that our work does not risk identifying participants. Specif-
ically, we (1) collect no personally identifiable information,
including collecting no demographic data, and (2) use end-to-
end encrypted tools in all study communications. As we did
not collect participants’ demographics, we use gender-neutral
pronouns for all participants throughout the paper.

3.1 Participant Recruitment

Our recruitment strategy was designed to capture a broad
range of sex workers and their experiences, within legal, reg-
ulated contexts. We recruited interview participants by dis-
tributing recruitment flyers, both in English and German, at
brothels in multiple cities, at multiple points of time, in Ger-
many and Switzerland. We further contacted brothels and
sex work organizations via email and phone calls. Organiza-
tions that were willing distributed our advertising materials to
their constituents. Lastly, participants were recruited through

snowball sampling, where participants recommended other
sex workers. Participants were incentivized with an additional
10 Euro/CHF for referrals. Hard-to-reach populations like sex
workers are often studied via such participant-driven sam-
pling [4, 36, 51]. However, such sampling methods can limit
generalizability. We used our multi-method recruitment ap-
proach to maximize generalizability — fewer than 10% of our
participants came from snowball sampling.

Participants signed up for the study via an online form.
They were given the option of creating an anonymous Pro-
tonMail account for scheduling and for compensation, or pro-
viding an email address of their choosing. Overall, the re-
cruitment process for this study took over four months; our
experience collecting data is described in more detail in [60].

Participant descriptives. While we did not collect demo-
graphic information to ensure the anonymity and establish
trust with our participants, many participants mentioned as-
pects of their identity during conversation. We can therefore
describe at a high level the plurality of identities that our par-
ticipants held, which shows that our sample, much like the
sex worker population in Eupope [69], is diverse across many
identities. Our sample contained sex workers who identify as
both men and women, and not all of our participants identify
as cisgender. Our sample contained participants that are im-
migrants from Eastern Europe, North America, and Africa,
and participants who had varying levels of work authorization.
Not all participants were white. Finally, the sex workers we
spoke to varied in age and work experience; some had just
begun working in the last year, while others had been working
for multiple decades.

3.2 Interview Data Collection
Interview protocol. In our interviews, we sought to un-
derstand the safety goals, risks, and protective behaviors of
our participants. Participants were first asked background
questions to understand the type of sex work the participant
performed and how they typically used the Internet in their
work and personal life. Next, we probed their experiences of
safety, asking questions such as “What is safety to you as a
sex worker? How do you define safety?” We then probed their
perceived risks (e.g., whether they have had a negative expe-
rience online, what types of attacks and attackers they aim to
protect themselves against). We then explored participants’
strategies for maintaining their online safety (e.g., “Would
you say you do anything in particular to maintain your safety
online?”), including probing specific behaviors such as use
of security and privacy settings. Lastly, we asked participants
questions about additional sex-work-related topics, outside
the scope of this research paper.

Interview procedure. Participants chose to be interviewed
either via chat, voice, or video. As such, there are quotes that



may contain text-speak or emojis. Based on each participant’s
language preference, interviews were conducted in English or
German by members of the research team fluent in that lan-
guage. Interviews lasted on average 60 minutes, ranging from
approximately 30 minutes to 2 hours. For participant safety,
all interviews were conducted using private paid “rooms” on
Appear.in,1 an end-to-end encrypted communication service.
Participants were paid the equivalent of $75USD (75CHF
or 60 Euros) in the form of an Amazon gift card or money
transfer.2 Following each interview session, audio recordings
of the interviews, if applicable, were transcribed in the native
language. German transcripts (both chat and audio) were then
translated into English for analysis; bilingual members of the
research team consulted the original German transcripts dur-
ing analysis to ensure that tone, turns of phrase, and cultural
contexts were captured and included in quotes and coding.

3.3 Survey Data Collection
After conducting interviews, we developed a survey instru-
ment to gain a larger sample size and quantification of the
same topics and emergent themes explored in our interviews.
Specifically, we used an open-response question to probe re-
spondents’ definitions of safety: “How do you define safety
as a sex worker? What does it mean for you to be safe?” Four
closed-response questions asked about respondents’ use of
different digital tools (e.g., encrypted messaging applications,
Tor); their use of safety strategies mentioned by interview
participants (e.g., “I only communicate with clients on certain
devices, SIM cards, or apps”); and how legalization of sex
work and immigration status affected respondents’ feelings of
safety.3 Survey participants were recruited from sex workers
who contacted us to participate in the interview after inter-
views had concluded (early 2019), and were compensated
10EUR for roughly a 10-minute survey. As in our interview
study, respondents could take the survey in either German or
English.

3.4 Analysis
Interviews were analyzed using an open-coding process.
Three co-authors randomly selected four interview transcripts
to identify emerging themes and create a thematic framework
for the interview data. After creating a codebook, two of the
co-authors independently coded 10 interviews to reach clearer
insights into the interview data. All interview transcripts were
then double-coded, codings were reviewed by the researchers
after every two to three interviews, and any disagreements
were reconciled. Because the interviewers reviewed every

1Appear.in recently changed its name to Whereby.com.
2Sex workers in Germany and Switzerland earn between 50 and 600

Euros per hour; thus we aimed to compensate them appropriately for their
time participating in our study.

3The interview protocol, survey questions, and codebook can be found at
https://osf.io/9mj7k/.

independently-coded transcript together, we do not present
inter-rater reliability [49, 53].

Responses to the open-response survey question about
safety definitions were similarly analyzed using the same
codebook. The results of our closed-response survey ques-
tions are reported descriptively. As this work is exploratory
in nature, we had no hypotheses and thus make no statistical
comparisons.

3.5 Limitations
Our results may be limited in their generalizability and by
participants’ willingness to share sensitive experiences. While
we did our best to use many recruitment methods, conduct
our study in multiple languages and at different sites, use non-
judgmental language, and offer participants a high degree of
privacy to encourage sharing, we cannot be sure that we ex-
haustively captured all possible experiences and strategies of
sex workers in countries where sex work is legal. However,
our results provide a set of concrete insights into the expe-
riences and safety strategies of a high-risk population, not
previously studied in the security literature.

4 Results

Based on the responses from both interview and survey par-
ticipants,4 we describe the privacy and security goals of our
participants, the threats they see to those goals, and the strate-
gies they use to protect themselves.

4.1 Definitions of Safety
We identify seven common safety goals. Most participants
mentioned physical safety, and many talked about financial
security, clear boundaries, and privacy. For some respect, le-
gality, and access to community were important safety aspects.
The ways that our participants define safety are intimately
connected with their digital security needs and guide their
protective strategies. By considering our participants’ holistic
safety goals [61], we can better understand their decision-
making processes and unmet safety and security needs. While
we describe each safety goal separately, these goals are inter-
connected and were often discussed together by participants.
For example, both financial security and privacy may be nec-
essary to minimize the risk of physical harm.

Physical safety. Most participants’ definitions of safety in-
cluded physical safety, which often encompassed being pro-
tected from physical assault or threat of assault by aggressive
clients. As one survey participant stated, safety means “be-
ing able to work without fear of abuse or aggression” (S36).

4We use participant IDs to refer to interview (P) and survey (S) partici-
pants.

https://osf.io/9mj7k/


That said, not all participants feared for their physical safety.
Although we cannot report safety fears by gender due to par-
ticipant protections, one participant’s response suggested that
their race and gender impacted their sense of safety: “Since I
am a very privileged white cis male I don’t think about safety
so much.” (S12) This difference in safety concerns across race
and gender is consistent with other studies [54].

Many participants discussed physical safety as being re-
lated to having the necessary resources — including supplies,
a safe physical space in which to work, and access to health-
care and the ability to enforce safe sex practices such as the
use of condoms — to safely do their work. P11 describes:

“Safety for me means: I can do my job in an en-
vironment that doesn’t endanger me and provides
me with the necessary stuff to protect me. I need
gloves and condoms, for example. I also like to not
be raped and killed on the job, so I prefer working
in a studio with colleagues present.” (P11)

Some participants described safety as when their protective
strategies — including digital strategies — were in place (we
discuss protective strategies in more detail in Section 4.3).
For example, one participant shared:

“I’m safe when people know where I am. . . I like
when the clients send me photos before of them
because when I don’t know the face of the guy I am
very scared.” (P10)

Financial security. For many participants, financial secu-
rity is a primary component of safety. Participants mentioned
that financial security depends on sex workers being compen-
sated fairly and having access to health insurance and other
government and social safety nets. Financial security also ties
closely into physical safety. For example, several participants
mentioned that when they are financially secure, they are able
to turn away clients who make them feel unsafe. For example,
S31 explains:

“I don’t use drugs, don’t gamble, have no debts, no
financially needy relatives etc so I feel zero pressure
to accept bookings. . . if I had to accept jobs against
my better judgement eg someone who’s obviously
drunk or aggressive... or demanding services I don’t
offer, I would be unsafe.” (S31)

Clear boundaries. Many participants’ definitions of safety
involved ideas of boundaries, psychological well-being, and,
as S9 put it, “to have control.” Participants reported feel-
ing safe when their physical and sexual boundaries were re-
spected, but also when their personal time was respected, as
well as when digital boundaries they established between their
work and personal lives were honored. P8 describes:

“Safety is knowing. . . that my boundaries won’t get
crossed, like pushed to have unprotected sex. That
I’ll get paid for what I asked and that the hours will
be clear and done.” (P8)

Respect. Many participants connected their safety and well-
being to being respected by clients and society at large. S10
stated that safety means “not feeling that society thinks it’s
normal for me to get hurt.” P20 expands on this idea, saying
that safety is intertwined with being protected from discrimi-
nation and stigma:

“The absence of fear of suffering personal or finan-
cial disadvantages due to one’s activity. . . where
the rule of law prevails over personal reservations.
Working as a [sex worker] should be recognized as
a normal job.” (P20)

Privacy. Respect and privacy are often linked. P6 says:

“Privacy is directly tied in with safety from harass-
ment these days. Safety is about working safe in a
society that treats me with respect and respects my
privacy as well.” (P6)

For others, feeling safe is directly connected to their abil-
ity to control the privacy of their personal information from
clients and/or from their social networks.

“For me, privacy is when clients don’t know my
name or address and can only contact me when I
allow it. . . . An unannounced visit from a friend
would be something nice. An unannounced visit
from a client would be a catastrophe.” (P14)

Many participants worried about being “outed,” or publicly
identified as a sex worker against their wishes. The potential
consequences of being outed range from embarrassment to
blackmail and threats of physical violence. P10 shared:

“I have a friend who [was blackmailed]. And if
she didn’t pay [the blackmailer], [they] would tell
all the . . . neighborhood . . . My friend was born in
a Muslim family, so it’s more difficult. . . . If her
family knows it, and if neighborhood knows it, she
said to me that it would be the end of social life for
her family.” (P10)

This demonstrates how closely related privacy and physical
safety are: if privacy goals are not met, it may lead directly to
physical danger.

Legality. For some participants, safety stems from working
legally and having access to support services:

“I want to be recognized as a legit business. I want
to tax my income and also deduct my expenses. I



want to qualify for social security. I also want a
safe way to advertise and find clients. I want to be
protected by law, if a client misbehaves.” (P6)

S22 describes how working in environments where clients
feared law enforcement — because the location where they
were pursuing services was not in compliance with legal
regulation — makes their job less safe:

“[I want] to work as little as possible in ‘gray / dark’
environments, such that customers [don’t] have the
feeling of needing to hide - [then] it is easier for me
to vet them ahead of time.” (S22)

For some participants, like P6, safety meant being able to
call the police if they had a negative experience or were in
danger. However, among our participants the ability to call the
police safely might depend on whether they were officially
registered as a sex worker, which was often, in turn, related to
their immigration and work authorization status. Thus, some
participants instead described safety as minimizing contact
with the police as much as possible. S2 explains:

“One of my sex worker friends is an undocumented
migrant. . . She has no right to access healthcare.
She is very distrustful of police and the authorities.
She guards her privacy and anonymity more than
other sex workers I know.” (S2)

Access to community. Having access to a support commu-
nity of other sex workers can also be an important component
of safety. These support communities may be online or offline,
as suggested by other work on sex workers [22, 64]. These
online spaces can provide emotional or logistical support in
the case of a negative experience, or just a place to feel val-
idated and less isolated. S52 identifies that to feel safe, it is
important for them to “ensure I get things off my chest. . . with
other sex workers in-house or online when I can.”

While these communities can provide safety education and
resources, participants may face significant barriers to achiev-
ing and maintaining them. Policies regulating the use of online
platforms for sex-work-related topics, even if not used for sex
work itself, threaten the existence of these communities.

4.2 Perceptions of Risk
We next discuss the sources of risk identified by our partici-
pants. Unsurprisingly, clients pose a significant threat. Risks
from clients often manifest on multiple safety axes. For exam-
ple, clients may violate a sex worker’s boundaries by finding
their personal Facebook. If the sex worker’s legal name is ex-
posed, this can create risks of stalking and blackmail, which
in turn increases risks to their physical security.

However, risk also stems from the legal and technical land-
scape in which sex work is conducted. Laws that regulate
sex work (or business more generally) create opportunities

for unwanted information exposure. Similarly, digital plat-
forms create information exposure risks through the ways
they moderate content and (dis)allow sexually-explicit uses,
which may threaten the financial security and physical safety
of participants. Finally, even the non-sexual policies of dig-
ital platforms — like “real name” requirements and people
recommendation algorithms — create privacy risks for sex
workers.

Risks from clients. Clients were often the most direct
threat to workers’ physical safety. Several participants shared
stories of physical assault, while many others discussed expe-
riences with harassment and stalking:

“If you decide to close the [work] relation[ship]
[some clients] become obsessive. A couple of
times. . . I have been blackmailed, threaten they’d
expose my activities online to my peers and family.
Others have just showed up on my place of work
looking for me. . . It’s very unsettling, but with the
right precautions I’ve learnt to avoid it. I’d much
rather lose money than meet someone with potential
to cause problems.” (P17)

Efforts to avoid dangerous clients may threaten a partici-
pant’s financial security. Furthermore, the threat of stalking
and blackmail from clients often led participants to not only
focus on physical safety, but also discuss the importance of
privacy. In particular, keeping their real name and location
private from clients was important for staying safe both online
and offline. As P11 stated, “I don’t want clients to show up
at my university or worse, at my flat. Some clients can get
attached.” P24 had similar concerns, and shared a story illus-
trating the intersection between privacy and physical safety:

“My lovely partner, who is also a photographer,
has photographed me a couple times. I wasn’t very
smart and published my photos with his tag on a
relatively public forum. . . Then, a client of mine
who was very fond of me — which I also wasn’t
totally aware of — did some research and figured
out who my boyfriend is. He found our places of
business and then of course knew what we do in
our free time, what our names are. . . Since then, I
pay extremely close attention which tag is on the
pictures.” (P24)

While some negative experiences with clients may pose
physical safety risks, other participants described clients
threatening their boundaries by draining workers’ time and re-
sources: “time-wasters” just looking to chat or ask for photos
without intending to book a session.

Legal risks. The extent to which sex work is legalized, and
how it is regulated, influences how safe many sex workers feel



while working. Our interview participants worked primarily
in Germany and Switzerland, where sex work is legal, but
several had also worked abroad in countries with different
legal frameworks. Their experiences both in Germany and
Switzerland, as well as abroad, highlight that the different
ways legality is defined impacts their safety. Several partic-
ipants noted that when countries follow the Nordic model,
in which selling sex is not illegal but buying sexual services
is [59], they feel less safe. Our survey supported this: two-
thirds of respondents reported that whether they were legally
permitted to work as a sex worker affected how safe they felt.
One participant explained that this was because clients are
more afraid and less willing to share their real information
with sex workers when the client is buying illegal services;
sex workers rely on this information to vet new clients, or
to check that an unknown client does not have a bad reputa-
tion among other sex workers [7, 67]. P10 described related
challenges from working in France:

“If guys want to see escorts they [must] pay like
1,000 Euros if they are [caught]. So that makes the
job more difficult because you have to stay in this
in secret. . . . If you have a problem you can’t [call]
the police.” (P10)

Even when working in a country where sex work is legal,
a worker’s immigration status may prevent them from legally
registering as a sex worker. Of those we surveyed, 20% re-
ported that they felt “insecure” or “very insecure” because
of their immigration status. In particular, our participants de-
scribed how the inability to work legally due to immigration
status or the country’s legal framework results in a lack of ac-
cess to law enforcement, trustworthy clients, healthcare, and
other safety nets, leading to risks to physical safety, respect,
and financial security.

Even among those who are eligible to work legally, discom-
fort with the way legalized sex work is regulated can create
safety issues. For example, as of 2017, German sex workers
are required to register in order to work [10]. Some partic-
ipants worried about how the government might use such
data about them. Two participants shared that the registration
requirements reminded them of the Nazi era:

“The registration and the new law, that concerns
me. . . . I don’t want to give them all my data. . . I
feel like I’m in the 30’s. Of course I have concerns
about that. . . [will] the moment ever come where
there are like, online raids and people try to track
our profiles?” (P12)

P26 had similar thoughts, and said, “maybe the [registra-
tion] data isn’t being mishandled today, but in the future it
could be.” This highlights the tension between legality and
privacy; in order to be compliant, sex workers in Germany
must sacrifice personal information that they may feel puts
them at risk.

According to P16, the registration requirement also creates
divisions between sex workers and makes it more difficult for
sex workers to organize together, as their goals and needs are
different. This creates barriers to building community, which
in turn creates a barrier to staying safe:

“There is absolutely no worker solidarity between
the German workers and the non-German workers.
They’re happy for all of us [non-German workers]
to basically die in the gutter, and it’s very frustrating.
I blame the way that the laws are set up in Germany,
because it puts sex workers into two camps, those
who are legal and compliant with German law, and
those who. . . still need to work, but they can’t get
licenses.” (P16)

Several of our participants also expressed anger at the ways
FOSTA-SESTA impacted their work even in Europe. FOSTA-
SESTA is a 2018 law passed by the United States Congress,
which was purportedly designed to remove protection from
liability for websites that facilitate sex trafficking. The effect
was that many sites that sex workers had used to advertise,
screen, and build community, including Backpage.com, were
taken down or categorically excluded sex work from their
platform [3, 12]:

“Backpage was really great and SESTA/FOSTA re-
ally sucks. . . especially here in Germany where my
job is totally legal and I pay taxes. Pretty frustrated.
[It used to be] about 30% of income and I still didn’t
recover from it. Backpage was very easy to use for
clients.” (P13)

P2 worried that FOSTA-SESTA and similar laws would
soon block them from all platforms they use to do sex work:

“When I see stuff like FOSTA, it’s also a question
of time and when Europe will become similar. And
then there’ll probably be nothing left for us except
to manage everything by hand.” (P2)

Non-sex-work-specific laws also impact the safety of sex
workers. For example, Germany has an imprint requirement
for websites (“Impressumspflicht”), requiring websites to list
the website operator’s legal name, address, and contact infor-
mation [17]. Many participants mentioned that this require-
ment threatens their privacy and potentially their physical
safety because they must either list their real contact informa-
tion on a site on which they otherwise use a pseudonym, or
risk being in violation of the law.

Risks from digital sex-work platforms. Even digital sex-
work platforms pose safety risks to sex workers. Several par-
ticipants reported having their intellectual property — photos
of them or composed advertisements they had created —
stolen and republished on other sex-work advertising websites



that they had never used before. The business strategy of these
websites is to steal workers’ ads with legitimate photos and
contact information in order to draw in customers, hoping
that when the sex worker whose content has been stolen be-
gins receiving calls from clients who found them on the new
site, they choose to begin using the website in earnest. Some-
times, these new websites use workers’ photos to advertise
services the sex worker does not actually offer, creating risks
to their physical safety if a client contacts them expecting
those services. The participants to whom this happened de-
scribed having their content stolen as an upsetting violation
of their boundaries and privacy. Potential recourse, which
might involve commissioning a lawyer to send a take-down
notice, was described as “too laborious” (P14) or unlikely to
be successful:

“I haven’t been able to get mine down. . . . I know a
lot of people have [tried very hard], and they don’t
take them down. And that’s the thing with being
criminalized, it’s like where do we even turn? No
one cares about people stealing your stuff.” (P18)

Risks from other digital platforms. Sex workers also ex-
perience harm on non-sex-work digital platforms due to plat-
form rules and community standards. American-based digi-
tal payment platforms, like Paypal, are especially challeng-
ing for sex workers. Paypal offers a popular and simple way
to transfer money, but is not a reliable tool for sex workers.
Many of our participants reported having accounts frozen or
deleted, sometimes blocking access to their funds. This is
likely done under Paypal’s “Acceptable Use Policy,” which
prohibits “transactions involving. . . certain sexually oriented
materials or services” [58].

The lack of reliable, common payment platforms, and the
risk that popular payment platforms like Paypal will freeze or
disable their accounts, sometimes left our participants with
difficult choices for processing payments and made financial
security more difficult. While many still use cash primarily,
cash posed challenges for large payments and for digital sex
work. We discuss participants’ strategies for working around
these limitations in Section 4.3.

Even when workers do not use digital platforms for sex
work, they may experience harms due to their identity as a sex
worker. Many participants talked about how they could not
use American social media platforms to discuss, let alone ad-
vertise, their legal sex work services because these platforms
had rules against sexually-explicit content. One participant
shared their experience of being banned from a social media
platform without warning or notice:

“I had I don’t know how many followers on Insta-
gram and at some point. . . it was just deleted. . . that
definitely hurt my business . . . since a lot of clients
say, yeah, where can I find pictures of you or some-

thing and then I would just send a link to my Insta-
gram account and that was convenient.” (P4)

As P20 put it, “Google is now a market driver and one has
to submit to their ‘norms.’. . . Or Facebook.” In many cases,
there is no recourse to being banned [5, 7].

Similarly, two participants talked about being banned from
AirBnB, despite never using the platform for sex work — as
far as they can tell, their identity as a sex worker alone was
enough to get them permanently banned from the platform:5

“AirBnB bans workers just for being [sex workers].
They have not shown their face, don’t use same
email or phone. . . and they don’t [do sex] work from
[an] AirBnB and they got banned.” (P13)

While digital platforms such as PayPal, Facebook, and
AirBnB are based in the U.S., they operate at a global scale.
The imposition of American-driven community standards on
sex workers working legally has significant repercussions for
nearly every aspects of workers’ safety we identified above:
physical, financial, privacy, and the ability to set boundaries
and create and maintain community.

Digitally-mediated interpersonal risks. Digital platforms
can also enable or facilitate risks to sex workers from other
platform users. Several participants described challenges with
platforms that require them to share their legal name. P3
explained how this made Paypal dangerous by exposing their
legal name to clients when they pay:

“Being able to use Paypal would be awesome. . . [it
doesn’t work because] we’re all criminals. And
I work under an alias. Paypal doesn’t allow that.
Paypal and also Amazon are U.S.-led companies.
You’ll be kicked out if you do sex work” (P3)

These “real name” policies have long been documented
as dangerous or damaging, for example for trans people who
have not had a legal name change [16,29]. For our participants,
many of whom use an alias when they work for safety pur-
poses, such policies risk exposing their legal name to clients,
and thus threaten participants’ boundaries, their privacy, and
potentially their physical safety by increasing the risk of stalk-
ing or blackmail.

Instances of digitally-mediated context collapse, in which
a platform forces the intersection of previously distinct au-
diences [44], had similar consequences on our participants’
goals. Multiple participants discussed having clients contact
them through a social media or dating site that they did not
use for sex work, or friends and family finding their sex work
accounts. Sometimes this is a direct result of platform design

5AirBnB filed patents for technology that allows them to identify sex
workers and those that are mentally ill in 2018 [18], but reports surfaced
regarding AirBnB discriminating against sex workers as early as 2016 [57].



rather than deliberate snooping. For example, Facebook’s Peo-
ple You May Know (PYMK) algorithm is known [32, 71] to
cause this issue:

“I wanted a second account with Facebook [for
clients to interact with me]. I had a different email
address. . . I didn’t want my friends to see it at all,
but they were suggested to me [by Facebook] im-
mediately. . . [so] I just deleted it right away.” (P29)

Regardless of the mechanism through which a sex worker
is found, the experience is violating and threatens workers’
established boundaries:

“Somebody found my [private] Tinder profile. . . . I
did simply explain to him that I found that a bit
stalking-like what he was doing. And that I didn’t
appreciate such personal contact. He carried it so far
to search and find my private Facebook profile, then
I blocked him. I don’t want to have personal contact
with my clients on my Facebook profile.. . . That
also destroys my image as dominatrix.” (P21)

While some described strategies for avoiding these privacy
violating experiences (see Section 4.3), others shared this sen-
timent with P23: “there are things that are just unavoidable.”

4.3 Safety Strategies
Many participants took steps to meet their safety goals and
avoid potential threats to those goals. Rather than being tech-
nically complex, participants mainly relied on manual pro-
tective strategies, such as vetting clients, self-censorship, and
keeping two separate devices. While technology made some
of these strategies more effective, few participants relied on
security tools to be safe online. Often this was due to secu-
rity tools and features being a burden, disrupting other safety
strategies, or being difficult for clients to use, leading to a lack
of adoption or abandonment.

Covering. A common strategy our participants used to pro-
tect their physical safety is to “cover,” or tell a friend or col-
league the details of an appointment beforehand, so that they
can contact the police or another emergency contact if the
person does not check in at a pre-planned time. This strategy
was used by 68% of our survey respondents. P2 described
their strategy, and how the Internet helps them feel safer:

“Someone almost always knows where I am. I’ll put
out some updates in regular intervals, call someone
or do a video chat or something. . . . My safety sys-
tem without the Internet would. . . not completely
fall apart, but. . . it wouldn’t be as comfortable. And
also not as comprehensive.” (P2)

However, the effectiveness of covering depends on having
a reliable contact to provide cover, and on being diligent about

checking in while at the appointment. P5 shared a story about
forgetting to check in with their contact:

“In the heat of the moment I forgot to check the
time and then someone knocked on the door and
there were two men and the hotel manager at the
door and it was then, of course, super embarrassing.”
(P5)

Several participants described wishing that there were bet-
ter mechanisms for doing this without needing to depend on
other people, which can be cumbersome and unreliable. P27
envisioned an app or other digitally-mediated platform that
could possibly fill this role:

“Especially for women. . . [who] don’t speak the
language. . . . they would enter where they are and
for how long and they could push a button to say
that they’re there. And then after the time runs out
again, that they’re out again. Of course, with a gen-
erated password each time. When that doesn’t hap-
pen. . . the person that you entered as an emergency
contact gets contacted by the app. If you don’t have
anyone, then it’s the administrator that alerts the
necessary authorities.” (P27)

P27 also suggested that if this type of covering tool existed,
it would also work as a deterrent for aggressive clients, and
that “probably it would be enough, if johns knew that there
was something like that.”

Vetting clients. Some interview participants talked about
vetting clients prior to meeting them in person, and 51% of
survey respondents said they gather information about clients
before meeting them.

Vetting can take two forms. In the first form, sex workers
use their networks to check information from the client (for
example, name or phone number) with friends or in private
online forums, in order to see whether a client has a bad
reputation among other sex workers or had been reported for
being violent. These forums might contain others’ reports
of negative experiences, complete or partly obscured phone
numbers, or physical descriptions of bad clients, similar to
the Bad Client and Aggressor List described by Strohmayer
et al. [67].

One participant mentioned the National Ugly Mugs, which
maintains a large, centralized digital services for reporting
and searching clients in the U.K. [55], but expressed frustra-
tion that the service only covered the U.K. In Germany and
Switzerland, our participants did not mention such a central-
ized service, and several complained that the lack of such a
service made vetting clients difficult.

Participants reported that vetting networks and platforms —
centralized or otherwise — were not without issues, such as
incompleteness or inconsistent formatting of data that makes
search difficult.



Vetting also depends on the ability of the worker to get
accurate information about the client before meeting them.
Some participants reported that clients’ willingness to share
information depended on buying sex being legal, as fear of
being caught would lead them to hide their information. P2
described facing several such challenges when vetting clients
through shared online databases:

“It’s always dependent on what information I’m
provided with. . . If I don’t get anything, then I can’t
search for anything. . . . The problem with that is
that there’s really no databank. There isn’t anything
standardized. [It] would just be better, if it would
run centrally. And that there would be standards. A
main problem with those forums is that the phone
numbers are never consistently entered.” (P2)

In the second form of vetting, the screening process is
less about checking for previous bad behavior, and instead
intended to “separate the wheat from the chaff” (P20). This
type of vetting was also reported by Moorman et al. [54]. This
was often a strategy developed over time and through trial-
and-error, and might be beneficial in both protecting their time
and finding respectful clients. P6 described how this process
also helps filter out clients who might push other boundaries
as well:

“I optimized my contact method over the years to
find a system that provides me with a way to weed
out idiots. Making it quite high maintenance to con-
tact me — [by making them contact me] in a very
particular way — makes it easier to make sure that
those who follow my protocol really want to book
me. . . . In my experience, if I have high obstacles
and people are willing to take them, I can expect
them to also follow my [other] rules later.” (P6)

With both forms of vetting, participants said they used
blocking features liberally when clients or potential clients
were rude or pushy with their boundaries, e.g., within Whats-
App, on advertising platforms, or for phone calls and SMS.

Managing digital identities. Privacy is a critical safety
goal for many sex workers, and also a goal that helps to fa-
cilitate other safety goals including maintaining boundaries
and protecting physical safety, for example from stalking. Sex
workers’ efforts around digital privacy and security largely
focused on ensuring that the digital identities used for work
could not be connected back to their legal identity or contact
information and ensuring separation between different digital
identities.

To protect their identities, many participants described us-
ing an alias while doing sex work, and 77% of our survey
respondents reported using a fake name or otherwise conceal-
ing information about themselves from clients. One worker
even developed a service that would allow them, and other

workers, to avoid using their real name and address while
satisfying German website imprint requirements: “I helped
to develop and offer a service where sex workers can use the
official union address as their address for their websites to
secure their privacy” (P6). This is one example of how having
access to a community, in this case a workers’ union, helps
promote safety.

Some sex workers are “out,” or public about being a sex
worker in their personal lives. However, being out is not a
binary; multiple participants who considered themselves “out”
still had family members who did not know, or social contexts
in which they did not want to be known as a sex worker. For
example, P3 said they don’t worry about sex work advertising
sites collecting personal information, but at the same time
they are careful about keeping some personal information off
of other platforms:

“I try to keep my real name out from Facebook. My
dad is on FB and he doesn’t know what I do. My
address, where my boyfriend lives. He works for
the church. That is not allowed to come out. . . My
[website] imprint is through a third party.” (P3)

P14 also explained how being out does not necessarily
mean that clients know their personal information: “It’s ac-
tually strange, because I’m ‘out’ privately, but none of my
clients know my real name or my address.”

As an alternative to providing false information, or not
providing information at all, some workers provide details
that have an element of truth but still protect their privacy. For
example, P19 described how sharing information that’s close
to accurate but still vague helps their business by making
clients feel special or trusted:

“It’s also a marketing strategy. A lot of guests are
also interested in the person behind the dominatrix,
so I give them something to ‘chew on.’ ” (P19)

Finally, many participants protect their privacy by main-
taining multiple digital profiles (one or more for work and
one for personal use) and attempting to keep those profiles
separate through the use of separate accounts or even devices
(66% of survey respondents):

“I had only one mobile for a long time, but then
[I got another one]. . . . You give your number to
people, and at one point they come up with the
clever idea to google the number, so they can see
immediately what you do for a living. . . . And I
started to work a lot with WhatsApp statuses. And
then there is the problem that if you want to post
a WhatsApp status for work, you want maybe a
picture that is a little bit more suggestive. And it
is not so good if your private circle of friends sees
that, because not everybody knows what you are
doing.” (P21)



While keeping separate devices was common, it is also
burdensome, and not all participants chose to do it over the
long term:

“For a long time I had another phone with a dif-
ferent number and different WhatsApp but then I
noticed that it was just too much work for me, sepa-
rating them. And then I was also really slow to get
back to [clients]. Then that went under and I just
found it easier to just have one number.” (P12)

P18 describes the cost of keeping separate identities:

“I mean obviously I wish that sex work wasn’t con-
sidered shameful and I could post to my heart’s
delight. It’s also time consuming and it’s annoying,
stressful. It’s like even though my family knows, I
know it would be embarrassing to them if I came
out as a sex worker, for them to have to explain
that to their friends. That’s bullshit, but it’s true. It’s
stressful having all these phones and personas and
things I have to remember. I’m like, ‘Shit, did I
miss that when I put this up?’ All the time.” (P18)

Beyond finding it difficult or not worth their time, partici-
pants also mentioned that financial incentives might motivate
them to make exceptions to otherwise keeping their digital ac-
counts or devices separate. For example, P1 described a client
who found their personal social media account, an action for
which they would normally block a client. However, for one
particular client, they said: “He added me [on social media]
after he spent [a lot of money] in a 3 days row :D can’t really
be mad at him :DDD”

Self-censorship. While our participants sometimes had
considered reasons for relaxing or changing their rules around
keeping separate identities, the consequences of digital identi-
ties merging or linking back to participants’ personal lives or
information can be significant. In order to avoid this, some of
our participants went beyond maintaining separate profiles, or
using false names, to minimizing the amount of information
they have online at all.

Out of fear that clients will find their personal Facebook pro-
file or be recommended to them through PYMK, P13 decided
to keep their information on the profile extremely limited: “I
don’t have photos. I don’t have my city or school or uni.”

Keeping photos off of work accounts is more difficult, as
the photos are used to advertise. For these accounts, our par-
ticipants protected their identities by carefully curating photos
so that their face or identifying features like tattoos were not
visible (46% of survey respondents).

Participants also mentioned removing content from their
phones before crossing borders, for fear of being searched
and deported. P18 went as far as to completely shut down
their online accounts when traveling:

“I delete my whole work phone, everything incrim-
inating on my computer. I take down my website, I
take down all my apps. . . . If they feel suspicious for
some reason as I’m crossing and they search all my
stuff I don’t want that to lead to getting deported.”
(P18)

This practice was mentioned even by those working legally:

“I am legally allowed to work in most countries
where I work. [However,] I am scared of getting
banned from certain countries just for being a sex
worker so I remove all my info, account and website
and wipe my phone before travelling.” (S11)

However, as with keeping separate devices, some partic-
ipants stopped using such measures because they were too
cumbersome or felt ineffective. P16 describes the decision to
no longer hide their face in photos:

“I used to always blur out my face, which I don’t
do anymore. That was a conscious decision that I
knew would make me less safe. . . . I was tired of
doing a lot of photoshopping, and partly because I
felt a little bit safer in my work at the time, which
I don’t know if I do anymore, but. . . you can’t take
back. And clients connect very strongly with faces,
so it’s a good marketing move.” (P16)

Managing security & privacy settings. Few interview par-
ticipants depended on privacy and security settings within
their devices or online accounts to stay safe online. This was
reflected in the survey, where only 35% of respondents re-
ported changing security and privacy settings to be more
private or secure.

Of interview participants who did discuss modifying set-
tings, the two most commonly mentioned settings were visi-
bility settings on Facebook and location settings on mobile
devices. These settings, reasonably, correspond to some of the
more tangible physical risks that participants face — being
outed unintentionally, and being located or stalked. P18 ex-
plained how they changed their privacy settings to avoid being
found on Facebook:

“I used to get a lot of ‘Do you know this person’
about clients, even though we never interacted on
Facebook. I’ve never interacted with these clients
on Facebook and I don’t remember their real name
or anything, but they would pop up. . . . It’s not so
good. I had to make everything private.” (P18)

A few participants expressed doubt that security and privacy
settings would be effective. As P8 put it, “If we are online,
there isn’t a lot of hope for privacy.” P21 explained that they
do not trust privacy settings, and instead will opt for physical
or hardware solutions such as removing a phone from a room,



or using multiple devices, to make sure their mobile phone
does not collect information they do not want it to:

“I don’t really trust the whole system in this respect.
I think it doesn’t matter if you put [settings] on or
off. In case of doubt the phone will listen in, go
along, take notes. Sometimes, when I have to talk
about something, I mind that there isn’t a phone in
the room.” (P21)

That people do not or cannot rely on in-platform settings
to regulate their boundaries has also been observed in the
general population [73].

Security-focused tools. Similarly, few participants men-
tioned using tools specifically built for security and privacy.
In our survey, we asked whether they used several security
tools: encrypted messaging applications like WhatsApp or
Signal (32% reported using), a VPN (14%), encrypted email
(9%), Tor (9%), Password Managers (8%), or cryptocurrency
(5%). Interview participants reported two main barriers to
using such tools: feeling that the tools were too challenging to
use — either for themselves or their clients — or feeling that
the tools were not sufficiently effective given the effort neces-
sary to use them. P21 describes a friend setting up encrypted
email for them, which P21 no longer uses:

“I have an acquaintance who [will] only write en-
crypted emails, but that’s very effortful. . . . [They]
had to download an extra program for me. There
you always had a key and then you had to mess
with it forever until you could read that email, this
was way too stupid for me.” (P21)

Security tools can also get in the way of participants’ work
or other safety goals. P16 explained that they previously used
a VPN to obscure their location, but stopped because it created
new privacy risks and interfered with their business:

“Many VPNs will sell your data. Also, many of
the advertising platforms either are partly location-
based or won’t let you use their services if you’re
not coming from the country that they’re based
in. One of the U.K. [sex work advertising] plat-
forms. . . you have to have a local phone number
and be accessing that website from an IP within
that country.” (P16)

Particularly of note, although many of our interview partici-
pants described having problems with payment processors and
two even lamented the lack of anonymous payment platforms,
none described using Bitcoin or another cryptocurrency. P3
said, “I’m not enough of a techie for that. . . [and] nobody’s
ever suggested it.” Instead, most sex workers relied on cash.
How well this works, of course, depends on their type of sex
work (e.g., cam performers cannot collect cash from viewers).

Further, even if a sex worker felt they were sufficiently
skilled to use a security tool, and felt that the tool was suf-
ficiently beneficial, their clients may lack the digital skill or
interest to use such tools. One survey respondent commented
on our list of protective strategies:

“I would gladly do all of the above, but that re-
ally only works when the customers participate:
Threema / Signal / Telegram, PGP-encryption, cryp-
tocurrency...” (S49)

As S49 points out, all parties must use it before a new
tool like a messaging app or payment system can be useful.
This barrier of needing others to also comply with a security
protocol was similarly identified by journalists looking to
communicate securely with sources [50].

Resignation and regret. Finally, some of our participants
expressed resignation or apathy about safety. Some partici-
pants felt there was little they could do to be “100% safe at
this job” (S15). This led some participants to disregard safety
practices because they felt that the behaviors are not effective
or that harm is inevitable — a common response to corporate
surveillance [20]. P25 said:

“When I think about it, it’s like how safe are you,
really? How protected are you, really, when Google
can find you anywhere, Facebook can find you any-
where? I think the aspect or the perception of safety
is a little like, you can be found if someone really
wants to find you. It’s not so difficult anymore, espe-
cially with online presence and everything else. It
really depends what you’re trying to achieve.” (P25)

P13 described how despite the serious risks for them, keep-
ing accounts separate in the course of using them day-to-day
felt impossible:

“I login to Kaufmich [a sex-work advertising site]
in browser on my personal phone and my Apple
account for work phone is registered to my passport
name. . . . I hate myself for it sometimes. . . . This
stuff could get me killed or deported. . . . I am not
prepared.” (P13)

Several other participants similarly described feeling regret
about taking insufficient precautions. Some expressed that
they had originally made choices they felt were unsafe when
creating an account, but now felt stuck with those choices; as
P16 put it, “You can’t erase what you’ve done on the Internet.”
This sense that it’s impossible to correct past mistakes may
keep some workers from engaging in more careful privacy
management in the future.



5 Discussion

Sex workers experience salient risks both offline and online.
Our findings show that our participants have nuanced and mul-
tidimensional conceptions of safety and a clear understanding
of both digital and offline risks. While physical security was
a critical part of safety, safety also included financial security,
respect, privacy, legality, clear online and offline boundaries,
and access to a community that could help support safety prac-
tices. Participants’ safety strategies must thus simultaneously
support multiple safety goals.

We further identify the primary sources of risk and safety
strategies of this high-risk population, who often need to use
the Internet to do their work but also face significant conse-
quences if their strategies fail. While our participants have
well-developed sex-work-specific protective strategies like
covering and vetting clients, many online strategies relied on
logical or physical mechanisms — e.g., having two mobile
phones, carefully keeping photos with their faces off the In-
ternet, and self-censoring in both work and personal online
spaces — rather than using, e.g., platform integrated privacy
settings. Few participants used dedicated security tools, and
those who did were likely to abandon them, either because
they felt the tools were more work than they were worth, or
because they disrupted competing work and safety goals.

5.1 Building for sex work.
Ultimately, many of the risks our participants face are not
solvable by improved privacy and security tools. Instead, ex-
plicit discrimination by social media and payment platforms,
poorly designed and explicitly anti-sex-work laws, as well as
stigma from the general population, contribute to a dangerous
work environment for sex workers. Solutions to the largest
problems depend on collective action leading to changing
perceptions of sex work, policy changes, and legal changes,
rather than the strategic deployment of technical solutions.

With this in mind, we identify two primary ways in which
technical tools can enhance sex worker safety. First, existing
tools could be modified to accommodate the use cases and
threat models experienced by sex workers. Second, new safety
tools that specifically address currently unmet sex worker
needs can be created.

Refining existing tools. Existing tools are especially well
positioned to address surveillance risks (e.g., at the border
while traveling internationally, by police or governments, or
by cross-platform tracking and data aggregation). However,
upon examining why these tools are not widely used, we
found that many violate other critical safety goals.

In particular, encrypted messaging tools like Signal and
WhatsApp could help sex workers keep message content pri-
vate from both government and corporate surveillance.6 How-

6WhatsApp no longer keeps messages to businesses private, and continues

ever, because both applications only allow a single profile per
phone number, safely using Signal or WhatsApp with both
work and personal contacts might further depend on having a
second SIM card or phone, lest the wrong audience see the
wrong name or profile photo. In this case, an application with
otherwise desirable security properties (e.g., end-to-end en-
cryption and blocking features) becomes harder to use safely
for someone with a need to communicate simultaneously
with disparate audiences. This design is not necessary for the
functioning of the tool — either app could likely enable some
limited number of profiles per account without necessarily
sacrificing other security properties like end-to-end encryp-
tion.

Similarly, VPNs and Tor may offer some protection from
surveillance, but their value significantly decreases when they
disrupt the user’s ability to access the forums or platforms they
depend on to stay safe, as one of our participants experienced
when they were unable to access geolocation-based vetting
platforms. Platforms that manage access through IP location
risk denying access to legitimate users who need a VPN [47].

Protecting workers during interactions with clients is an-
other space in which existing digital security and privacy
tools have the potential for impact. The safety goals here
are usually to keep personal information from clients, keep
work information from family and friends, and to be able
to draw boundaries and cut off contact with clients when
they become aggressive. In these cases, having access to fine-
grained privacy and visibility settings may help some workers
(those who know about them and trust them), but our partic-
ipants found that even this careful management fails due to
invisible data aggregation, resulting in being outed through
people recommendation algorithms or having personal ac-
counts blacklisted because of their work account’s activity.
Over time, failure seemed inevitable. These issues suggest
that many social media platforms continue to fail users who
have multiple identities to manage, and that reviewing and
changing a platform’s data-use policies can be as critical as
creating intuitive front-end settings.

Finally, one major risk to workers’ financial security, a di-
mension of safety, was lack of access to digital payment plat-
forms. Cryptocurrencies offer anonymous digital payments
and thus might seem like an obvious solution. However, vir-
tually none of our participants used tools like Bitcoin. Cryp-
tocurrencies introduce additional difficulties: getting clients to
use such services, even if workers are comfortable using them,
and the need to convert between currencies in an already-
difficult banking situation. Thus, the vast majority of our par-
ticipants turned to the analog solution, cash, despite having
its own set of problems.

In this case, cryptocurrencies serve as a useful example
of how questions of access and usability are not the first

to degrade user protection from corporate surveillance [19]; we include it
here because at the moment it remains the most popular encrypted messaging
application.



that researchers and technologists should ask when building
or improving security tools for high-risk users. Rather than
considering how we can make cryptocurrencies easier to use
for sex workers and clients, we should consider whether they
are addressing the fundamental need in the first place. For
many, they do not. Our participants need simple anonymous
payments, but Bitcoin and similar tools are massively complex
systems that do not provide anonymous digital cash. Instead,
they provide an entirely independent currency that fluctuates
wildly, requires currency brokers and new accounts, and puts
users at risk of a massive network of targeted attacks seeking
to steal account credentials.

Opportunities for new tools. As articulated by our partici-
pants, there may also be opportunities to build bespoke safety
tools that better support sex workers specifically.

For example, P27 describes their ideal covering app, which
could help sex workers stay safe without a dependable com-
munity. Additionally, while there are no technical mecha-
nisms currently available to prevent photos and ads from
being copied and republished, there may be opportunity for
automating copyright take-down requests for major sites that
steal and republish content.

Usable safety tools for sex workers have the potential to
support the safety and independence of a sizable population.
However, as can be seen from other security tools, if not
well-grounded in the experiences of sex workers and their par-
ticular legal context, tools can be at best useless and at worst
harmful. Design and operation of new tools and platforms
should include, and ideally be led by, sex workers. Several
sex work and technology collectives like Assembly Four [6]
and Hacking//Hustling [28] offer models for this type of col-
laboration.

5.2 Designing across diverse populations.
In many instances, sex workers provide another data point
showing that many common digital mechanisms can amplify
risk and complicate protective strategies. In other instances,
however, their needs may diverge from other high-risk popu-
lations. This tension should be considered when looking to
design for a given community and in building general-purpose
tools.

For example, being able to use a pseudonym or keep pro-
files unlinked from their legal identity is critical for the safety
of many of our participants, as it sometimes also is for trans
people [16], drag queens [52], and intimate partner abuse
survivors [45], among others. Our findings underscore why
identity management online is an important security and pri-
vacy issue, and may suggest that allowing users to have fully
pseudonymous profiles — that is, even unlinked from emails
and phone numbers that could be used elsewhere — may re-
duce the risk of digital boundary violations that lead to stalk-
ing and harassment [48]. Even in cases where users do the

work to keep profiles separate, unwanted and unexpected inter-
sections of work and personal identities online through friend
recommendation algorithms or through being identified by
use of a shared, single phone number or email across personal
and work platforms can cause significant problems.

At the same time, sex workers themselves depend on hav-
ing the real — or at least persistent — contact information
for clients to vet them and keep track of their behavior and
preferences. If fully pseudonymous or anonymous profiles
were in place on many of the platforms sex workers use, they
could find themselves facing new safety challenges, as ex-
isting vetting systems may fail. Furthermore, anonymity on
social networking sites can enable further abuse and harass-
ment, which is frequently levied against women, minorities,
and other marginalized groups [70].

5.3 Broadening the scope of security.

Beyond designing specific technical tools, our results under-
score the multidimensional nature of digital safety. Our par-
ticipants had well-defined ideas of what they needed in or-
der to stay safe. However, many of the elements that were
central to their safety goals, like financial security, bound-
ary regulation, respect, and even physical safety, are often
not central to the design and study of security and privacy
tools and experiences. Our work adds support to a growing
body of evidence [23, 24, 30, 33, 41, 46, 61, 70] that online
safety involves axes beyond — but intertwined with — digital
security and privacy. Thus, we encourage future research and
development to holistically consider the multi-dimensional
aspects that comprise users’ safety experiences. Security re-
searchers and developers must revisit their assumptions about
risk and benefit to better align with the needs articulated by
their users [40].

6 Conclusion

Through interviews and surveys with sex workers, we exam-
ine sex workers’ safety goals, their perception of risks to those
goals, and the behaviors they employ to mitigate these risks.
Our participants expressed that their safety was defined across
multiple interrelated axes, and they perceived risks to their
safety from clients, platforms, and legal entities. Our results
suggest that sex workers are not only aware of the risks pre-
sented by digitally-mediated sex work but are also employing
multiple ways to protect privacy and security while online.
However, they often rely on manual strategies, such as using
multiple devices, as current tools do not balance effort and
efficacy well enough to address their safety needs and goals.
Our findings demonstrate the importance of studying high-
risk populations, in order to develop better security tools to
protect both those populations and users in general.
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