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Era of Machine Learning

Data
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Machine Learning Pipeline

Modern machine learning excels at exploiting grid-structured data 

Image source: https://en.wikipedia.org/wiki/Convolutional_neural_network

Most of the current models are designed for the so called  grid-structured data, like images. In these models, different image are independent. 
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Many Data are Graphs

Social Networks Knowledge Graphs

Image source: (from left to right): https://towardsdatascience.com/ab-testing-challenges-in-social-networks-e67611c92916, https://biologydictionary.net/molecule/, https://yashuseth.blog/2019/10/08/introduction-
question-answering-knowledge-graphs-kgqa/

Molecules

Graphs are combinatorial structures, have arbitrary sizes, 

and contain multi-modal information
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Graph Neural Networks

Image source: https://tkipf.github.io/graph-convolutional-networks/;

News source: https://syncedreview.com/2020/09/04/deepmind-uses-gnns-to-boost-google-maps-eta-accuracy-by-up-to-50/, https://syncedreview.com/2020/11/04/cornell-facebook-ai-
simplified-graph-learning-approach-outperforms-sota-gnns/, https://blog.twitter.com/engineering/en_us/topics/insights/2020/graph-ml-at-twitter.html
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Graph Neural Networks (Transductive)

Research question: Given two nodes 
used to train a black-box GNN, can we 

predict whether they are linked?
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Attack Taxonomy
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Node Features Partial Graph

• Attacker can have either of 
these 3 knowledge


• Totally 8 different attack models
GNN

[12, 32, 6, 0.3]

[14, 10, 9, 1.2]

[22, 78, 5, 9.1]

[15, 32, 9, 4.1]

[61, 2, 13, 7.2]

Shadow Dataset

[10, 5, 8]
[14, 6, 9]

[5, 3, 12]

[12, 7, 8][8, 5, 13]

7



Attack 0
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Attack 0

Correlation performs the best!

Use KMeans to give a  
concrete prediction
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Attack 1
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Transfer Knowledge

Supervised Attack
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Attack 1
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Dimension mismatch

Aditya Grover and Jure Leskovec. node2vec: Scalable Feature 

Learning for Networks. In KDD 2016.

Distance 

Entropy
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Shadow Target



Attack 1
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Attack 1

For all best performing shadow 
datasets,  attack 1 is better 

than attack 0 
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Attack 1
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Evaluation of All Attacks
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Link Prediction

• More knowledge leads to better attack 
performance


• Partial graph contains the strongest signal


• Shadow dataset is the weakest


• Better performance than traditional link 
prediction, this means GNN indeed leaks 
graph information
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Conclusion

16

We are the first to propose link stealing attack against GNNs

Our attacks can effectively steal the links from GNNs

More information leads to better attack performance 

Transferring attack can achieve good performance

Questions?

Code is available at https://github.com/xinleihe/link_stealing_attack

Xinlei He 
CISPA Helmholtz Center for Information Security 
@AllenXinleiHe 
http://www.xinlei.info/
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Thanks!


