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Solution: 

Semi-supervised learning





















Our argument:

Poisoning the unlabeled 
dataset is a real threat.



1. Semi-supervised learning matters 

2. Unlabeled data can be poisoned 

3. Our attack works
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Attack Objective
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Error



Fully Supervised Attack
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Our Attack



















Success!



Results



Lots of analysis of this attack in the paper





Also in the paper:  
How to completely prevent this attack



Lessons for 
the Future 

of Machine Learning



How
def is_triangle(x): 
  u = np.sum(x[:len(x)//2]) 
  l = np.sum(x[len(x)//2]:) 
  if u < l/2: 
      return "triangle" 
  else: 
      return "circle"
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What



What(not-even)What
def is_triangle(x): 
  u = np.sum(x[:len(x)//2]) 
  l = np.sum(x[len(x)//2]:) 
  if u < l/2: 
      return "triangle" 
  else: 



Poisoning unlabeled datasets 
is a realistic threat.

We will need to develop defenses 
to allow use of unlabeled data.


