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Deep Learning For Natural Language Processing

Security-sensitive 
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Pornography detection

Hate Speech Detection
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Real-world Applications For Toxic Content Detection
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 It was reported that major social media platforms (e.g., Twitter and Facebook) were all criticized for not doing 
enough to curb the diffusion of toxic content and under pressure to cleanse their platforms.



Background：Real-world Adversarial Scenario
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那个老丕死是孩子吗？别他玛的拿孩子出来说事，
溅人养出的孩子能有什么好货？

(a) Abusive content (b) spam message (b) Pornographic content

 Chinese-based toxic content censorship system is suffering from the vulnerability to adversarial texts 

manually crafted by real-world malicious netizens.

 Manually reviewing these adversarial texts is usually time-consuming and laborious.

 In the arm race of adversarial attacks and defenses, existing defenses are obviously at a disadvantage.

Real-word Adversarial Texts

他妈(Damn it)



Preliminaries
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Related Works: Attacks and Defenses

 Adversarial Attacks for Text
• A plenty of attacks have been proposed in recent years.  [Papernot et al., MILCOM’ 18, Ebrahimi et al. ,NAACL’ 

18, Gao et al. SPW’ 18, Li et al., NDSS’ 19]
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 Defenses against Adversarial Text

 Adversarial Training

• Retrain the machine comprehension model with diversified adversarial training. [Wang et al., NAACL’18 ]

• Improve the robustness of the character-level NMT models by adversarial training. [Ebrahimi et.al., 

COLING’18] 

 Spelling Correction

• Gao et al. used the Python autocorrector to mitigate DeepWordBug and significantly improved the model 

accuracy under adversarial setting. [Gao el at., SPW’18]

• Li et al. applied a context-aware spelling correction service to defend against TextBugger. [Li et al., NDSS’19]



Related Works: Attacks and Defenses

Unique Property of Chinese-based Adversarial Attacks

 Chinese is a compositional language in which each text consists of a set of characters that are 

individually meaningful and the modification of a single character may drastically alter the semantics 

of the text, making Chinese-based NLP models inherently more vulnerable to adversarial attacks.

 There is an extremely large character space (i.e., more than 50,000 characters) in Chinese in which 

each character may be perturbed by various strategies (e.g., glyph-based and phonetic-based 

strategies), making the adversarial perturbations more sparse.

 Most of the Chinese adversarial texts are manually crafted by real-world malicious netizens, which 

are more diverse due to the various word variation strategies adopted by different netizens.
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Related Works: Attacks and Defenses

Challenges of Extending existing defenses to Chinese NLP Tasks

 Adversarial Training

 There currently exists no automatic attack for generating Chinese adversarial texts while the manual 

collection of user generated obfuscated texts for adversarial training is often laborious and costly.

 The unique sparseness and dynamicity of Chinese adversarial perturbations also weaken the efficacy 

of adversarial training.

 Spelling Correction

 These is no word boundary in Chinese writing system while variant characters can only be determined 

at the word-level, and hence it is more difficult to perform spelling correction in Chinese.

 Spelling correction heavily relies on the semantic context of the input texts, which can also be ruined 

by adversarial perturbations. 

 The diversity and dynamicity of Chinese adversarial perturbations also challenge such approaches.
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TextShield
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Problem Definition and Threat Model

 Threat Model

Given a classification model 𝐹(∙), an attacker who has query access to the classification confidence 

returned by this model, aims to generate a Chinese adversarial text 𝒙𝒂𝒅𝒗 from its benign counterpart 𝒙 ∈ 𝒳

whose label is 𝑦 ∈ 𝒴, such that 𝐹 𝒙𝒂𝒅𝒗 = 𝑡 (𝑡 ≠ 𝑦).
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 Problem Definition

We aim to defend such attacks by leveraging neural machine translation (NMT) to restore 𝒙𝒂𝒅𝒗, and 

universally improving the robustness of 𝐹(∙) by multimodal embedding. Formally, our defense is defined as

where 𝐸𝑠𝑔𝑝(∙) is the multimodal embedding function, 𝒙∗ is a candidate text corrected from 𝒙𝒂𝒅𝒗, 

𝑝(𝒙∗|𝒙𝒂𝒅𝒗; 𝜽) is the probability of outputting 𝒙∗ given 𝒙𝒂𝒅𝒗, and 𝜽 is the parameters of the NMT model.



Framework For TextShield
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First Stage: Adversarial Machine Translation

 Model Design
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• Use LSTM to implement the encoder and decoder.

• Use Bahdanau’s attention mechanism to align the source input 

and the target translation. 

 Model Training

• Construct a large adversarial parallel corpus 𝒟𝑎𝑑𝑣

• Minimize the negative log probability on 𝒟𝑎𝑑𝑣

• Use teacher forcing technique to avoid the error being amplified 

 Adversarial Correction

• Reconstruct the original text from 𝒙𝒂𝒅𝒗 by maximizing

• Apply beam-search for improving the translation performance



Second Stage: Multimodal Embedding

 Semantic Embedding
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• Use word2vec scheme to map each character to a semantic embedding 𝑉(𝑆)

 Phonetic Embedding
• Aim to handle the phonetic perturbation, e.g, 色情 (porn) --> 涩情 or seqing

• Convert each character into its Pinyin form.

• Use word2vec to learn embedding vector 𝑉(𝑃) over the Pinyin form.

 Glyph Embedding
• Aim to handle the glyph-based perturbation, e.g, 赌博 (gamble) --> 堵搏

• Convert each character into an image and use g-CNN to learn the glyph embedding vector 𝑉(𝐺).



Third Stage: Multimodal Fusion
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 Early Multimodal Fusion (EMF)

• The multimodal embedding vector is fused at the input-level, i.e., 

• EMF is easy to implement and requires less model parameters.

 Intermediate Multimodal Fusion (IMF)

• The multimodal embedding vector is fused based on the output of 

modality-specific networks, i.e.,

where 𝐹𝑠(∙), 𝐹𝑔(∙) and 𝐹𝑝(∙) are the unimodal network specialized 

for semantics, glyphs and phonetics.

• It is a fine-grained fusion scheme.



Defense Evaluation
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Defense Evaluation

Dataset
 Abusive UGC and Pornographic UGC that collect from online social media

 Each dataset contains 10,000 toxic and 10,000 normal samples

Baseline Algorithms

 Pycorrector, Baidu TextCorrector

 Industy-leading detection platforms:

Evaluated Model
 Tasks: Abusive content detection, Pornographic content detection

 Offline models: TextCNN, BiLSTM
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Attack Method

 TextBugger



Evaluation Metrics

 Translation Evaluation

• Word Error Rate (WER)

• Bilingual Evaluation Understudy (BLEU)

• Semantic Similarity (SS)
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 Utility Evaluation

• Edit Distance

• Jaccard Similarity Coefficient

• Semantic Similarity

 Robustness Evaluation

• Attack Success Rate

• Perturbed Word

• Query



Defense Evaluation: Model Performance
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Accuracy on Benign Texts

Remarks
 TextShield has little impact on the model performance over benign texts and outperforms the baselines.

 It is feasible and easy to apply NMT to restore adversarial perturbations and also very effective.



Defense Evaluation: Effectiveness
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Effectiveness in The Real-world Adversarial Scenario

Remarks
 The models shielded by TextShield achieved a considerable high detection accuracy with high 

confidence over user generated obfuscated texts.

 The combined defense scheme is more effective and significantly outperforms the baselines.



Defense Evaluation: Robustness
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Remarks
 TextShield can significantly reduce the attack success rate and is more robust than the baselines.

Robustness Against Adaptive Attack



Defense Evaluation: Robustness

2020/7/14 21

Remarks
 Both multimodal embedding and adversarial translation can significantly reduce the model sensitivity 

against the bug replacement.

Model Sensitivity Against Bug Replacement



Defense Evaluation: Practicality
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Remarks
 The four industry-leading platforms who have claimed to be successful in tackling variant texts are still 

vulnerable to adversarial attack, and TextShield outperforms them by a big margin.

 We are currently in the process of integrating TextShield with Alibaba GreenNet to enhance its robustness.

Comparison With Industry-leading Platforms 



Defense Evaluation: Generalizability
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Remarks
 TextShield shows good generalizability across languages and can be extended some other languages.

Extension to English-based NLP Models

Experiment Setup

 Language: English

 Task: Sentiment Analysis

 Dataset: Rotten Tomatoes Movie Reviews (MR)

 Attack: The same adaptive setting



Summary

We proposed TextShield, a defense specifically designed for Chinese-based DLTC models.

 Effective: It is effective in real-word adversarial scenarios while having little impact on the model 

performance under the non-adversarial setting.

 Robust:   it significantly reduces the attack success rate even under the setting of adaptive attacks.

 Generic: it can be applied to any Chinese-based DLTC models without requiring re-training.

We compared TextShield with four industry-leading platforms

 Practical:  It is of great practicability and superiority in decreasing the attack success rate .

We extend TextShield to English-based NLP models

 Generalizability : It shows good generalizability across language.
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lijinfeng0713@zju.edu.cn
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