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Memory Challenges in Data Centers

o Memory-intensive Workloads

@ Memory Under-utilization
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Computation-memory Imbalance



Remote Memory
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Performance Gap
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Two Types of Data Paths

Different data transfer granularities
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Paging Path
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+ No runtime overhead
+ High throughput
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Runtime Path
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| UCLA fliet - Low throughput
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Existing Systems Only Support One Path
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One path cannot fit all!
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Locality

 Locality: Proportion of a memory block accessed in a short time
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Dynamic Access Patterns

Metis PVC ( MapReduce)
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One Path Cannot Fit for All

Execution Time (s)
80.0 /3.5
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Can a data plane combine the advantages of both
paging path and runtime path for optimal performance?
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Atlas Overview
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» Hybrid fetching path

* Locality profiler

 Unified eviction path
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Benefits
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« Optimal data transfer efficiency

« Gradual Locality optimization
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Challenges

A <Runtime \ <Runtime

Profiler "'I‘\

= = <Pagmg |

Profiling Path Cross-component
Mechanism Switching Synchronization

Samueli
UCLA School of Engineering 15



Locality Profiling
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4KB Page
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Locality Profiling
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# Recently Accessed Cards

# Total Cards in a page
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Path Switching
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Path Switching
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Synchronization
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Object Fetching vs. Page Fetching

l <Rumlme Invariant:
At any moment, data on the

l same page must go through
one single fetching path.
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Application vs. Object Fetching

[ Application ]

Raw Invariant:
Pointer Objects with raw pointers

x ‘m" : must be kept in local memory.
U
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Evaluation: Overview

« Eight Applications:

 Random/Skewed: Memcached

« Sequential: DataFrame

* Phase-changing: MapReduce & dynamic graph analytics
« Baselines: AIFM and Fastswap
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Evaluation: Throughput and Latency
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Evaluation: Path Switching
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Conclusion

4 Compute \< Runtime ( Memory A
Server ﬁ Server

CPU

Profiler

Local Cache {} Remote Mem
Paging
g _/

Samueli
UCLA School of Engineering




Samueli
UCLA School of Engineering

Thank you!

Atlas is available at https://github.com/wangchenxi7/Atlas



https://github.com/wangchenxi7/Atlas

