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New features (i.e. lane keeping) 
require new data…

…and require more real examples to 
meet safety targets…

…resulting in exponential data 
and compute needs
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Building Autonomous Vehicles (AV) requires a tremendous investment:

Continuous Engineering – For data collection, training, simulation, validation, testing, and deployment

Strong Infrastructure, Tools and Methodology – Comprehensive platform not commercially available 
today

New Algorithms & SW – Target computer needs to be SW defined and programmable

Unified Fleet Management – One base architecture to enable agility of development, bug fixing

NVIDIA’s open platform, DRIVE, enables to iterate faster and for the entire product lifecycle

NVIDIA DRIVE DEVELOPMENT PLATFORM
A complete platform to enable rapid & lifelong AV innovation
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ValidateDevelop AV SWGenerate ModelsGenerate Datasets

DRIVE AV

Replay / Sim 
Diagnosis

DRIVE TRAIN

SW build (OTA)

DRIVE REPLAY DRIVE SIM

Car Fleet

DRIVE DATA

Collect Data

DRIVE FLEET

Fleet 
Management
(data collection 

+ testing)

Sensor
Data
(OTA)

Datasets DNNs Sw BuildCampaigns

It requires a data driven approach, rich tools to develop and validate 
(simulation), Hybrid Cloud + Target Hardware – and a strong methodology!

BUILDING AN AV REQUIRES A PROCESS
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MAGLEV FOR AV DEVELOPMENT

CAMPAIGN MANAGEMENT

WORKFLOWS

INGESTION PLATFORM
(incl. data integrity)

LABELING PLATFORM

DATASET PLATFORM
(curation, management, export)

ACTIVE + TARGETED 
LEARNING

EXPERIMENT TRACKING

AUTONET FRAMEWORK CLOUD WORKSTATION

REPLAY @ SCALE

SIM @ SCALE

AI DEBUGGING TOOLS

DATA PLATFORM

APOLLO

DGX Constellation AWS

ValidateDevelop AV SWGenerate ModelsGenerate Datasets

DRIVE AVDRIVE TRAIN DRIVE REPLAY DRIVE SIMDRIVE DATA

Collect Data

DRIVE FLEET Datasets DNNs Sw BuildData
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Generate Datasets ValidateDevelop AV SWGenerate Models

One of the biggest challenges to develop AI is to build the right datasets
DATA DRIVEN AI DEVELOPMENT

Active Learning

DRIVE AV

Targeted Learning

DRIVE TRAINDRIVE DATA DRIVE REPLAY DRIVE SIM

Active+Targeted Learning w/ fleet in the loop
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Generate Datasets

GENERATE DATASETS: PROCESS

Active 
Learning

Data Prep

Maps

Map 
Aggregation

Map 
Labeling

Training 
Datasets

Test
Datasets

KPI 
Validation 
Datasets

Perception Bug

Asset & Label 
Export

Targeted Learning

Mislabeled
Data

Data Needs

Curation

AV Build + 
DNNs

AV Build + 
DNNs

“Clean”, Indexed 
sensor data 

(Radar, CAN, Lidar, 
GPS, IMU, Video)

Structured Metadata 
(Geo, …)

Data Integrity 
Values

Segment Labels
Labeling

Asset & Label 
Export

DATA 
LAKE
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Curation UI -- Search

Add to Collection
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Curation UI -- Collections
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- Scalable Querying
- Large Dataset Export

CRAWL DATA

- Workflow management
- Experiment Tracking / 
HyperOpt
- Deep learning building blocks

TRAIN

- Programmatic data 
enqueueing

LABEL
- Dataset Export
- Dataset formats

GENERATE DATA

- Workflow Management
- Scalable storing/querying
- Large compute cluster

SCORE + SELECT

M
AG

LE
V

ACTIVE LEARNING WITH MAGLEV
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Query and export new 
unlabeled data based on 
bug

CRAWL DATA

Workflows to train/evaluate 
new model

TRAIN

send examples to 
labeling 
programmatically

LABEL
append labeled examples to 
training data

APPEND

Large-scale inference
workflow to automatically
score and select frames

SCORE + SELECT

Similar cycle as active learning, but mine data based on “seed” (=bug)

Similar cycle as for active learning, but:

Relies on bug to seed search through 
data lake

Perception 
Bug

TARGETED LEARNING
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● Many different input sensors
○ Standard sensors
○ LIDAR
○ High precision GPS
○ Etc.

● 100+ Output signals used
○ Static vs. dynamic
○ Obstacles 
○ Traffic lights
○ Maps
○ Etc.

● Different outputs for different use cases
○ 2D - Projected back to image space on all 

sensors
○ 3D - World coordinates
○ Etc.

DIFFICULTY OF GROUND TRUTH PRODUCTION
Many Different GT Signals Need to be Supported



E2E LABELING WORKFLOW
Create job

Create 
labeling 

guidelines

Implement 
guidelines in 

tools

Develop 
training 

materials

Train labelers 
and QA

Apply labels (frame labeling)

Request 
labeling job

Use eyes to 
parse image

Human 
Labeling

Submit for 
review

Review labels (frame labeling)

Request QA 
job

Use eyes to 
parse 

annotations

Fix minor 
errors

Approve/reject 
labels

Audit/cleanup
Set up 

auditing for 
project

Request 
auditing job

Use eyes to 
parse 

annotations
Approve/reject

Assemble all 
project assets 
and settings

Export Remove 
invalid labels

Most of these process steps for 
opportunities for optimization, 
some through applications of 
DL technology, others through 
simpler process improvements

All will need to be validated 
with measurements
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LABELING TOOLS

Object TrackingLIDAR Labeling

Segment Labeler 2D Image Labeling
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LABELING WORKFLOWS
Pluggable, composable workflows
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LABELING: VERSIONED, TRACEABLE GUIDELINES

Store Labels with 
Guidelines

Generated labels 
linked to versioned 

guidelines

Generate 
Labeling UI

Generate Labels



DATASET EXPORT

Export HWISP 
transcoded frames 

with 
transformations

Export Sessions

Export frames with 
labels



18

Data lake AV Export
Custom data 
processing 

1...n

Online data 
processing DNN training KPIs

CURRENT

Data lake Data query
Offline 

processing 
1...n

Online data 
processing DNN training KPIs

FUTURE

Iterate Iterate Iterate

DATA PREP
Unified & extensible data preparation

Iterate



DEPLOYMENT AT FLEET SCALE

Drive Fleet

Release to Customer
Replay / Simulation

SW + AI Development

Data Ingestion

Data 
Campaigns / 
New ODDs / 
Targeted ODD

1

2 → Index Data 
→ Segment Labels 
→ Quality Checks

3

→ In-cloud 
→ Continuous feedback 
Loop

→ Disengagements
→ High Uncertainty
→ Shadow Data
→ Telemetry

5

→ Prod SW (3 months)
→ Shadow Patch (2 weeks)
→ Incremental Patch (5 weeks)

6

DRIVE TRAINDRIVE DATA DRIVE AV

DRIVE REPLAY DRIVE SIMDRIVE DATA

Data Collection Fleet Test Fleet

Offline 
Validation PASS 
→ On-road 
Test SW 
Campaign

4

OTA
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THANK YOU
nvidia.com/en-us/self-driving-cars/drive-labs
twitter.com/nvidiaDRIVE 
twitter.com/nvidiaAI 
twitter.com/nkoumchatzky
twitter.com/clmt


