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Public Clouds are Major Targets for Cybercrimes
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CISA assessing threat to federal
agencies from Microsoft adversary Mother of all breaches reveals 26 billion records:
Midnight Blizzard what we know so far

. . . . . Updated on: January 29,2024 10:07 AM L[] 3
Microsoft previously warned that the Russia-linked threat group was accelerating

malicious activity following the hack of senior company executives, which it ﬁ Vilius Petkauskas, Deputy Editor

disclosed in January.



Public Clouds are Major Targets for Cybercrimes
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Promising Solution: Micro-Segmentation

Ring Fencing Ring Fencing + Micro-Segmentation
(Zero Trust Architecture)



Promising Solution: Micro-Segmentation

Ring Fencing Ring Fencing + Micro-Segmentation
(Zero Trust Architecture)

[https://www.researchandmarkets.com/report/microsegmentation]



Micro-Segmentation Workflow
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Challenge 1: Manual Micro-Segments Assignments
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Challenge 1: Manual Micro-Segments Assignments

Role Inference Accuracy (11 Deployments)

ARI: -0.5 (highly discordant) to 1.0 (identical)
Can Role Inference 0.
0.

8
6
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Jaccard SimRank GAS CloudCluster
m Group 1 (100-500 nodes) m Group 2 (1500-25000 nodes)

Algorithms Help?

Existing Role Inference Algorithms

Are Very Inaccurate




Challenge 2: Graph Generation is Costly
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Challenge 2: Graph Generation is Costly

Micro-Segmentation

Additional Cost Per VM
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High-Cost Overheads Hinders

Widespread Adoption




Our Solution: ZTS (Zero Trust Segmentation)

Role-Inference
Algorithm for Micro-
Segmentation

« Facilitate the creation of precise,
scalable security policies

Cost-Effective
Communication
Graph Generator

e A scalable and low-cost architecture
to generate communication graphs




Existing algorithms are insufficient on production
graph

All produce very different results — Far from the ground truth

(a) Simrank segmentation (c) Conn.-weight. modularity (d) Byte-weighted modularity



Existing role-inference approach all based on graph

structural features
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Challenges: Not trivial to feed domain knowledge...

Which features are the most important? Feature importance changes
osType Deployment A:
Networkinterfaces e addressPrefixes
Port * Port
Protocol e Protocol
provisioningState
addressPrefixes Deployment B
Traffic statistics  osType
Networkinterfaces
1000 more... * provisioningState

p
Opportunity: there exists sparse labels!

X How can we use it to help us infer roles? R




Opportunity: Contrastive learning

[ Intuition: pull embeddings of similar pairs together, pushes dissimilar pairs apart. ]
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Our idea: Use partial labels to refine and guide
the role-inference




New role-inference algorithm: contrastive learning

with domain knowledge _

. We subsume all

structure-based solutions

Structural
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2. Improve iteratively
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ARI Score

Role Inference Results: ZTS is consistently the best

Small deployments
* Node: 100-200

* Edges: 100-9000
 Roles: 12-28
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Large deployments

* Node: 1500-25000

* Edges: 5000-165000
* Roles: 20-87
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On Average, ZTS: 0.77 vs Best Baseline: 0.43




Our Solution: ZTS (Zero Trust Segmentation)

« Facilitate the creation of precise,
scalable security policies

Cost-Effective

e A scalable and low-cost architecture

Communication ..
to generate communication graphs

Graph Generator




Building a system for Graph Generation

Goal. Use systems available in large public clouds
to be cost-effective and scalable

[ Low cost crucial for extensive adoption ]

Telemetry source: Network flow (or connection) summaries

Cost-effective
Tamper-proof
Gathered with minimal disruption




Building a system for Graph Generation

Practical challenges:

Structure of telemetry [ Numerous small files (one JSON file/hour/VM)
Volume of telemetry #Records/min can be large
Resulting communication graph can be very large
Graph Size: #nodes (#edges) #Records
#IPs mon. IP Graph | IP-port Graph /minute
Portal 4 | 4K (35K) 13K (13K) 332
K8s PaaS 390 | 541 (12K) 1.3M (3M) 68K
KQuery 1400 | 6K (1.3M) 12M (79M) 2.3M

[Careful considerations needed to keep processing time and cost low ]




Building a system for Graph Generation

for storage and queries

* Compute

+ APl Endpoint §§§§ SQL* endpoint

Pre-processor Graph generator

« Optimize data format for large SQL batch processing

» Address telemetry structure

N
[- Allows us to pipeline the stages and parallelize pre-processing — Handle telemetry volume
J

We further optimize the SQL query processing,

Avoid naive group-by-aggregation — focus on heavy hitters
Utilize Common Table Expressions (CTEs) — optimal query plan, avoid materialization




Improvements with Designs and Optimizations
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Comparative Experiments

{We built a streaming pipeline (based on OSS Apache Flink) ] g?terprise—tready t
rong customer suppor

Resources Highly performant
= ZTS: 1 VM (8 cores + 32G) + 1 server SQL instance Low resource consumption
= Flink: 1 VM (64 cores + 256GQ)

At scale, Cost/month ($) Processingtime (s)
(39M recs/hr) 3000 7000
5500 6000
2000 g 2000 ~7.5x faster
~1/3™ cost 4000
1500
2406 5000
1000 2000
500 m 1000
) ; 765
Flink LTS Flink ZT1S

[ZTS is 21X more cost effective]




Conclusion

Implementing micro-segmentation at scale remains challenging

ZTS is a novel end-to-end system,
- Effective role-inference algorithm to facilitate security policy authoring
- Scalable network communication graph generation

Using real-world deployments we show,
- The performance of contrastive learning with domain knowledge
- Cost effectiveness of our system implementation

Thank you!
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