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Abstract
We present Juneberry, a low-latency communication frame-

work for storage systems. Different from existing RPC frame-
works, Juneberry provides a fast path for storage requests:
they can be committed with a single round trip and server
CPU bypass, thus delivering extremely low latency; the exe-
cution of these requests is performed asynchronously on the
server CPU. Juneberry achieves it by relying on our proposed
Ordered Queue abstraction, which exploits NICs’ hardware
ACKs as commit signals of requests while ensuring lineariz-
ability of the whole system. Juneberry also supports dura-
bility by placing requests in persistent memory (PM). We
implement Juneberry using commodity RDMA NICs and
integrate it into two storage systems: Memcached (a widely
used in-memory caching system) and PMemKV (a PM-based
persistent key-value store). Evaluation shows that compared
with RPC, Juneberry can significantly lower their latency
under write-intensive workloads.

1 Introduction
Fast Remote Direct Memory Access (RDMA) networks are
driving us to build low-latency storage systems [1, 10, 18, 19,
42,59]. First, RDMA NICs (RNICs) offload network protocol
tasks, such as segmentation and checksum, freeing CPU cy-
cles and thus reducing software latency. Second, the RDMA
software stack bypasses the OS kernel, thus eschewing latency
overhead from context switch and data copying. Finally, the la-
tency can be further reduced by leveraging RDMA one-sided
verbs (i.e., RDMA WRITE/READ) to access remote memory di-
rectly; it bypasses the remote CPU, thus detaching the remote
CPU’s software overhead from the critical path.

Protocol offloads and kernel bypass can bring latency re-
duction for every storage request. However, this is not the case
for remote CPU bypass: it is non-trivial to commit a request
using one-sided verbs without increasing the number of round
trips. For simplicity, we term the latency of a single round trip
with remote CPU bypass as wire latency. Currently, only two
use cases can achieve wire latency: simple data access and
data replication. In the first case, clients use one-sided verbs to
read/write a data block whose remote address is known [18].
However, due to the limited semantics of one-sided verbs,
this approach cannot be extended to complex scenarios, such
as those containing index traversal and concurrency control,
since it will induce excessive round trips [53, 55], offsetting
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the latency benefits of bypassing remote CPUs. In the data
replication case, the leader appends replication requests to
followers’ replication logs via RDMA WRITE, and commits
upon the completion of RDMA WRITE [9, 18, 58]. Followers
execute replication requests lazily in the background. By do-
ing so, the software overhead of followers is removed from
the replication critical path.

In this paper, we explore how to achieve wire latency for
more general storage requests (beyond simple data access
and data replication mentioned before). We begin by identify-
ing what types of storage requests semantically support wire
latency. By analyzing, we find that nil-externalizing (nilext)
requests defined by recent work [21] can meet the requirement
of wire latency. Nilext requests do not return execution results
or execution errors, i.e., they do not externalize its effects or
system state. Hence, the execution of nilext requests can be
deferred, making it possible to commit them with server CPU
bypass (one requirement of wire latency). Nilext requests
are common: for example, set requests in Memcached, and
put/delete/merge requests in RocksDB [21]. So our goal
becomes to make nilext requests wire-latency.

The challenge of achieving wire-latency nilext requests is
maintaining linearizability in the presence of multiple clients.
Specifically, we need to order (nilext and non-nilext) requests
issued by different clients for linearizability, and ensure that
nilext requests are committed with server CPU bypass. How-
ever, RDMA one-sided verbs lack the ability of inter-client
coordination, since clients must specify the destination ad-
dresses of sent data. This restricts RDMA WRITE to achieve
wire latency only for single-client scenarios (e.g., replication
case where only one leader writes log entries to followers).

We propose Ordered Queue (OQ) abstraction to address
the challenge. It is based on our new insight: the property
of remote CPU bypass results from the ability of RNICs to
generate hardware ACKs, independent of the type of RDMA
verbs. Specifically, as long as the RNIC supports reliable data
transfer, it will generate hardware ACKs, which we can use
as the commit signals of nilext requests, to achieve remote
CPU bypass. Inspired by the insight, OQ abstraction leverages
receive queue, a key structure of RDMA two-sided verbs, to
achieve wire-latency nilext requests. It specifies how the CPU
and RNIC separately interact with the receive queue using
two rules : 1) NIC rule: the server-side RNIC allocates buffers
from the receive queue in order, accommodating incoming
requests, as well as generates hardware ACKs; 2) CPU rule:
the server CPU executes requests in the receive queue in order
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and returns software responses for non-nilext requests. By
using the OQ abstraction, storage systems will generate a
linearizable history that follows the positions of buffers in the
receive queue, while enabling wire-latency nilext requests.

We build Juneberry, a communication framework that im-
plements the OQ abstraction using commodity RDMA NICs.
In Juneberry, clients can mark a request as nilext and use
the hardware ACK from server-side RNIC as its commit sig-
nal, to make nilext requests wire-latency. The OQ abstraction
in Juneberry is centered on an RDMA hardware compo-
nent called shared receive queue (SRQ) [12]. SRQ inherently
enforces the NIC rule: RNICs place requests from differ-
ent clients in an SRQ in order [12]. To enforce the CPU
rule and support multiple CPU cores, Juneberry adopts a
bitmap-assisted, in-order execution mechanism, and partitions
requests into multiple SRQs according to data affinity.

The implementation of the OQ in Juneberry brings two
performance issues. First, work queue elements or WQEs
(i.e., descriptors) in an SRQ are connected using a link list,
not as an array as in a standard receive queue. As a result, the
RNIC must fetch them in a pointer-chasing manner, inducing
excessive DMA operations. Second, the Juneberry server
creates a large number of connections and the RNIC cannot
cache their states due to its size-limited SRAM, thus leading to
performance degradation. To address the first issue, Juneberry
allows a single buffer to accommodate multiple requests by
leveraging the multi-packet features in RNICs [56]. Hence,
a WQE fetched by one DMA operation can serve multiple
requests. To address the second issue, we design a client-
side delegation mechanism that supports connection sharing
between client threads, reducing the number of connections.

To enable Juneberry to be integrated into storage systems
that are crash-consistent, we further add durability support for
Juneberry. This is achieved by leveraging emerging persistent
memory (PM) technologies. Specifically, Juneberry places
SRQ buffers in PM and makes the hardware ACK have persis-
tence guarantees. Moreover, we design a recovery procedure
that scans PM-resident SRQs to identify valid requests and
then restores storage systems to a consistent state.

We augment two storage systems with Juneberry: Mem-
cached [6], a widely used in-memory caching system, and
PMemKV [7], a PM-based persistent key-value store. We
evaluate them in a cluster of 9 machines. For Memcached,
we run representative traces from Twitter’s workloads [63].
Compared with RPC, Juneberry reduces median latency and
P99 latency by up to 90.70% and 45.65%, respectively. We
also compare Juneberry with a software approach that returns
responses of nilext requests before execution: Juneberry still
reduces median/P99 latency by 83.77%/42.86%. This is be-
cause by leveraging hardware ACKs, Juneberry eliminates
any server-side software delay from the critical path of nilext
requests, including software queueing. For PMemKV, we run
YCSB-like workloads. Under write-intensive workloads (i.e.,
50% put), Juneberry reduces median latency by 40.83%. Un-

der read-intensive workloads (i.e., 5% put), Juneberry has
1.19× (1.6µs) higher median latency, which results from the
overhead of supporting durability, including disabled DDIO
and PM-resident SRQs (Optane PM [5] in our evaluation).

In summary, we make the following contributions.
• Ordered Queue (OQ) abstraction, which leverages RNIC

hardware ACKs to enable wire-latency nilext requests
while maintaining linearizability.
• Juneberry, a communication framework that implements

the OQ abstraction with commodity RNICs, optimizes per-
formance using hardware/software techniques, and sup-
ports durability with persistent memory.
• A set of evaluations on Memcached and PMemKV that

demonstrate the performance benefits of Juneberry.

2 Background
In this section, we first provide the background of RDMA
(§2.1). Then, we show how existing work utilizes RDMA
one-sided verbs to achieve extremely low latency (i.e., wire
latency) for storage systems (§2.2).

2.1 RDMA
As the CPU performance stagnates but the network bandwidth
continues to grow, it is prevalent to offload network-related
processing tasks to NICs [11, 22, 46, 48, 50], freeing valuable
CPU cycles. RDMA is a typical example, which is widely
deployed in data centers due to high performance and high
CPU efficiency [1, 22, 23].

RDMA NICs (RNICs) execute RDMA protocol in hard-
ware and provide queue pair (QP) abstraction to applica-
tions. A QP consists of a send queue (SQ) and a receive
queue (RQ), each being associated with a completion queue
(CQ). A sender submits RDMA commands (verbs), i.e.,
WRITE/READ/SEND, to the SQ. WRITE and READ are one-sided,
which means that the sender can directly access remote mem-
ory without involving the receiver’s CPUs. In contrast, SEND is
two-sided, since the receiver needs to push RECV commands
to the RQ to prepare receive buffers, which accommodate
incoming SEND messages. Upon the completion of RDMA
commands, the RNIC generates completion entries (CEs) to
the associated CQs. RDMA offers several transport modes,
of which the reliable connection (RC) mode is the most com-
monly used. RC mode supports 1) reliable data transfer, 2)
one-sided READ/WRITE, and 3) larger-than-MTU message de-
livery, but it needs one-to-one QP connections.

2.2 Achieving Wire-latency via One-sided Verbs
RDMA one-sided verbs (i.e., READ/WRITE) are capable of
accessing remote memory with remote CPU bypass. This
enables extremely low-latency data transfer by avoiding the
receiver’s CPU software overhead. For simplicity, we term
the latency of a single one-sided READ/WRITE (i.e., a single
round trip with remote CPU bypass) as wire latency.

Researchers have leveraged one-sided verbs to achieve
wire-latency replication for storage systems [9, 18, 19, 58].
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For example, Mu [9] redesigns Paxos-based state machine
replication (SMR): the leader appends a log entry to followers’
replication logs via one-sided WRITE commands; once the ma-
jority of WRITE commands have been completed, the leader
can ensure the log entry is committed. Followers execute log
entries asynchronously in the background. As with the tra-
ditional RPC-based approach, Mu completes replication in
a single round trip. The difference is that Mu removes the
CPU overhead of followers from the replication critical path.
Therefore, Mu achieves wire-latency for replication requests
(i.e., 1.3µs for leader replicating small data [9]).

3 Motivation
Motivated by the one-sided replication case, we explore a
more fundamental question in this work: Can we achieve
wire latency for general storage requests (not just replication
requests)? In this section, we analyze the feasibility and locate
the associated technique challenges.
What types of storage requests semantically support wire
latency? If a storage request can be realized in a wire-latency
manner, it must meet certain requirements, such as not re-
turning an execution result. This is because a wire-latency
request is committed without waiting for the server CPU to
execute. We find the nil-externality property defined by a
recent work [21] perfectly describes the requirements.

Formally, a storage interface is nil-externalizing (nilext)
if it does not externalize its effects or system state imme-
diately [21]: it just returns an acknowledgment indicating
committed, rather than returning an execution result or error.
Nilext interfaces are common in storage systems: for example,
in Memcached, set is nilext; in RocksDB, put, delete, and
merge are nilext [21]. By exploiting nil-externality, the exe-
cution can be performed asynchronously on the server CPU,
which makes wire-latency nilext requests possible.
What are the benefits of wire-latency nilext requests? Ac-
celerating nilext requests will notably reduce overall latency
(including tail and median) that clients perceive. First, the
nilext requests are typically writes and read-modify-writes;
executing them is more complicated and thus slower than exe-
cuting read requests. For example, Memcached’s set involves
memory allocation and object eviction; LevelDB/RocksDB’s
put appends log entries to a write-ahead-log (WAL) file.
Making them wire-latency will lower the tail in latency distri-
bution. Second, according to recent studies, many workloads
have a non-negligible write ratio [15, 54, 63]. For example,
in Twitter, more than 35% cache clusters generate more than
30% set requests (nilext) [63]; in Meta’s large-scale AI/ML
services UP2X, which uses RocksDB for storage backend,
about 92.53% of request are RocksDB’s merge (nilext) [15].
Under these write-heavy workloads, wire-latency nilext re-
quests will reduce the median latency.
Can wire-latency nilext requests be achieved via RDMA
WRITE? Unfortunately, we give a negative answer by analyz-
ing the limited semantics of RDMA WRITE. To guarantee lin-

earizability [24] of storage systems (e.g., after a set(k,v1)
is committed, the subsequent get(k) can return v1), we need
to produce a linearizable order for requests from different
clients. However, RDMA WRITE cannot achieve coordination
between clients: a client must specify the destination address
of the server when issuing an RDMA WRITE. If we use an
external component like sequencer [13, 16, 38] for inter-client
coordination, i.e., obtaining an increasing address from the
sequencer before issuing WRITE and using addresses as the
linearizable order, it will induce an extra round trip [13], vio-
lating the definition of wire latency, or require programmable
switches [16, 38], hindering wide deployment. We also can-
not use the server CPU to order requests, since wire-latency
requests need to be committed with server CPU bypass. Now,
we revisit why RDMA WRITE can achieve wire latency for
replication. The reason behind it is simple: in the replication
case, the server (i.e., a follower) has only a single client (i.e.,
the leader), so the leader can easily specify the order for repli-
cation requests by generating increasing destination addresses
locally; but it does not work for the multi-sender scenario.

In summary, due to interface semantics of nilext requests,
making them wire-latency is possible. If realized, we can
obtain latency benefits for the upper storage systems. Yet, the
challenge is how to guarantee linearizability in the presence
of multiple clients, which RDMA WRITE cannot tackle.

4 Ordered Queue Abstraction
According to the analysis in §3, RDMA one-sided verbs are
incapable of realizing wire-latency nilext requests, since they
do not support inter-client coordination inherently. It seems to
be in a predicament: the common view is that only one-sided
verbs can transfer data in a remote-CPU-bypass manner, the
requirement of wire latency.

We break the common view by reexamining what it means
to bypass a remote CPU. For an RDMA WRITE, when the
client gets a completion entry (CE) by polling the CQ, it can
guarantee that the sent data will reliably reach the server mem-
ory; the entire process does not involve the server CPU. How
does the client obtain the guarantee in a remote-CPU-bypass
manner? By further looking at the hardware mechanism of
RNICs, the answer is explicit: RNICs can generate hardware
ACKs due to offloading reliability. Specifically, to support
reliable data transfer (RC mode), upon receiving a packet,
the receiver-side RNIC generates a hardware ACK to con-
firm safe delivery, or a negative ACK (NACK) to indicate
out-of-order delivery1. The sender-side RNIC handles ACKs
by generating CEs to the associated CQs; it handles NACKs
by performing go-back-N retransmission or Selective Repeat
(SR) retransmission (e.g., ConnectX-6 RNIC). This reveals
a new insight: the property of bypassing the remote CPU re-
sults from the ability of RNICs to generate hardware ACKs,
independent of the type of RDMA verbs.

1If a hardware ACK is lost, the RNIC will resend it.
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Inspired by the new insight, we find that it has the potential
to achieve wire-latency nilext requests by leveraging two-
sided verbs (i.e., RDMA SEND). First, RNICs also generate
hardware ACKs for RDMA SEND, which we can use as the
commit signals of nilext requests, ensuring the property of
bypassing the remote CPU. Second, unlike RDMA WRITE,
clients do not need to specify destination addresses for RDMA
SEND: the server-side RNIC writes the data into buffers in the
receive queue (RQ); this gives the server-side RNIC a chance
to order requests from different clients.

We therefore propose Ordered Queue (OQ) abstraction,
which enables wire-latency nilext requests while maintaining
linearizability of the whole storage system. In principle, in
OQ abstraction, the server-side RNIC produces a linearizable
order for requests from clients, and the server CPU executes
requests according to the order. Concretely, OQ abstraction
consists of two rules that define how the server-side RNIC
and server CPU interact with the RQ, respectively:

Rule 1 (NIC rule). The RNIC allocates receive buffers in
order: ① the RNIC always allocates receive buffers from the
head of RQ, and ② returns hardware ACKs after allocation.

Rule 2 (CPU rule). The CPU executes requests in order.
In other words, the CPU always fetches the first receive buffer
not yet executed in the RQ, executes the associated request,
and finally returns software responses for non-nilext requests.

A request is committed when the client receives hardware
ACKs (for nilext requests) or software responses (for non-
nilext requests). Using the above two rules, storage systems
will generate a linearizable order that follows the positions
of receive buffers in the RQ, even using hardware ACKs as
responses of nilext requests. Here, we prove that a request (R2)
sees the effects of any request (R1) that is committed before it
invokes. There are three cases:

Case 1: R2 is nilext. In this case, according to the definition
of nilext requests, R2 does not need to return any state of
storage systems, including effects of committed R1.

Case 2: R1 and R2 are both non-nilext. In this case, R2 is
invoked after the client receives the software response of R1.
According to Rule 2, server CPU executes R1 before returning
the software response. Thus, R2 will reflect the result of R1.

Case 3: R1 is nilext but R2 is non-nilext. In this case, R2 is
invoked after the client receives the hardware ACK of R1. Ac-
cording to Rule 1, at the server side, R1 has a more advanced
position in RQ than R2. Further, according to Rule 2, the
server CPU executes R1 before R2, so the software response
of R2 will see the effects of R1.

Here, we give an example of OQ using Figure 1. Suppose
the back-end storage system is Memcached. (a) Initially, at the
server side, the RQ is empty and the Memcached instance con-
tains a KV pair ⟨k, v0⟩. (b) Then, a nilext request set(k,v1)
arrives at the first buffer on the RQ; and the RNIC returns a
hardware ACK indicating committed, achieving wire latency.
(c) After that, a nilext request set(k,v2) experiences the

request response via HW ACK SW response

set(k,v1)




head tail

exec head

<k, v0>(b) [t1, t2)

set(k,v1)




head tail

set(k,v2)

exec head

<k, v1>

set(k,v1)

(c) [t2, t3)

set(k,v1)




head, tail

set(k,v2) get(k) <k, v2>

set(k,v2)exec head

(d) [t3, t4)

set(k,v1)

head, tail

set(k,v2) get(k) <k, v2>

get(k)
exec head



ret: v2
(e) [t4, t5)

exec head

(a) t0 <k, v0>

head tail

Receive Queue Memcached

Figure 1: Memcached example with OQ. This figure shows compo-
nents at the server side, including RNIC, receive queue, CPU, and a
Memcached instance. head points to the first buffer with no request;
exec head points to the first buffer that is not executed by the CPU.

same process with the second receive buffer; at the same time,
the CPU asynchronously executes requests in RQ in order
(i.e., executing set(k,v1) first). (d) Then, the RNIC receives
a non-nilext request get(k) and places it in the third buffer
in RQ. (e) After the CPU has finished executing the first two
requests, it executes the get(k) and returns a software re-
sponse containing v2. Receive buffers consumed by the CPU
can be pushed into the RQ again.

Comparison with the pure software solution. One may
wonder whether we can achieve the same low latency us-
ing a pure software solution that adopts deferred execution:
when the server CPU meets a nilext request, it first returns
a software ACK to commit, and then executes the request.
However, we argue that the OQ abstraction (which achieves
wire-latency nilext requests) has remarkable advantages over
the pure software approach. For nilext requests, by leverag-
ing the hardware ACKs, the OQ abstraction eliminates the
server-side software delay from the critical path, not only for
request execution but also for request responses and software
queuing. In contrast, in the software approach, when the CPU
is busy executing requests, the subsequent nilext requests in
the RQ cannot be committed immediately and suffer from
latency caused by the software queuing. We will conduct the
detailed experimental comparison in §6.

Analysis of pathological access patterns. There is a patho-
logical access pattern that makes OQ perform poorly: a client
thread sends a non-nilext request immediately after receiving
the hardware ACK of a nilext request, and both requests reach

1088    22nd USENIX Symposium on Networked Systems Design and Implementation USENIX Association



% of requests resulting in Tgap ⊂[0, 2s]

C
D

F

0

0.5

1.0

0 10 20 30

Figure 2: Analysis of 54 clusters in Twitter workloads. For example,
for a point (10, 0.852) in the figure, it means that 85.2% clusters out
of 54 have less than 10% requests resulting in Tgap ⊂ [0, 2s].

the same RQ. In this case, the server has no chance of hid-
ing the nilext request’s execution latency to the client thread,
making the non-nilext request suffer high latency.

For example, suppose the three requests in Figure 1 come
from the same client thread, and the thread immediately sends
a request when receiving the response of the previous one.
We assume that the network RTT is 2µs (i.e., 1µs one-way
delay), executing set needs 10µs, and executing get needs
5µs. Without the OQ, the latency of three requests are 12µs,
12µs, and 7µs, respectively. With the OQ, the latency are 2µs,
2µs, and 23µs, respectively: although the two set requests
are fast, the get request has a much higher latency.

However, we argue that the above pathological access pat-
tern is uncommon in real-world workloads. First, there are
many storage servers (and each server may have multiple RQs;
see §5.1), so two adjacent requests from a client often have
different destinations. Second, client threads need to do com-
putational tasks, e.g., webpage rendering (instead of sending
storage requests all the time), creating time intervals between
requests. As a result, client threads can easily hide the latency
of executing nilext requests. Further, we analyze production
traces from in-memory caching workloads of Twitter [63].
These traces contain unsampled requests that are sent to two
instances (i.e., servers). We chose 1 million consecutive re-
quests to measure the time intervals between a nilext request
and the next non-nilext request issued by the same clients
(called Tgap). Since the traces record timestamps in seconds,
we can only coarsely count how many requests result in Tgap
⊂ [0,2s]. Figure 2 shows the cumulative distribution across
54 clusters. In 85.2% (46) clusters, requests leading to Tgap
⊂ [0,2s] are less than 10%, which gives the OQ abstraction a
great opportunity to reduce system latency.

5 Juneberry Design
Juneberry is a communication framework that implements
the OQ abstraction using commodity RNICs. Juneberry pro-
vides a similar usage as RPC frameworks: The server registers
request handler functions, each having a unique request type;
Clients issue a request with a specified request type and pa-
rameters, to call the associated function.

Juneberry is unique in that it supports wire latency for
nilext requests. Clients can mark a request as nilext. For

such a request, the server CPU does not return a software
response, and the client treats the hardware ACK generated
by the server-side RNIC as the commit signal. In this way,
the nilext request is committed with extremely low latency,
removing the server CPU’s overhead from the critical path.

However, when designing Juneberry, there are two obsta-
cles that we must overcome:
• Correct semantic with high performance. Despite the

simplicity of OQ abstraction, mapping it to the RNIC is not
so straightforward. We need to carefully select hardware
primitives and scrutinize them for correctness (§5.1). More-
over, while ensuring correctness, we also need to achieve
high performance (§5.2).
• Durability support with crash consistency. The OQ ab-

straction lacks a description of how to handle server crashes,
which is indispensable for storage systems that contain
persistent states (e.g., RocksDB). Therefore, we need to
augment the OQ abstraction to support durability (§5.3), in-
cluding 1) making the hardware ACKs have the durability
guarantee, and 2) ensuring that storage systems can recover
correctly upon server crashes.

5.1 Implementing OQ Abstraction
Juneberry server leverages shared receive queues (SRQs) to
implement the OQ abstraction. SRQ is a standard RDMA
component supported by almost all RNICs [12]: it is pro-
posed to reduce memory footprint by supporting multiple
QPs sharing a single RQ. Juneberry exploits SRQs for an-
other purpose: by binding multiple QPs to an SRQ, requests
from different clients (i.e., QP connections) can be placed
in the same queue structure, which is a basic requirement of
the OQ abstraction. Juneberry runs in reliable connection
(RC) mode, to enable the generation of hardware ACKs. The
server pushes receive buffers to the SRQ via RDMA RECV
commands; client threads send requests to the server’s SRQ
by issuing RDMA SEND commands.

Next, we describe how Juneberry follows the two rules of
OQ (§4). In brief, SRQ naturally follows Rule 1 (i.e., NIC
rule), but Juneberry relies on some software designs to follow
Rule 2 (i.e., CPU rule).

According to RDMA specification [12], the receiver-side
RNIC always allocates receive buffers from the head of SRQ2.
However, if the RNIC returns hardware ACKs before allo-
cation due to some radical optimizations (e.g., delayed al-
location), the Rule 1 will be violated. Fortunately, by revis-
iting the hardware semantics of RDMA, we determine that
returning ACKs before allocation is impossible. Concretely,
in RDMA, all memory areas (including receive buffers) that
can be accessed by the RNIC are registered as memory re-
gions (MRs); each MR is assigned several permissions (e.g.,
remotely writable). Therefore, for an incoming SEND request,

2In Section 10.2.9.1 of [12]: “When an incoming Receive Message arrives
on any QP that is associated with an SRQ, the HCA uses the next available
SRQ WQE to receive the incoming data”.
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SRQ buffers

CQ

b1 b2 b3 b4 b5

tail

bitmap 00000 10000 10100 10110 11110

idx

(a)

1 2 2 2 5

time

execute b1 execute b2,b3,b4 
in order

ce1 ce2 ce3 ce4

(b)

Figure 3: Juneberry enforces Rule 2. (a) The order of CEs in the CQ
may not match the order of receive buffers in the SRQ. (b) Executing
receive buffers in order with the help of the CQ and a bitmap.

the server-side RNIC must check the permissions of the desti-
nation address before returning hardware ACKs, to enforce
access control. Checking permissions indicates that the asso-
ciated receive buffers have been allocated.

In existing RPC frameworks using two-sided verbs [31],
the order of executing requests is the same as the order of
completion entries (CEs): the server-side CPU polls the CQ
to obtain CEs, then locates receive buffers using the CEs, and
finally executes requests in the receive buffers. However, such
a workflow (i.e., executing requests according to the order
of CEs) can not enforce the Rule 2. This is because RDMA
only guarantees in-order delivery for CEs generated by the
same QP [12], but in Juneberry, the SRQ’s CQ accommodates
CEs from different RC QPs. Hence, RDMA RECV commands
issued to the SRQ can be completed out-of-order; in other
words, when two CEs are generated by different QPs, their
order in the CQ may not match the order of receive buffers
(e.g., ce3 and ce4 in Figure 3(a)).

Juneberry adopts a simple solution to enforce Rule 2, mak-
ing requests in the SRQ be executed in order. As shown in
Figure 3(b), Juneberry maintains a bitmap and a variable idx
for the SRQ. The bitmap tracks which receive buffers have
requests; the idx points to the first buffer that is not executed
by the CPU. CPU executes requests with the following three
steps: ❶ Polls the CQ to obtain CEs and sets associated bits
in the bitmap; ❷ If the idx-th bit is set, executes the request
and advances idx; ❸ Repeats the step ❷ until the idx-th
bit is clear. For example, in Figure 3(b), upon obtaining ce4
from the CQ, the CPU executes the request in b2 (since idx
equals 2), and then executes the next contiguous sequence of
requests in the bitmap in order (i.e., b3 and b4).

Scaling to multiple CPU cores. Until now, we have assumed
that there is only a single SRQ at server side. However, it
is impractical when considering the multi-core architecture
of servers. First, when multiple threads operate the same
SRQ, the scalability issue happens. Second, when multiple
threads execute requests concurrently, producing the same

results as sequential execution (for Rule 2) is intricate and low-
performance: it involves dependency tracking and resolution,
thus inducing expensive cross-thread synchronization.

Juneberry uses data partitioning to support multi-core scal-
ing. Specifically, Juneberry creates multiple SRQs at the
server side, each being associated with a worker thread. Each
worker thread manages an exclusive set of datasets. Such
data partitioning is easily achieved in many storage sys-
tems [32,33,37,39] such as key-value stores, since they adopt
a shared-nothing architecture to improve performance. Clients
in Juneberry need to send requests (via RDMA SEND) to cor-
rect server-side worker threads according to partition scheme.
For example, in the Memcached case, clients hash the target
key in a set/get request, and send the request to the SRQ
managed by the i-th worker thread, where i = hash(key) %
#(worker threads).

5.2 Optimizing Performance
Juneberry materializes the OQ abstraction by leveraging
SRQ and adopting software designs (§5.1). However, it poses
two performance issues: 1) operating SRQs is inefficient for
RNIC; 2) a large number of RC QPs harm system scalability.
For each issue, this subsection first explains its causes and
negative effects, and then introduces our solutions.
5.2.1 Streamlining RNIC Prefetching on SRQ
The lifecycle of work queue elements (WQEs). When cre-
ating an RQ/SRQ, the RNIC driver allocates a contiguous
memory region that contains multiple WQEs, which can be
accessed by RNICs (via DMA). When pushing a receive
buffer to the RQ/SRQ via RECV commands, the CPU fills in a
free WQE with metadata (including the address of the receive
buffer), making it valid. A valid WQE becomes free when the
CPU obtains the associated CE from CQs, which indicates
that the WQE has been consumed by a SEND request.

The RNIC prefetches valid RECV WQEs via DMA and
caches them in its SRAM, to accelerate the processing of
incoming SEND requests. Such prefetching is efficient for
standard RQs, since logically contiguous WQEs are also
physically contiguous at memory locations, making a sin-
gle prefetch operation (i.e., a DMA operation) be capable
of fetching multiple valid WQEs at a time. For example, as
shown in Figure 4(a), receive buffers b1, b2, b3 are pushed
into the RQ in order, and three WQEs allocated for them are
memory-contiguous.

However, SRQ counteracts the benefit of RNIC prefetching
due to its structure feature. Specifically, as described in §5.1,
the valid WQEs in an SRQ can be completed out-of-order,
thus creating fragmented free WQEs like holes. Subsequent
RECV commands often fail to allocate WQEs in a memory-
contiguous manner. As a result, valid WQEs in an SRQ are
connected using a link list. For example, as shown in Fig-
ure 4(b), the SRQ organizes valid WQEs using the link list
wqe3➞ wqe1➞ wqe5. Due to the link list structure of WQEs,
the RNIC is more susceptible to cache misses (thus stalling in-
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Figure 4: Array-based WQEs vs. list-based WQEs. In these two
figures, receive buffers b1, b2, and b3 are pushed into the RQ/SRQ
in order, and the RNIC driver allocates WQEs for them.

coming traffic), and needs more DMA operations to prefetch
WQEs with the pointer-chasing access pattern, both degrad-
ing the network performance. We validate it using a simple
experiment, where a client launches 24 threads to send 64B
messages to a remote server. The remote server uses one CPU
core to receive messages and respond with 64B messages;
each client thread allows 4 outstanding requests. The server
can deliver 2.91Mops/s when using RQ, but the performance
drops to 2.24Mops/s when using SRQ. A recent work ob-
serves a similar performance degradation on Ethernet NIC
that adopts list-based receive (Rx) rings [49].

Juneberry improves the performance of SRQ by allowing
a single WQE to accommodate multiple messages, so that
a prefetch operation can serve multiple SEND requests. This
is achieved by exploiting the multi-packet (MP) feature in
advanced RNICs [20,56]. For an MP RQ/SRQ, multiple SEND
requests can be sequentially written to the same receive buffer,
and the address of each request is aligned to a k (e.g., 64) byte
offset, where k is pre-defined3. The MP feature is proposed
to reduce memory footprint, but Juneberry uses it to stream-
line RNIC prefetching and mitigate network traffic stall. In
addition, with MP SRQ, Juneberry server can post a large
receive buffer (e.g., 64KB) to amortize the overhead of filling
in WQEs and ringing doorbells, saving CPU cycles.
5.2.2 Reducing the Number of QPs
Recall that in Juneberry, a client thread can send requests
to the MP SRQ of any worker thread according to partition
scheme (§5.1), which indicates that there are RC connections
between every client thread and every worker thread (RC
QPs only support one-to-one connections). Concretely, the
server maintains C×Ct×St RC QPs in total, where C is the
number of client machines, Ct is the number of client threads
per client machine, and St is the number of worker threads
in the server. However, it is well-known that RNIC cannot
cache states for a large number of QPs due to its size-limited

3We set k to 64, which is the minimum value that our RNICs support,
thus reducing internal fragmentation caused by data alignment.

SRAM [18,31,45,57]. Upon cache misses, RNIC issues DMA
operations to fetch QP states from host memory, stalling the
incoming network traffic and thus degrading performance.

We reduce the number of QPs in the Juneberry server
to C×St by employing a client-side delegation mechanism.
Specifically, a client machine creates St QPs, each connecting
to a remote worker thread. Note that each QP uses a sepa-
rate context to avoid false synchronization between client
threads [58]. Each QP is managed by one client thread, which
is called owner of the QP. When a client thread is about to
send a request to a worker thread, it identifies the owner of
the target QP and publishes the request in a reserved slot. The
owner scans slots and emits associated requests (including re-
quests generated by itself) to the network using the dedicated
QP. The owner is also responsible for processing responses
from the QP and delivering these responses to initiators.
5.2.3 Alternative Optimization Techniques
We discuss alternative optimization techniques that can ad-
dress the above two performance issues.
Array-based SRQ. An alternative approach to streamlining
RNIC prefetching is to make RNIC support array-based SRQ
(by modifying the firmware of RNIC ASIC). This approach
also requires us to modify the driver of RNIC. Compared
with array-based SRQ, MP SRQ used by Juneberry has an
additional advantage: mitigating CPU overhead by reducing
the number of doorbells.
eXtended RC (XRC). XRC [4] is an Infiniband transport
service supported by Mellanox RNIC. When using XRC, an
RC QP can deliver messages to multiple SRQs in a remote
machine. If we adopt XRC in Juneberry, the number of QPs
in the server will decrease to C×Ct, the total number of client
threads in the cluster. Compared with the client-side dele-
gation mechanism (which has C×St QPs at the server side),
XRC has a scalability advantage when the server launches a
large number of threads.

5.3 Supporting Durability
Juneberry supports durability by leveraging emerging persis-
tent memory (PM) technologies. This subsection first gives a
brief background on PM, and then describes how Juneberry
uses it for durability and crash consistency. Here, we assume
that the back-end storage systems of Juneberry are crash-
consistent (unlike Memcached).

A primer on persistent memory (PM). PM is a new class of
storage devices that can guarantee persistence with DRAM-
like features. Specifically, PM can expose its storage space as
physical addresses to CPUs and other devices (e.g., RNICs).
Therefore, it can be accessed by CPUs via load/store in-
structions with low latency, or other devices via DMA engines.
There are two typical PM devices for datacenters: Intel’s Op-
tane PM [5] and Samsung’s Memory-Semantic SSD [8]. The
former sits in DIMM slots, while the latter is connected by the
CXL link. The performance of Optane PM is well-known [62]:
it can deliver 2GB/s writes and 6GB/s reads per DIMM, and
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Figure 5: An example of scanning an SRQ upon recovery.

it has the same write latency and 3× higher read latency com-
pared to DRAM. Memory-Semantic SSD is not currently
available. Although the CPU cache is volatile, recent CPUs
put it into the persistent domain via eADR [3,26,65] or Global
Persistent Flush (GPF) in CXL [2], which simplifies the use
of PM. With eADR or GPF, upon server crash, the data in the
CPU cache will be flushed to PM safely.

Persistent hardware ACKs. We first place SRQ receive
buffers in PM, so that requests in these buffers can survive
power outages. Recall that Juneberry uses hardware ACKs as
commit signals of the nilext requests, to achieve wire latency.
Yet, when a client receives the hardware ACK for an RDMA
SEND command, it only ensures that the SEND is allocated a
destination address in the SRQ; the DMA write operation in
the server-side RNIC may still be in progress, i.e., the SEND
data may not reach PM successfully. To make the hardware
ACK have the persistence guarantee, Juneberry drains DMA
operations of SEND commands in the server-side RNIC. It
does so by letting client threads issue an extra RDMA READ
(with 1-byte size) to the same QP after every SEND com-
mand [28, 60]: the PCIe read triggered by the RDMA READ
will flush the previous PCIe writes. In this way, the hardware
ACKs of READ ensure the persistence of nilext requests.

In addition, Juneberry performs two optimizations. First,
client threads combine the SEND command and READ com-
mand in one round trip, and remove CEs of SEND, since
the receiver-side RNIC executes these two commands in or-
der [12]. Second, the server disables Data Direct I/O (DDIO),
to let the RNIC bypass the CPU cache when performing DMA
operations. It can reduce PM write amplification caused by
granularity mismatch between a cache line (64B) and a PM
internal write (e.g., 256B in Optane PM) [28].

Recoverable SRQ. Simply putting receive buffers in PM
does not imply that we can recover requests from the SRQ
after power failure. Juneberry devises an identifiable request
format to address it. Specifically, each request begins with
a 64-bit checksum and a 32-bit size; checksum covers the
whole request and size is the request length, both being filled
by client threads. Moreover, each worker thread persistently
maintains two variables for its SRQ in PM: ReqToExecute
and SRQTail. ReqToExecute points to the first request not
yet executed: it is updated after the worker thread executes a
request. SRQTail records the last receive buffer in the SRQ;
it is updated after the worker thread issues a RECV command.

Upon recovery, the server scans SRQs to identify valid

requests. Recall that Juneberry leverages the multi-packet
feature of RNICs, so a receive buffer may contain multiple re-
quests. Each request has a start address that is aligned to
a pre-defined value (§5.2), which simplifies the scanning.
For each SRQ, a recovery thread scans receive buffers from
ReqToExecute to SRQTail. When an address results in
checksum failure, the thread jumps to the next aligned ad-
dress in the current receive buffer or the next buffer, continu-
ing to identify valid requests. Finally, as shown in Figure 5,
all valid requests (i.e., r3, r5, and r6) are marked. Among
them, nilext requests may have returned hardware ACKs as
commit signals; therefore, for crash consistency, the recovery
thread executes these nilext requests in order (i.e., r3 and r6).
Note that we do not need to execute non-nilext request r5,
because it is uncommitted and thus is concurrent with the
subsequent requests in the SRQ (i.e., r6 in this example).

There is a corner case: ReqToExecute points to a valid
request that is nilext and non-idempotent (e.g., fetch-and-add
without returning values). The recovery thread cannot deter-
mine whether this request has returned a hardware ACK. It
also cannot determine whether this request has been executed,
since executing the request and updating the ReqToExecute
are not atomic. As a result, the recovery thread cannot de-
cide whether to execute the request (may cause duplicated
execution) or skip it (may miss a committed request).

To address the above issue, we make all non-idempotent
requests software controllable (i.e., have the same workflow
as non-nilext requests): the worker thread ❶ executes a re-
quest, ❷ updates ReqToExecute, and ❸ finally returns a
software response; client threads use the software response
as the commit signal. Upon recovery, the recovery thread can
skip the non-idempotent (or non-nilext) request pointed by
ReqToExecute, since the client thread has not received the
request’s response, according to the order of ❶ ❷ ❸.

6 Evaluation
We seek to answer the following questions in our evaluation:
• How do optimization techniques proposed in §5.2 affect

Juneberry’s throughput? (§6.2)
• How does Juneberry perform when applying to in-memory

storage systems like Memcached? (§6.3)
• How does Juneberry perform when applying to persistent

storage systems like PMemKV? (§6.4)

6.1 Experimental Setup
We conduct experiments in a cluster having one server ma-
chine and 8 client machines. The server machine is equipped
with two 18-core Intel Xeon Gold 6240M CPUs, 192GB
DRAM, and 1.5TB Optane PM (three Optane DIMMs per
CPU). Each client machine is equipped with two 12-core In-
tel Xeon E5-2650 CPUs and 128GB DRAM. Each machine
installs a 100Gbps Mellanox ConnectX-5 RNIC; all RNICs
are connected to a Mellanox 100Gbps IB Switch. To avoid
the severe NUMA impacts on PM [35, 66], we only use one
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Figure 6: Throughput/Bandwidth with the varying number of client machines.

CPU and the associated DRAM/PM resources in the server.
There are two versions of our system: Juneberry and

Juneberry-D. The latter supports durability (§5.3), so it places
the server-side receive buffers in PM and disables DDIO.
Without explicit mention, each MP SRQ consists of 48 re-
ceive buffers of 16KB.

Target comparisons. In §6.3 and §6.4, we will compare
Juneberry with three systems:
• RawRPC. RawRPC uses the same codebase as Juneberry,

including optimizations such as MP features and delegation
(§5.2). Like traditional RPC frameworks, in RawRPC, the
server CPU handles requests and then returns responses.
• DeferredExec. DeferredExec also uses the same code-

base as Juneberry. It optimizes nilext requests using a pure
software solution: when processing a nilext request, the
server CPU first returns a software ACK to commit and
then executes it.
• eRPC. eRPC [29] is a state-of-the-art RPC framework. It

uses unreliable datagrams for network communication and
implements retransmission and congestion in software.

6.2 Microbenchmarks
In this experiment, we use microbenchmarks to demon-
strate the efficacy of two techniques proposed to improve
Juneberry’s performance: MP features and client-side dele-
gation. Each client machine launches 24 threads: each client
thread keeps one request in flight, and sends the request to a
randomly-chosen remote worker thread. The server machine
launches 18 threads: when a worker thread receives a request,
it replies using the same size message. Figure 6 shows the sys-
tem throughput with the varying number of client machines,
under different settings (i.e., small requests vs. large requests,
w/o durability vs. durability).

Small requests without durability. We make the following
observations from Figure 6(a). First, with 8 client machines,
MP improves the throughput of 64B requests from 16.45Mop-
s/s to 24.86Mops/s (i.e., 1.51×). This is because by accom-
modating multiple requests in a single receive buffer, MP
greatly mitigates the overhead of RNIC prefetching on list-
based SRQ WQEs and thus lowers the probability of RNIC
cache misses. Second, client-side delegation further increases

throughput by 1.25×, since it reduces the number of RC QPs
from 3456 (i.e., 8×24×18) to 144 (i.e., 8×18); in this way, the
QP states become smaller, alleviating the cache thrash caused
by RNICs’ size-limited SRAM. Third, these two techniques
make Juneberry scale well; without them, Juneberry can not
scale to more than 5 client machines.

Large requests without durability. From Figure 6(b) we can
see that even with large requests (i.e., 1KB), the baseline can
only achieve 71Gbps due to inefficient RNIC prefetching
on SRQ WQEs. When using multi-packet (MP) SRQ, the
bandwidth increases to 85Gbps. What needs to be explained
here is why Juneberry does not reach the raw performance of
RNICs (i.e., 100Gbps). We suspect the cause is the hardware
limitation of the SRQ, because when we replace SRQs with
standard RQs, the bandwidth can approach 100Gbps.

Small requests with durability. We make two observations
from Figure 6(c). First, as with DRAM, the two techniques
significantly boost the throughput of small requests when us-
ing PM: in the case of 8 client machines, MP and delegation
improve throughput by 1.44× and 1.42×, respectively. Sec-
ond, supporting durability brings 36.40% throughput degra-
dation (compared with Figure 6(a)): from 31.07Mops/s to
19.76Mops/s. This is because 1) every RDMA SEND com-
mand is followed by an RDMA READ command for durability,
consuming the IOPS of the server-side RNIC; 2) handling
PM-resident requests consumes more CPU cycles, since PM
has 3× higher read latency than DRAM.

Large requests with durability. As shown in Figure 6(d), for
large requests, the limited bandwidth of PM (6GB/s for 3
Optane DIMMs) becomes the performance bottleneck.

6.3 In-Memory Caching: Memcached
In this experiment, we use Memcached (version: 1.6.19) as the
back-end storage system. We remove network-related parts in
Memcached’s codebase and produce a local library that can
be linked to Juneberry server. We spawn 24 threads per client
machine (8 client machines in total); client threads generate
requests at a given rate with Poisson arrivals. The server
machine launches 16 threads to handle requests and reserves
2 threads for background tasks (e.g., LRU maintainer).

We select four representative in-memory caching work-
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Figure 7: Median latency vs. throughput. We use Memcached (ver-
sion: 1.6.19) as the back-end storage system.

ratio of set key size value size Zipf alpha
Cluster-12 80% 44B 1030B 0.3048
Cluster-19 25% 42B 101B 0.735
Cluster-27 15% 66B 8B 1.065
Cluster-31 94% 41B 15B 0

Table 1: Settings of in-memory caching workloads.

loads from Twitter [63], as shown in Table 1. Among them,
Cluster-12 and Cluster-31 are write-intensive; Cluster-19 and
Cluster-27 are read-intensive.

Figure 7 shows median latency under varying throughput.
All systems achieve the same peak throughput since the back-
end storage engine is the throughput bottleneck. We can make
the following observations.

First, under peak throughput, compared with RawRPC,
Juneberry achieves 82.30%/50.74%/32.89%/90.70% lower
median latency in Cluster-12/19/27/31 workloads. This is
because Juneberry makes nilext requests (i.e., set requests)
wire-latency by leveraging hardware ACKs as commit signals.
For workloads containing more nilext requests (e.g., Cluster-
12 and Cluster-31), the latency reduction is more pronounced.

Second, by deferring execution of nilext requests until after
returning responses, DeferredExec reduces median latency
of RawRPC. However, DeferredExec is still outperformed by
Juneberry: for example, when approaching peak throughput
under Cluster-12, DeferredExec has 3.03× higher median la-
tency compared with Juneberry. This is because when worker
threads of DeferredExec are executing requests, they can-
not immediately return software responses for nilext requests
residing in RQs. In contrast, Juneberry offloads the task of
returning nilext requests’ ACKs to the RNIC hardware, avoid-
ing software queuing caused by the busy CPU. As a result, the
median latency of Juneberry is not only low but also stable
under different degrees of loads. This demonstrates that in the
microsecond era, hardware/software co-design (e.g., the OQ
abstraction) is necessary to further realize latency reduction
for storage systems. It is also worth noting that compared to
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Figure 8: P99 latency vs. throughput. We use Memcached (version:
1.6.19) as the back-end storage system.

DeferredExec, Juneberry reduces the number of network
packets used for returning responses.

Third, eRPC suffers much higher latency than Juneberry at
peak throughput, but when workloads are read-intensive and
not heavy, it median latency is slightly lower. For example,
as shown in Figure 7(c), when the throughput is less than
2.5Mops/s under Cluster-27, eRPC has 100∼400ns lower me-
dian latency than Juneberry. This is because at this point,
software queuing does not affect latency, but the client-side
delegation in Juneberry incurs extra software overhead such
as cross-thread communication.

Figure 8 shows 99th percentile (P99) tail latency under
varying throughput, from which we can make the following
observations. First, under write-intensive workloads Cluster-
12 and Cluster-31, Juneberry yields a P99 latency that is up
to 32.43% and 42.86% lower than the second best system
(i.e., DeferredExec), respectively. This is because the OQ
abstraction enables fast commit of nilext requests, which rep-
resent a large fraction of these two workloads.

Second, under read-intensive workloads Cluster-19 and
Cluster-27, the P99 latency reduction achieved by Juneberry
is limited. Take Cluster-19 for example, compared with
RawRPC, Juneberry decreases P99 latency from 10.6µs to
7.4µs with 0.5Mops/s throughput, and from 65.8µs to 61.8µs
with 4.1Mops/s throughput (peak throughput). This is because
a small fraction of get requests produce pathological access
patterns (recall §4), i.e., the time interval between them and
previous set requests from the same client threads is too
short to hide execution latency of set requests, leading to
high tail latency. Therefore, the improvement from the OQ ab-
straction is overshadowed. This also explains why Juneberry
is less effective in reducing tail latency than median latency.

6.4 Persistent KV Store: PMemKV
This experiment explores the performance of persistent stor-
age systems with Juneberry-D. We select PMemKV [7] as
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Figure 9: Median latency vs. throughput. We use PMemKV as the
back-end storage system.

the backend; it is a persistent KV store that maintains objects
in PM. The experiment setup is the same as in §6.3, except
that the server launches 18 threads. We use YCSB-like work-
loads with four types of put/get ratio: write-only (100%
put), read-only (100% get), write-intensive (50% put and
50% get), read-intensive (5% put and 95% get). We set
the object size to 91-byte, which is the average object size
in Meta’s largest KV system, i.e., ZippyDB [15]. Workloads
follow a Zipf 0.99 access distribution.

Figure 9 depicts median latency with increasing throughput,
from which we make two observations. First, Juneberry-D
reduces median latency by 57.08%/56.33%/53.92% against
RawRPC/DeferredExec/eRPC under write-only workloads;
40.83%/40.83%/36.71% under write-intensive workloads (i.e.,
50% put). By leveraging persistent hardware ACKs along
with PM-resident recoverable SRQ, Juneberry-D can quickly
commit a nilext request without sacrificing crash consistency.

Second, Juneberry-D is inferior to other systems under
read-intensive (i.e., 5% put) and read-only workloads. Specif-
ically, compared with RawRPC, Juneberry-D has 1.19× (1.6µs)
and 1.20× (1.7µs) higher median latency. This is because
in Juneberry-D, the server ① disables DDIO, harming the
communication latency between RNICs and host memory,
and ② uses PM-resident receive buffers, leading to higher
latency spent by the CPU in fetching requests. In addition, un-
der read-only workloads, Juneberry-D has about 1.5% lower
peak throughput compared with other systems.

Figure 10 further shows P99 latency of PMemKV. Under
write-only workloads (Figure 10(a)), when the throughput
is 2.0Mops/s, Juneberry-D exhibits 94.38%/93.76%/89.61%
lower P99 latency against RawRPC/DeferredExec/eRPC.
However, when the throughput offered is slightly higher than
Juneberry-D can handle, its tail latency increases dramati-
cally. This is because when all requests are nilext, the server-
side SRQ can easily have no free buffers, causing the server-
side RNIC to generate the receive not ready (RNR) error.
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Figure 10: P99 latency vs. throughput. We use PMemKV as the
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Figure 11: Throughput with different value size. We use PMemKV
as the back-end storage system. The put ratio is 50%.

When workloads are read-intensive (5% put) and read-only,
Juneberry-D has up to 1.28× and 1.49× higher P99 latency
due to PM receive buffers and disabled DDIO. Combining
Figure 9 and Figure 10, we can summarize that when sup-
porting durability, the OQ abstraction brings latency benefits
under write-intensive workloads, but incurs latency overhead
under read-intensive workloads.

In Juneberry-D, PM-resident receive buffers consume PM
write bandwidth, which inevitably affects the performance
of back-end storage systems using PM (recall that PM write
bandwidth is limited). We conduct an experiment to show
it. We use 8-byte keys and vary the value size; the ratio of
put requests is 50%. Figure 11 presents the result. When the
value size is small, the throughput degradation of Juneberry-
D is acceptable: only 3.0% with 100B values. However, when
values become larger, the size of put requests increases and
thus more PM write bandwidth is consumed on server-side
SRQ, reducing the available PM bandwidth for the back-end
storage system. As a result, with 3200B values, RawRPC de-
livers 1.42× higher throughput against Juneberry-D. Fortu-
nately, small objects are very common in real-world work-
loads [15,43, 63], so Juneberry-D can achieve wire-latency
nilext requests at a small cost in throughput in many cases.
In addition, if the back-end storage system uses a storage
device that is not a PM (e.g., SSD or HDD), Juneberry will
not induce throughput degradation.
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7 Discussion
Supporting durability without Optane PM. In our exper-
iments, we use Optane PM to store requests for durability.
However, Intel has fully killed off its Optane Memory busi-
ness. Here, we provide two alternative solutions:
• CXL-based SSD. By attaching SSD devices on CXL links,

CXL-based SSD can expose load/store interfaces to RNICs.
Thus, we can place SRQ buffers on CXL-SSD and the
RNIC will DMA requests to it, guaranteeing data durability.
Some CXL-based SSD products (e.g., Samsung’s Memory-
Semantic SSD [8]) will enter the market in the near future.
• UPS-backed DRAM. Uninterruptible power supply (UPS)

is a type of power system that makes DRAM durable.
Specifically, with the help of UPS, the contents of DRAM
will be written to SSD when the power fails [19]. Compared
with Optane PM, USP-backed DRAM will not induce extra
latency overhead to Juneberry. Moreover, since the size of
the SRQ buffers is small, the battery provisioning costs of
UPS are limited for Juneberry.

Implementing Juneberry with different technologies.
Juneberry exploits hardware ACKs generated by RNICs to
enable fast commit. It can also be implemented on other NICs
supporting hardware ACKs [46, 50], such as FlexTOE [50], a
TCP offload engine (TOE) on SmartNICs. Moreover, the idea
of fast commits can be applied to other levels of the network
stack. For example, for Linux socket-based applications, we
can return a software ACK in the Linux kernel by implement-
ing an in-kernel eBPF hook via XDP. By doing so, the latency
overhead caused by the context switch can be avoided.

8 Related Work
RDMA communication. Existing works use RDMA for
inter-server communication in two ways: 1) implementing
RPC upon RDMA verbs [27, 29–31, 52] and 2) directly ac-
cessing remote memory via one-sided verbs [9, 18, 55, 59, 64].
RPC enables complicated server-side execution (e.g., index
traversal) in one round trip. One-sided access can bypass re-
mote CPUs and thus achieve low latency, but is restricted to
simple read and write operations. Thus, retrieving data us-
ing one-sided verbs in a storage system typically involves
multiple round trips due to indexing and concurrency control
(e.g., Sherman [55] and CliqueMap [51]). Juneberry based
on the OQ abstraction provides a new way for inter-server
RDMA communication: the server CPU can execute requests
like RPC, supporting general operations within one round trip,
and nilext requests are committed with remote CPU bypass,
achieving extremely low latency.
NIC assisted systems. Recent works leverage SmartNICs
and customized NICs to accelerate system software [14,
17, 25, 34, 36, 40, 41]. Among them, RPCValet [17], Dag-
ger [36], and nanoPU [25] targets RPC systems: they offload
tasks of the RPC stack to NICs, such as request schedul-
ing and (de)serialization, and use memory interconnects (in-
stead of PCIe) for CPU-NIC communication to lower latency.

Juneberry can also be viewed as leveraging NICs to acceler-
ate RPC systems: it relies on NICs for providing a fast path
to commit nilext requests. However, different from the above
works, Juneberry does not require hardware modification; it
repurposes hardware ACKs that exist on commodity NICs
supporting reliable data transfer (e.g., RNICs).
Combining RDMA and PM. RDMA and PM can offer
low-latency data transfer and storage, respectively, so re-
searchers are actively exploring how to combine them ef-
ficiently [10,28,42,53,53,60,61]. Kalia et al. [28] and Wei et
al. [60] present a set of guidelines to optimize the interaction
between RDMA and PM. Octopus [42], Orion [61], and As-
sise [10] are distributed file systems powered by RDMA and
PM. They support one-sided RDMA access to PM-resident
file data, thus mitigating CPU overhead and avoiding unneces-
sary data copying. Clover [53] is a PM-based key-value store
that uses RDMA networks. Clients access objects in PM via
RDMA WRITE and READ, and resolve concurrent conflicts via
RDMA atomic verbs. Juneberry adopts a different approach
to combine RDMA and PM: it places receive buffers in PM to
persistently store incoming RDMA SEND requests, rather than
directly accessing PM-resident data via one-sided RDMA.
Nil-externality. Ganesan et al. identify nil-externality [21], a
property for interfaces if they do not externalize effects. By ex-
ploiting nil-externality, they propose nilext-aware replication,
which improves replication performance by lazily ordering
and executing nilext updates. The design of OQ abstraction
gets inspiration from their work. Several works on storage
systems also perform early commit and asynchronous exe-
cution. Xsyncfs [47] commits a file system operation with-
out performing disk I/O, and defers execution until exter-
nal output is generated (e.g., send data to the screen or net-
work). ScaleDB [44] commits a transaction without updating
the global range index, and introduces a concurrency con-
trol mechanism for transaction serializability. Juneberry is
designed for networked environments and can be used for
many storage systems. Moreover, Juneberry’s early commit
is achieved by exploiting hardware ACKs, thus eliminating
software delay from the critical path.

9 Conclusion
In this paper, we propose Ordered Queue (OQ) abstraction,
which accelerates nilext requests by leveraging NICs’s hard-
ware ACKs for fast commit. By doing so, a nilext request can
be committed in a single round trip with remote CPU bypass,
achieving extremely low latency. We materialize OQ abstrac-
tion by designing Juneberry, a communication framework
running on commodity RDMA NICs. Juneberry uses a set
of techniques to improve performance and incorporates per-
sistent memory to support durability. Juneberry significantly
lowers the latency of storage systems under write-intensive
workloads. This work demonstrates that making storage soft-
ware have visibility into network-level knowledge can bring
performance benefits.
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