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Abstract
Despite significant progress in verifying protocols, services
that implement distributed protocols (we refer to these as
DPIs in what follows), e.g., Chubby or Etcd, can exhibit safety
bugs in production deployments. These bugs are often intro-
duced by programmers when converting protocol descrip-
tions into code. This paper introduces Runtime Protocol Re-
finement Checking (RPRC), a runtime approach for detecting
protocol implementation bugs in DPIs. RPRC systems observe
adeployed DPI’s runtime behavior and notify operators when
this behavior evidences a protocol implementation bug, allow-
ing operators to mitigate the bugs impact and developers to fix
the bug. We have developed an algorithm for RPRC and imple-
mented it in a system called ELLSBERG that targets DPIs that
assume fail-stop failures and the asynchronous (or partially
synchronous) model. Our goal when designing ELLSBERG was
tomake no assumptions abouthow DPIs are implemented,and
to avoid additional coordination or communication. There-
fore, ELLSBERG builds on the observation that in the absence of
Byzantine failures, a protocol safety properties are maintained
if all live DPI processes correctly implement the protocol.
Thus, ELLsBERG checks RPRC by comparing messages sentand
received by each DPI process to those produced by a simulated
execution of the protocol. We apply ELLSBERG to three open
source DPIs, Etcd, Zookeeper and Redis Raft, and show that
we can detect previously reported protocol bugs in these DPIs.

1 Introduction

Distributed protocols, implemented in lock ser-
vices [11, 21, 100], distributed databases [85, 99], etc.,
lie at the heart of all fault-tolerant applications. Ensuring
that these services, which we refer to as distributed protocol
implementations (DPIs), correctly implement distributed pro-
tocols remains challenging. Popular DPIs have shipped with
application visible bugs: e.g., prior versions of Etcd [21] would
return stale values in some scenarios due to a bug [25] in its
implementation of a linearizable read protocol [95]. Similarly,
prior versions of Zookeeper [100] would, in some scenarios,
lose updates during leader elections due to a protocol imple-
mentation bug [101]. Both systems are widely used, and both
bugs can result in application bugs such as data corruption.

In this paper we develop an approach, runtime protocol re-
finement checking (RPRC), that notifies administrators when
bugs such as the ones above occur, allowing administrators
to mitigate the bug’s effects and programmers to fix the

bug. We started developing RPRC because we observed that
despite the widespread use of verification tools [3,4, 10, 41,
42,55,60,65,68,90-92,94] that prove the safety of distributed
protocols, and testing tools [6, 15,35,41-43, 48, 66] that check
implementation correctness, deployed DPIs continue to
exhibit bugs. This is because ensuring that programmer
correctly implements a verified protocol is challenging, and
detecting (and eliminating) all bugs with testing is infeasible.
Recently, IronFleet [34], Verus [47], Goose [12] and others,
have proposed using static refinement proofs to connect
verified protocols to implementations. However, to ensure fea-
sibility (of refinement proof generation and checking) these
frameworks must limit how code is written, making it hard
for developers to produce verified, high-performance DPIs.

RPRC provides an alternate approach for connecting stat-
ically verified protocols to an implementation: RPRC systems
observe a DPI’s runtime behavior, and notify administrators
when the implementation’s behavior deviates from what is
required by the protocol. Analyzing runtime behavior allows
RPRC tools to avoid making assumptions about how the
protocol is implemented or what libraries are used. Indeed,
Er1SBERG, the RPRC system described in this paper, treats the
DPI as a blackbox, assumes no access to the DPI’s internal
state, and does not impose any limits on how DPIs are imple-
mented. Note, RPRC systems do not replace static protocol
and implementation verification [10,34,47,49,55,68,88,91,92]
(they cannot statically generate proofs to show that a protocol
is correct, or that an implementation refines the protocol) and
fuzz testing tools [6,41-43,48,66] (they do not try to maximize
coverage and find all bugs before an implementation is
deployed), but rather complement them.

This paper describes an RPRC algorithm that we have
implemented in a system called ELLsBERG. We designed
ELLSBERG to work with existing unmodified DPIs, to minimize
communication and processing overheads, and to ensure that
it had no effect on a DPT’s failure guarantees. These design
goals allow ELLSBERG to be used in deployment and to find
bugs that were missed during testing.

ErrsBERG (Figure 1) consists of a set of co-located instances
that run alongside (that is, co-located with) each DPI process.
An ELLSBERG instance has access to a trace of incoming
and outgoing messages sent by its colocated process, but
has no access to its internal state. Furthermore, ELLSBERG
instances are designed to work without communicating
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Figure 1: An overview of ELLSBERG, which runs an instance colocated with each
DPI process, and compares the colocated process’s behavior to a correct protocol
implementation. We assume the TLA+ protocol specification is provided by
the protocol designer, and programmers derive a ELLSBERG specification from
this specification.

with each other: each instance processes the trace produced
by its colocated process and can independently generate
a notification when it observes an implementation bug.
Our design builds on the observation that a DPI correctly
implements a distributed protocol if and only if all processes
executing the DPI have correctly implemented the protocol,
allowing us to check implementation correctness without
requiring additional communication or coordination. In cases
where the protocol has been proven to maintain global safety
properties (e.g., agreement or linearizability), ELLSBERG’s
local checks are sufficient to ensure that administrators are
notified when these properties are violated.

Administrators and programmers use ELLSBERG (Figure 1)
as follows: before deployment, the administrator (or DPI
programmer) translates the protocol the DPI purportedly
implements into an ELLSBERG specification and tests it (§4)
to check correctness. When deploying the DPI, the admin-
istrator colocates an ELLSBERG instance, configured with
protocol specification, with each DPI process, and configures
the DPI process so that the colocated instance has access to
a trace of all messages received or sent by the process (§3.1).
Each instance uses the specification and trace to simulate a
correct implementation of the protocol and reports a bug if
the process’s behavior diverges from the simulated behavior.

We needed to address two challenges when developing
ELLSBERG: (a) Concurrency within DPI processes. Many
DPI implementations are concurrent, and to avoid false
notifications, ELLSBERG needs to ensure that its simulation
state corresponds to the DPI’s protocol state. However, the
DPI’s protocol state depends on the order in which messages
are processed, and the trace available to ELLSBERG does not
reveal this order. Consequently, ELLSBERG instances need to
consider all simulation states reachable by reordering mes-
sages in the trace, which can grow exponentially over time.
Therefore, to be feasible ELLSBERG needs to efficiently explore
the set of reachable states; and (b) Incremental checking,
by which we mean the ability to check DPI correctness
without needing to process the entire trace or requiring
access to messages sent or received in the future. Incremental
checking prevents us from using existing approaches for

efficiently processing multiple simulation states: these
approaches assume access to a complete trace (including
future messages), or assume that messages are annotated
with a vector clock [78,80] that records processing order.

ELLSBERG addresses these challenges using a novel incre-
mental RPRC algorithm (§3.4): each ELLSBERG instance main-
tains the set of simulation states the associated DPI process
can be in, and uses breadth first search to update the instances
states and check DPI correctness. We use two optimizations to
speed up breadth first search: we prune branches whose execu-
tion produces a simulation state that is guaranteed, based on
the observed trace, to differ from the DPI’s protocol state; and
we identify messages whose effect will not change after being
reordered with future messages and apply them immediately.

We have evaluated ELLSBERG using three open-source DPIs:
Etcd and ZooKeeper, which are consistent key-value stores
that are used by projects such as Kubernetes for configuration
and state management; and Redis Raft, an extension of the
Redis key-value store that adds fault-tolerance. Etcd and
Redis Raft implement the Raft [64] consensus protocol,
and ZooKeeper implements the Zab [38] atomic broadcast
protocol. Our evaluation (§6) shows that ELLSBERG can detect
bugs in these systems, that it can do so with minimal impact
on response latency (we observed a worse case impact of
11% on the 99th percentile latency), no impact on throughput,
and has modest processing and memory requirements.

Although the RPRC approach is general, and can be used
with any distributed protocol that assumes fail-stop behavior
and the asynchronous (or partially synchronous) model, it
has an important limitation: it only suffices to detect protocol
bugs that lead to changes in either the content or order
of messages sent or received by a DPI process.We cannot
detect several important classes of bugs, including ones that
lead to livelock or deadlock, corrupt stored data, or degrade
performance, and must rely on tools developed by prior work
(§2.1) to detect these bugs. Nevertheless, as our evaluation (§6)
shows, safety bugs of the kind we find do occur in practice.

2 Current Approaches and Related Work

Our goal is to catch protocol bugs in deployed DPIs that
can lead to violations of safety properties. Before describing
our approach, RPRC, we first review existing approaches,
focusing on those that prevent or detect safety bugs. We
categorize these work into five classes:

Trace Validation. A recently developed approach [15,35]
validates totally ordered traces generated during the testing
against a TLA+ specification. This approach seeks to check
protocol refinement at test time. However, it can only check
execution traces generated by tests and, consequently can
miss bugs. By contrast, ELLSBERG is designed to minimize
overheads, allowing it to be used in deployment and uncover
bugs that were not found during testing. As a result, both
approaches are complimentary: trace validation identifies
bugs before deployment, while ELLSBERG identifies bugs in
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deployment.

Trace-validation also makes different assumptions than
ELLSBERG. It assumes that there is a close correspondence
between implementation and specification, assuming that the
the implementer used the TLA+ specification as a blueprint
when writing code ( [15, §1]) or that the specification was
reverse engineered from the implementation. For DPI
implementations, this requirement means that the DPI must
log all changes to state variables, and log ‘linearization points’
that correspond to TLA+ state transitions. Thus, in contrast
to our approach, DPIs must be implemented (or updated) for
use with trace validation. Howard et al [35, §6.1] report that
they needed to add 15 additional log statements to capture
linearization points, which requires understanding both the
protocol specification and the implementation. Similarly, for
specifications, requiring close correspondence between imple-
mentation and specification means that specifications must be
changed as applications are optimized or changed, and cannot
necessarily be reused across applications. Indeed, the CCF
effort had to develop a new detailed Raft specification [35, §4,
§5] to use trace validation. By contrast, ELLSBERG does not re-
quire close correspondence between the specification and the
traces, and in our evaluation, we reuse the same Raft specifica-
tion (modulo a few changes to account for the use of different
reconfiguration protocols) for both Etcd and Redis Ratft.

Furthermore, the trace-validation algorithm relies on two
assumptions that make it challenging to use this approach in
deployment: It assumes that (a) checks are run after the test
has terminated; and (b) the test produces a totally ordered
output. These assumptions require additional coordination
- e.g., Microsoft CCF [35, §6.1] uses a test driver to serialize
node execution and a synchronized global clock to order
process logs, and to decide when a test has completed — which
affects a DPI’s fault tolerance guarantees and performance.
Protocol Verification. Prior work has described several
strategies to prove a distributed protocol’s safety properties.
Verdi [88], Diesel [81] and others [89] provide frameworks
that make it easier for users to write proofs that can be mechan-
ically checked by a proof assistant (e.g., Coq [84]). Ivy [67,68]
provides an interactive tool to help users produce inductive
invariants that can be used to prove the protocol’s safety
properties with an SMT solver. Recent works [55,69,91,92]
have extended Ivy’s approach and automated the process
of inferring inductive invariants. TLA+ [10, 62, 94] allows
users to model check distributed protocol specification to
find safety violations. Each of these strategies offers varying
levels of automation and imposes different requirements
on how protocols are specified. While these systems can
prove that a protocol is correct (i.e. it maintains desired safety
properties), they cannot prevent implementation bugs.

Use refinement proofs to prove implementations
correct. This approach tries to derive the correctness of DPI
implementations from verified protocols using refinement
proofs. IronFleet [34] takes as input safety properties (referred

to as a high-level specification), a protocol specification
together with an implementation, and prove using Dafny [49]
that (a) the protocol specification satisfies the specified safety
properties, and (b) the implementation refines the protocol
and thus also meets the safety properties. Recently, pretend
synchrony [86] has shown how to reduce the proof burden for
IronFleet by restricting the communication primitives used
by the program. Concurrently, Verdi [88,89] and Diesel [81]
implement refinement proof using Coq’s Ocaml extraction ca-
pabilities. All of these frameworks produce provably correct
DPIs, however, to ensure that refinement proof generation and
checking is feasible, they need to limit how DPI code is written,
what libraries are used, and how the code is optimized [51].

Furthermore, these approaches make assumptions about
the runtime environment, including assumptions about
system call semantics and the network. Prior work [29] has
shown that these assumptions are sometimes wrong, thus
provably correct DPIs can still violate safety. Therefore,
RPRC systems are useful even when using refinement proofs
to produce provably correct implementations.

Use model checking and fuzzing to test existing
implementations. Nearly all deployed DPIs use unit and
integration tests to catch bugs. However, as with any large
software system, developer provided tests cannot provide
sufficient coverage. Prior work has developed tools for
automatically generating tests. These tools can be classified
into ones that use fuzzing or randomized testing [6, 43, 66],
and ones that use model checking (3,4, 6,41,42,48,60, 87, 90].
Many of these approaches [3, 43, 48, 66] are explicitly
designed to be used with existing DPIs. Recent work from
Majumdar and Niksic [58] has argued that randomized
testing approaches are effective in finding DPI bugs. However,
as is common with testing approaches, these tools cannot
guarantee that all bugs are found. RPRC complements testing,
allowing developers and administrators to discover bugs that
occur when DPIs are deployed, but were not found during
testing. However, note that as is the case with any runtime
verification tool, bugs discovered using RPRC in production
can also be found by a fuzzer that runs for long enough and
explores enough of the implementation’s code paths.

Runtime verification to find bugs in DPIs. Runtime ver-
ification approaches, e.g., Dinv [33], D3S [50], Pip [77], Ar-
agog [93], Oathkeeper [53] and Hydra [76], check program
properties at runtime. These approaches are designed to check
global properties, e.g., agreement or state consistency, which
are often expressed as predicates over the state of all (or some
subset) of DPI processes. Consequently, these tools check pro-
gram properties by first collecting a consistent snapshot of the
relevant DPI state [13] and then evaluating a predicate on this
state (see Franclanza et al’s survey [31] for details). The use of
DPI state snapshots allows these tools to check richer proper-
ties without concerns about decidability or scaling, e.g., Ara-
gog [93] checks performance and probabilistic staleness prop-
erties. However, the need to collect consistent state snapshots
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adds coordination and communication overheads, and makes
verificationin the presence of DPI process failures challenging.
Recent work has focused on reducing these overheads by min-
imizing the amount of process state collected [53,76,93], using
fork-join parallelism to distribute predicate checking [33, 50,
76,77,93]. Other work has used multivalued logics [9, 14] to
mitigate the effect of failures on runtime verification.
Our approach: Runtime protocol refinement checking
(RPRC). RPRC seeks to combine mechanisms from both
refinement proofs and runtime verification. Similar to
refinement proofs, RPRC aims to ensure that each DPI
process correctly implements a protocol, whose safety has
verified using other approaches. However, unlike traditional
refinement proofs which do so statically, RPRC’s refinement
checking occur at runtime to compare each DPI process’
behavior to that of its protocol specification. Thus, RPRC
avoids the feasibility concerns that lead tools like Verdi,
Dafny and Verus to impose constraints on how DPIs are im-
plemented. Additionally, runtime refinement checking does
not require strong assumptions about system call semantics
that are required by existing refinement tools. Unlike runtime
verification, RPRC checks that DPI implementation refines
a distributed protocol rather than checking that a safety
property holds. Refinement can be checked locally without
cross-node communication and coordination, and without
imposing any limits on fault tolerance. By contrast, checking
properties requires gathering that state at all processes, which
necessitates coordination and is unavailable under failures.
2.1 Other Related Work

The tools discussed above focus on detecting safety bugs in
DPIs. Below we discuss tools that look beyond safety to other
issues including performance bugs, non-fail-stop failures and
how to fix bugs once they are found. We discuss these below:
Distributed tracing tools. Distributed  trac-
ing [7, 20, 30, 57, 70, 82] is the most widely deployed
approach to finding bugs in deployed DPIs. These tools
generate logs that trace requests through the system, and
several tools utilize these trace logs [8,17,40,45,46,56,61] to
debug performance problems and failed user requests. These
tools are valuable for debugging bugs, but cannot detect them.
Checking behavior under failures. Several tools and
engineering practices, including chaos engineering [79],
lineage driven fault injection [3-5, 59], crash consistency
checking [2], and analysis tools for partial and correlated
failures [37, 52, 96] have been developed to improve DPI
behavior when recovering from crashes. We assume a
fail-stop model, and do not currently handle these failures.
Performance and configuration bugs. Recent work
has also developed tools and approaches to identifying
performance bugs including gray failures [37], metastable
failures [36], and bugs due to misconfiguration [97].
Record-replay based debuggers. Bugs, once found, need to
be further diagnosed for debugging. Prior work has proposed
several approaches for debugging DPIs [1, 8, 52, 80]. As we

discussed previously, these include record-replay [8,78, 80]
based debuggers which, similar to RPRC, also need to consider
multiple interleavings when reproducing bugs.

3 ELLSBERG Design

We now describe ELLSBERG, a RPRC system that we have
implemented. We first state our assumptions about DPIs and
the deployment environment (§3.1) and describe a ticket-lock
service that we use as a running example in this section
(§3.2). Then, we discuss the protocol specification a user must
provide to ELLSBERG (§3.3), and our RPRC algorithm (§3.4).

Overview. ELLSBERG (Figure 1) performs runtime refinement
checks on whether a deployed DPI correctly implements a
protocol by comparing each DPI process’s behavior against
a user-provided protocol specification (§3.3). To do so, we
require administrators to co-locate an ELLSBERG instances
with each DPI process, and to configure the deployment
so that the ELLSBERG instance has access to a trace of all
messages sent and received by its co-located DPI process.
At a high-level, the ELLSBERG instance uses the following
RPRC algorithm to check its co-located DPI process: it checks
refinement by using the incoming messages in the trace to
simulate potential protocol executions (using a protocol spec-
ification) and decides refinement check has failed if an invalid
or out-of-order going message appears in the trace. It notifies
administrators when the refinement check fails. Because
ELLSBERG must account for internal concurrency within a
DPIL, when simulating the protocol it maintains multiple simu-
lation states, and uses breadth first search to consider multiple
event interleavings (or schedules). ELLSBERG uses outgoing
messages in the trace to prune the set of simulation states that
must be maintained, and the event interleavings considered.

3.1 Assumptions and Guarantees

ELLSBERG assumes that the DPI and protocol work under
the asynchronous (or partially synchronous) model and
fail-stop failures. We do not consider byzantine failures.

When checking refinement, ELLSBERG instances assume
that the user-provided protocol specification is correct. We
provide a testing tool (§4), that administrators can use before
deploying ELLSBERG to check the specification’s correctness
using the protocol’s TLA+ specification.

We assume that the ELLSBERG instance and its co-located
DPI processes share fate, i.e. if an ELLSBERG instance fails,
its co-located DPI process also fails. We also require that the
trace faithfully records all messages sent and received by
its co-located DPI process, and is incrementally updated, i.e.,
messages are added as the DPI process sends or receives them.
Messages in the trace need to be annotated with the connec-
tion on which they were sent or received. We impose some
ordering requirements on the trace. Specifically, we require
that messages received over the same connection appear in
order in the trace, and that outgoing messages follow program
order, i.e., they appear in the trace in the order in which they
are sent, and that any incoming messages processed by the
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struct State {

1

2 highest: int,

3 current: int,

4 held: bool

5 )

6

7 fn assign(state: State) {

8 let ticket = state.highest;

9 state.highest = state.highest + 1;
10 respond (Assigned (ticket))

1}

12

13 fn acquire(state: State, ticket: int) {
14 if state.current == ticket{

15 state.held = true;

16 respond (Acquired(ticket))

17 }

18}

19 fn release(state: State) {

20 let ticket = state.current;

21 state.current = state.current + 1;
22 state.held = false;

23 respond(Released(ticket))

24}

Listing 1: Example ticket-lock server.

DPI before producing an outgoing message m appear before m
in the trace. Our prototype uses an IPC channel, that connects
each ELLSBERG instance to its colocated process, to collect
the trace (§5). Other approaches, e.g., one where a network
proxy mirrors messages to the ELLSBERG instance, can also
be used instead. Beyond the trace, ELLSBERG has no access to
DPI state: it cannot read the DPI process’s memory, nor does
it know the order in which received messages are processed.
Guarantees. When our assumptions are met, ELLSBERG
guarantees that it will generate an alert shortly after a DPI
processes sends a message that is inconsistent (either because
ofits contents, or the order in which it was sent) with the spec-
ification, i.e., shortly after a refinement violation is observed.
Consequently, ELLSBERG does not raise false-alarms because
alerts are only generated when a violation is observed.
However, similar to trace validation [15, 35], ELLSBERG
cannot prove that an implementation is correct because (a)
it cannot detect refinement violations that do not result in
the DPI sending out an inconsistent message; and (b) it is not
guaranteed to have observed all possible DPI behaviors.
3.2 Running Example: Ticket Lock Service

We use a simple, non-fault tolerant, ticket lock-service as
an illustrative example in this section. The service, shown in
Listing 1, runs on a single server and maintains two integers:
highest tracking the largest ticket the service has previously
granted, current tracking what client should go next, and
held which tracks whether a client holds the lock. The service
implements three RPC calls:

1. assign (line 7), which assigns the client a ticket,
increments highest so that clients get unique tickets,
and responds with the assigned ticket number.

2. acquire (line 13), which takes as input a ticket number
(ticket,previously acquired using assign) and checks ifit
is the client’s turn to acquire the lock (current ==ticket).
If it is the client’s turn, the service sets held to true and
responds with an Acquired message.

3. release (line 19), which releases the lock by increment-

ing current, setting held to false, and responds with a
Released message.

For ease of exposition, we assume that clients using this
service are correct, and that a client does not call release
unless it holds the lock. A correctly implemented version
of this protocol guarantees mutual exclusion, ensuring that
no-more than one client holds the lock at a time. We use
this simple protocol to illustrate how to specify a protocol
in ELLSBERG, but we use real DPIs (Etcd, Zookeeper and Redis
Raft) for the evaluation (see Appendix C for specifications).

3.3 Definitions and Specification

We model a distributed protocol as a collection of com-
municating processes, each of which is specified by an I/O
automaton [27,54]. More concretely, ELLSBERG requires users
to specify the distributed protocol as a state machine (executed
by each process), whose execution is driven by a sequence of
events that are applied to it. There are two types of events: the
delivery of a message, and timeouts. When an event is applied,
a process can update its state and send 0 or more messages.

The terms pending events, reachable states and
inducing states are defined as follows:

Pending Events: A pending event is one that can be applied
to a process, and consists of previously-received messages
that the have not yet been processed, and timeouts. Timeouts
in a DPI process are not recorded in the trace, and our model
assumes that a timeout is always pending. We use the term
schedule to refer to a sequence of events.

Reachable state: Given a process p in state s, we say that
state s’ is reachable if and only if there exists a schedule of
events (some of which might not yet be received) that when
applied to s result in state 5.

Inducing states: Given a message m, we say that state s is
m-inducing (we drop the prefix m— when the message is clear
from the context) if and only if there exists state s’ and event
e, such that applying e to a process in state s’ results in the
process sending the message m and then transitioning to state
s. In the ticket-lock example (Listing 1), the m-inducing state
for an Acquired message for ticket 2 is any state s, where
s.current =2. Observe that in general, a message m does not
have a unique inducing state, and some messages might have
an unbounded number of inducing states: in the previous
example, any state s for which s.current =2 is m-inducing,
regardless of s.highest’s value.

3.3.1 Specification

ELLSBERG requires users to provide two inputs: a specifica-
tion for the distributed protocol the DPI purportedly imple-
ments and mapping functions that allows ELLSBERG to map
network messages sent or received by the DPI into messages
that appear in the specification. In the remainder of this sec-
tion, we only refer to messages that appearin the protocol spec-
ification. In Listing 2, we use the ticket-lock service’s (§3.2)
specification to illustrate the parts of a ELLSBERG specification.

A ELLSBERG protocol specification consists of:
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struct ProtState {
highest: int,
current: int,
held: bool,

}

fn equal(s: ProtState, s': ProtState) -> bool {
return s.highest == s'.highest
&& s.current == s'.current
&& s.held == s'.held
}

fn infer_inducing(m:
return match m {
Acquired(tkt) =>

Message) -> ProtState {

ProtState{highest: None,
held: true, current: tkt},
/7 ...
3
}
fn apply(s: ProtState, e: Event) -> ProtState {
match e {
case Message(Acquire(tkt)) => {
if s.current == tkt{
return ProtState{highers
: s.highest, current:tkt, held:true?}
} else {
return s
3
Y, // ...
}
}
fn reachable(s: ProtState,
pending: Set[Set[Messagel]l, e: Event,

p: ProtState) -> bool {
if state(s).current > p.current {
return false
Y /7 ..
}
}

fn apply_asap?(s: ProtState, m: Message) -> bool {
return m.type == Acquire && m.tkt < s.current

}

fn lookahead_type(m: Message) -> Message_type {
if Type(m) == Acquired {
return Assigned
3
/] ...
}

Listing 2: User-provided protocol specification for the ticket-lock server

(i) The definition for a protocol state structure, ProtState

(line 1), that ELLSBERG uses to track the current
simulation’s protocol state, and a function to create
the simulation’s initial protocol state. For notational
convenience, all elements of the ProtState are nullable
and we use this to encode sets of states.

(if) A transition function, apply (line 22), that takes as input

a protocol state s, a collection of sets of pending events
and an event e, and returns the protocol state produced
by applying e to s. We guarantee that all events passed to
the transition function are pending for s. For notational
convenience, we use a pply(s,E) to represent the output

of applying the sequence of events in the schedule X to s.

(iii) A function, equal, to check equality between two

protocol states s and s’. Two states are considered equal
if the distributed protocol exhibits the same behavior for
both. In other words, we assume that equal(s,s') =true

(iv)

V)

(vii)

implies that for any schedule ¥, applying the schedule
to both states results in final states that are equal and
produces the same sequence of outgoing messages. In
the ticket-lock example (line 7) the function compares
current, highest and held.
An inference function, infer_inducing, that given
an outgoing message m returns a ProtState of all
m-inducing states. This function populates only those
values that can be inferred from m, leaving the others
unknown. Line 13 shows this function for our running
example: we need to consider each type of outgoing
message sent by the service when writing it.

A reachable function that takes protocols state s, the

set of pending messages, and a target partial protocol

state S, and returns true if there exists s’ such that s’ € S

and s’ is reachable from apply(s,e). We assume that this

function over-approximates reachability, i.e., it might
return true even if there exists no reachable s” such that

s’ € S, but never incorrectly returns false. For brevity,

we only show a portion of the reachable function for

the running example, which returns false if the state’s

current value is larger the target state (line 34).

A function, apply_asap?, that we use to reduce the

simulation’s memory requirements and runtime by

reducing the number of schedules that need to be
considered (§3.4.2). This function takes a protocol state

s and an event e, and returns true if and only if we can

safely apply the event immediately, i.e., we do not need

to consider schedules that reorder ¢ with respect to
other events (including ones that occur in the future).

We define apply_asap?(s,e) to be correct if it meets the

following two requirements:

(a) Event ¢ can be reordered. For any schedule
Y where e € ¥ and message m, if apply(s, L) is
m-inducing, then so is apply(apply(s,e),L—e).

(b) Event ¢ does not block outgoing mes-
sages. For any schedule ¥ where ¢ ¢ X and
message m, if apply(s, L) is m-inducing, then
apply(apply(s,e),X) is also m-inducing.

These requirements ensure that applying e to protocol

state s does not change the set of reachable m-inducing

states, and ELLSBERG can avoid exploring schedules that
reorder e. An acquire message for a ticket smaller than
the server’s current ticket meets these requirements in

our example (line 43).

An optional function lookahead_type that we use to

reduce the number of m-inducing states found by the

infer_inducing function, thus reducing simulation
time. This function takes as input a message m and
either returns None (indicating there is no such type) ora
message type. As we explain later (§3.4.2), this function
is used in an optimization to improve ELLSBERG’s
efficiency, but its semantics do not affect correctness.
Line 47 shows this function for the lock service: when

1310 22nd USENIX Symposium on Networked Systems Design and Implementation

USENIX Association



processing an outgoing acquire message ELLSBERG looks
ahead to find the next assigned message. This is because
we cannot infer the value of the highest field from an
acquire message, but can from an assign message, and
considering both reduces the number of m-inducing
states,and thus schedules that ELLSBERG must explore.

In §4, we describe how a user can derive ELLSBERG spec-
ifications from existing TLA+ specifications used to prove
protocols correct, and test the derived specification. However,
note that deriving a ELLSBERG specification from a TLA+
specification is simpler than deriving an implementation:
unlike implementations, ELLSBERG specifications do not need
to interact with communication libraries, consider failure
handling, or implement application logic. Furthermore,
ELLSBERG specifications are written assuming sequential
execution, and operators do not need to protect against data
races or other concerns common to concurrent code. Conse-
quently, it is easier to derive a correct ELLSBERG specification
than an implementation from a TLA+ specification.

3.4 TheELLSBERG Algorithm

We now detail the ELLSBERG algorithm. Concurrency and
incrementally checking DPI correctness (so ELLSBERG can
report bugs soon after they are observed) were the two main
challenges we addressed when developing this algorithm.

Concurrency is challenging because the protocol’s
behavior depends on the order in which events are applied,
but ELLSBERG does not know the order in which the messages
and timeouts were processed by its associated DPI process.
Similar to other work, we resolve this by considering multiple
schedules consisting of different interleavings of incoming
messages in the trace and timeouts.

Incremental checking makes constructing multiple
schedules challenging because the DPI process might process
a received message m, which appears in the trace, after
message m’ that has not yet been received, and thus does
not appear in the trace. We resolve this challenge using
the assumed the trace ordering property that guarantees
that any received messages processed by the DPI process
before it produces an outgoing message m must appear
before m in the trace, and that outgoing messages appear in
program order. Thus, when checking an outgoing message
m, ELLSBERG only considers schedules that contain incoming
messages appearing before m in the trace. For notational
convenience, we refer to the trace before m as the m-prefix.
Furthermore, if the trace contains a sequence of outgoing
messages mig,mj ,...,My,, the simulation needs to only consider
schedules which use incoming messages in the myg-prefix
before producing outgoing message mg, messages in the
m-prefix before producing outgoing message mj, etc.

ELLSBERG uses this observation to implement an incre-
mental checking algorithm (Listing 3): Each ELLSBERG
instance maintains a set of simulation states S, which we
define as a protocol state with a set of collections of pending
message (line 2). For notational convenience, we use Sg,

struct SimState {
state: State,
pending: Set[Set[Messages]]

// The instance's current simulation state.
Set[SimState]

[ B S R O
-

(%]

10  fn prune_asap(s: SimState) -> SimState {

11 for e in pending(s) {

12 if apply_asap?(state(s), e) {

13 return prune_asap(apply(s, e))
14 }

15 3}

16 return s

17 %

19 // Process incoming message m in the trace.
20 fn process_incoming(m: message) {

21 for s in S {

22 // Check if m should be applied immediately.
23 if apply_asap?(state(s), m) {

24 S.replace(s, prune_asap(apply(s, m)))

25 } else {

26 s.add_pending_message (m)

27 }

28 3}

29 3}

30

31 // Process outgoing message m in the trace.
32 fn process_outgoing(m: message) {

33 // Get m-inducing states.

34 let target = infer_inducing(m)

35 // Check if we need to lookahead.

36 let m_lookahead = if lookahead_type(m) {

37 infer_inducing(

38 find_next_of_type(lookahead_type(m)))

39 } else {

40 None

41 }

42 // Updated simulation state.

43 let S' = new Set[SimState]

44 for s in S {

45 // Find reachable m-inducing states from s
46 S_s = find_reachable(s,

47 target, m_lookahead)

48 S' = S'.union(S_s)

49 3}

50 if S'.is_empty() {

51 // No reachable m-inducing state indicates
52 // divergence b/w spec and implementation.
53 raise Error

54 } else {

55 S =S

56 3

57 }

Listing 3: Algorithm for checking a single outgoing message.

to refer to simulation states, and state(sgy,) to reference
the underlying protocol state. Initially S contains a single
element: a simulation state with the initial protocol state
and an empty pending message set. The algorithm iterates
through the trace, and adds incoming messages (with one
exception discussed in §3.4.2) to the pending message set
of all simulation states sy, € S (line 20). It processes an
outgoing message m by finding all m-inducing simulation
states that can be reached from any sg, € S using sgin’s
pending messages and zero-or-more timeouts (line 46, §3.4.1).
The algorithm notifies an error (line 53) if no m-inducing
simulation states are reachable, otherwise it updates S to be
the set of reachable m-inducing simulation states (line 55).

For example, if the ticket-lock service sends a message
m indicating that the client with ticket 2 has acquired
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fn find_reachable(s: SimState,
target: ProtState,
ahead: Option[ProtState]) -> Set[SimState] {
// The queue of SimState's to explore.
let to_explore = new Queue[SimState]
// Previously explored SimState's
let explored = new Set[SimState]

[ B NS N S

9 // The set of reachable m-inducing SimStates.

10 let reachable_inducing = new Set[SimState]

11 to_explore.insert_tail(s)

12 while !to_explore.is_empty() {

13 s' = to_explore.remove_head()

14 explored.add(s"')

15 // Is s' m-inducing?

16 if state(s') in t {

17 reachable_inducing.add(s"')

18 continue

19 3}

20 for e in pending(s') {

21 // Is target reachable from apply(s', e)

22 if reachable(state(s'), pending(s'), e,

target) &&

23 (ahead.is_none() ||

24 reachable(state(s'), pending(s'), e,
ahead)) {

25 s'' = prune_asap(apply(s', e))

26 3}

27 // Equivalent to enqueued state?

28 if to_explore.contains_state(s'') {

29 // Add pending messages
in s'' to existing state.

30 merge_pending (

31 to_explore.get_state(s''), s'"')

32 } else if l!explored.contains_state(s'")

{

33 // Add s'' to the exploration queue.

34 to_explore.insert_tail(s'")

35 } else {

36 // Add s'' to the exploration queue

37 // if pending events differ from

38 // previously explored.

39 if !pending(explored.get_state(s'"'))

40 .contains(pending(s"'"')) {

41 to_explore.insert_tail(s'"')

42 }

43 }

44 3}

45 }

46 return reachable_inducing

47 3

Listing 4: ELLSBERG’s breadth-first search algorithm to find reachable
m-inducing simulation states (passed in as argument target) starting from
simulation state s.

the lock m = Acquired(2)) message, and S contains a
single simulation sy, for which state (s, ).held = true and
state(Sgim).current =1, then ELLSBERG would throw an error
if pending(ssim) did not contain a release message.

Observe that because the trace is in program order, and
the algorithm processes the trace iteratively, ELLSBERG only
considers incoming messages (and zero-or-more timeouts)
in the trace’s m-prefix when processing outgoing message
m Furthermore, since outgoing messages are processed
iteratively in order, the algorithm checks both the order and
contents of outgoing messages sent by the DPI process.

3.4.1 Finding reachable states

The algorithm described above needs to find m-inducing
simulation states reachable from the current simulation state
Ssim- To do so, it first uses the infer_inducing function to
compute target (Listing 3 line 34), which is the partial protocol
state derived from outgoing message m. The algorithm then

calls find_reachable with sy, and target as arguments to
find the subset of simulation states that are both consistent
with the partial state target and reachable from the current
simulation state sg;,,. To make our state exploration efficient,
we must design find_reachable to work efficiently by re-
turning the smallest set of simulation state. In particular we
require thatifs,s’ € find_reachable(sgin,t) thenequal (s,s') =
false. We had to solve two challenges when designing the
find_reachable algorithm to meet this requirement:

Challenge 1: Many schedules can lead to the same

m-inducing state. The schedule used to reach a simulation

state sy, dictates its pending message set. But there exist
cases where find_reachable can reach two (or more) sim-
ulation states syi, and s};, with the same underlying protocol
state (i.e., equal (state(ssim),state(s.;,,)) =true) but different
pending message sets pending(ssim) # pending(s.;,,). Which
of these simulation states is returned can affect correctness.

In this case, our handling depends on why multiple schedules

reach the same semantically equivalent state:

a. There might exist cases where a protocol state s can
be reached through two schedules £ and ¥/, and X is a
subsequence of ¥’ . This often happens because applying
some message /m has no effect on the protocol state s. For
example, consider the ticket-lock server (Listing 1) with
simulations state sg;, such that stare (s ).current =1 and
pending(sg,) contains an acquire message m,, for ticket
2 (m, =acquire(2)). Applying m, to ssj, does not change
its protocol state because the client cannot acquire the
lock, and equal (state(apply(ssimma)),state(ssim)) =true.
But, the pending set of apply(ssim,n,) does not contain
m, and is a subset of sg;,,’s pending set.

However, including the simulation state with a smaller
pending state in find_reachable’s return can lead to
false alarms: consider the case where sy, s pending set is
{mg,m,} where m, = release(), and we are searching for
an Acquired (2)-inducing state. It is clear that an inducing
state is reachable from sy, using the schedule X = [m,,m,],
but is not reachable from apply(ssim,m,), whose pending
set does not include m,,.

Therefore, in this case find_reachable should add the
simulation state with the largest pending set' to the set
of returned state. We ensure that this is the case by having
find_reachable use breadth-first search (Lines 12—45)
to find reachable target states. Breadth first search
ensures that shorter schedules, and thus simulation states
with larger pending message sets, are explored before
simulation states with smaller pending message sets.

b. Semantically equivalent states might also be reached
through two schedules ¥ and ¥’ neither of which is a
subsequence of the other. We resolve this by having sim-
ulation states in ELLSBERG track a set of pending message
sets, allowing us to use a single simulation state to track

1% is a subsequence of ¥, and thus the pending set of the simulation state
reached from ¥ must be a superset of the other.
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the pending message sets in this case (Lines 31 and 40).
Challenge 2: Terminating the search. Our algorithm
searches through schedules that consist of pending incoming
messages and zero-or-more timeout. These schedules
can have unbounded length, because timeouts are always
enabled. This poses a challenge, since find_reachable
might explore unnecessarily long schedules and might not
terminate. We address this problem in two ways: (a) We avoid
redundant explorations by tracking simulation states that
have already been explored by find_reachable (line 32).
During breadth-first search find_reachable checks if a
simulation state sy;,,’s protocol state (stare(ssin)) is the same
as that of a previously explored simulation state (line 40, the
contains_state function finds simulation states with equal
protocol states): if not, it enqueues that simulation state for
exploration, and otherwise terminates exploration for that
simulation state. (b) Before scheduling exploration for sim-
ulation state apply(ssm,e), we use the reachable function
in the specification to first check if a target m-inducing state
can be reached from sy, (Line 22). We prune exploration
from apply(ssim,e) if the reachable function returns false.
3.4.2 Optimizing State Exploration

We use two performance optimizations:

Avoiding redundant exploration. The find_reachable
algorithm explores different schedules which reorder
incoming messages and zero-or-more timeout events in its
search process. However, if the current simulation state s and
a pending message m meet the apply_asap? requirements
(§3.3) then when m is applied does not affect the search.

Therefore, we use the apply_asap? function to improve
exploration efficiency in two places: (a) When processing
an incoming message m from the trace (Listing 3), ELLSBERG
checks whether it can be applied immediately to a simulation
state sy, € S, and if so it uses the recursive function
prune_asap (Line 10) to replace sy, with the result of apply-
ing apply(ssim,m) and all other messages that can be applied
immediately (Line 24); and (b) in the find_reachable
(Listing 4) algorithm when adding a new simulation state
Ssim to the set of states that need to be explored (Line 25) we
again use prune_asap. Note, that while this optimization is
similar in principle to partial-order reduction [28] (POR), our
technique is designed for the incremental setting.

In Appendix A we describe how we can mechanically
check that apply_asap? is correct, and thus the use of this
approach does not come at the cost of correctness.
Looking ahead to the next outgoing message. The
number of m-inducing states found by find_reachable is
determined by the outgoing message m being considered:
an outgoing message m that reveals little about the DPI’s
protocol state, e.g., client response messages, may allow for a
large set of reachable m-inducing states. Consequently, when
processing m, find_reachable might return a large set of
simulation states that the ELLSBERG instance would use when
it next processes an outgoing message. However, the time

1
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Figure 2: An overview of how a ELLSBERG processes outgoing message m using
BFS to find all m-inducing states reachable from the current simulation state.
taken to process an outgoing message depends on the size
of the simulation set S because it determines the number
of find_reachable calls made (Listing 3 line 44). Smaller
simulation sets are thus preferable. ELLSBERG implements
an optimization that can reduce the set of states returned by
find_reachable in some cases. Specifically, the optimization
“looks ahead” to the next message mr of type T that occurs af-
ter m in the trace and passes to find_reachable an optional
argument (ahead) containing the mr-inducing state, allowing
find_reachable to prune any simulation states ss;,, € S from
which an mr-inducing state is not reachable (Listing 4 line 24).

We use the lookahead_type function in the user-provided
specification (§3.3, Listing 2) to decide when to use this opti-
mization. As a reminder, the lookahead_type takes as input
the outgoing message m that ELLSBERG is processed, and either
returns None (indicating lookahead should not be used) or a
message type T. If the function returns a type 7, ELLSBERG
scans the trace, starting at m to find the next outgoing message
my of type T (Listing 3 line 38) and passes the mr-inducing
state to find_reachable. The find_reachable function
then only returns simulation states that are both m-inducing
and my-inducing, a smaller set than the set of all m-inducing
sets. Note that our use of 1ookahead_type ensures thatits out-
put has no impact on correctness: if the function returns type
T, then any simulation state s, pruned by find_reachable
would have been pruned by a future call to find_reachable
when considering the next outgoing message of type T
3.5 Algorithm Summary and Generality

In summary, each ELLSBERG instance works as follows: it
maintains a set of simulation states S and iterates through the
trace. An incoming message m in the trace is processed (List-
ing 3 Line 20) by iterating through S, and checking for each
simulation state s, € S if the message should be immediately
applied: if so, sy, is replaced by apply(ssim,m), if not m is
added to s’s pending set. An outgoing message m (Figure 2) in
the trace triggers a check to determine if the DPIis buggy (List-
ing 3 Line 32), which involves iterating through the simulation
states sy € S and using the find_reachable (Listing 4) al-
gorithm to determine if an m-inducing state is reachable from
Ssim- ELLSBERG reports a bug if no m-inducing states are reach-
able from any simulation state s, € S, otherwise S is replaced
by the union of all reachable m-inducing simulation states.

When does ELLSBERG detect a bug? ELLSBERG? ELLSBERG
only has visibility into what messages have been sent or
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System ELLsBERGLOC  Baseline Baseline LOC
ETCD 952 CCFRaft [35] 1503
RedisRaft 894  CCFRaft 1503
Zookeeper 989  ZooKeeper TLA+ [38] 1615

Table 1: Lines of code in ELLSBERG specification when compared to those used
by existing tools. For baselines, we use the Raft specification from Microsoft
CCF [35] Etcd and RedisRaft, and a recent implementation derived TLA+
specification [38] for ZooKeeper.

received by DPI thus far, and hence, at any point in time,
it can only detect bugs that are apparent from the trace
prefix provided to it thus far. Furthermore, even for this
prefix, our approach checks if there exists any schedule (i.e.,
a total order) of incoming messages that when applied to
the specified distributed protocol produces the sequence of
output messages observed in the trace prefix. So, as we noted
earlier (§3.1) ELLSBERG can only detect a bug once it observes
an output message that is inconsistent with the specification.

Generality & Applicability. Our algorithm assumes that
the protocols being checked can be specified as a collection of
processes, each of which is an I/O automaton. Concretely, this
assumption means that events (received messages or time-
outs) must be applied atomically, and a messages behavior
cannot be influenced by a message being applied concur-
rently. This condition holds for many but not all distributed
protocols, e.g., it does not hold for a distributed concurrency
control protocol where multiple transactions can be executed
simultaneously and have their results validated after the fact.

An additional protocol assumption is required to make
incremental checking feasible: protocols must include one
or more messages that (perhaps together) allow ELLSBERG to
infer the entire state of a DPI process. Absent such messages,
ELLSBERG must maintain an ever increasing set of partial states
and consider a growing number of schedules when checking
outgoing messages, making the use of ELLSBERG infeasible in
practice. These messages exist for most protocols, including
the RSM protocols we use in our evaluation. However, we
have encountered one case where this assumption does not
hold: databases that use multi-version concurrency control,
and whose messages do not include information about what
version a transaction read from or updated. In this case apply-
ing ELLSBERG requires us to consider all possible orderings
for concurrent transactions, incurring similar complexity as
prior transaction verification approaches [83, 98].

4 Writing ELLSBERG Specifications

To use ELLSBERG, users or protocol authors need to
translate existing specifications, e.g., ones used to verify
safety, into ELLSBERG specifications. Our evaluation uses
specifications derived from TLA+ protocol specifications: for
Raft we used the TLA+ specification [63] provided by the Raft
authors, while for ZooKeeper we used an implementation
derived TLA+ specification [38].

Table 1 shows the length of our specifications (‘ELLSBERG
LOC’ column). We use the same Raft specification for Etcd and

Redis Raft, the difference in length is because they support
different reconfiguration protocols. To put our specifications
length into context, we also report the length of specifications
used by other tools: for the two Raft DPIs we compare to the
Raft specification used by Microsoft CCF (written specifically
for use with that tool), and for ZooKeeper we compare to
the implementation derived TLA+ specification we used.
Note, that the Microsft CCF Raft implementation supports
a different (and simpler) reconfiguration protocol than
Etcd, but the protocols are comparable. Our specification is
comparable in length to these baseline specifications, and
indeed a few lines shorter. Appendix C provides additional
details about the ELLSBERG specifications, including a detailed
breakdown of lengths for each part (Appendix C.1).

We adopted the following approach to derive the
ProtState structure, and the equal, infer_inducing, and
apply functions from TLA+:

« ProtState. The ProtState structure contains all per-
server variables that appear in the TLA+ specification.
We derived it by identifying all variables in the TLA+
specification, filtering out those that are global variables
(e.g., messages in the Raft specification [63]) or ghost
variables (e.g., voteResponded in the Raft specification),
and adding the remaining variables to the structure.

« equal. The equal function merely checks that all state
variables have the same value, and the language (or
runtime) provided equality function suffices.

« apply. The apply function matches over all possible
state machine transitions, and updates a provided
ProtState structure. We derived it by walking
through the TLA+ specification to find transitions (e.g.,
ClientRequest(i, v) in Raft) and copying over any
state updates that appear in the transition.

« inference. The inference function takes an outgoing
message and tries to infer the process’ DPI state. To
derive this function, we first identify transitions that
send messages (e.g., by finding transitions that call Send
in the Raft specification).Given these transitions, we
use three techniques to infer state variables values: (i) If
the outgoing message directly uses a state variable,
e.g., term, we can infer the state value directly from the
message; (ii) If the outgoing message contains a value
computed from a state variable, e.g., last log index, we
use the inverse computation to infer the state value;
and (iii) If the outgoing message is sent only when a
particular state variable has a given value, then we can
infer the value of the state variable when we observe
the message: e.g., we can infer that Raft a node sending
aRequestVoteRequest message is a candidate.

We had to write de novo apply_asap?, reachable, and
lookahead_type functions. Of these, the apply_asap?
function can be mechanically proven correct (described in
Appendix A), and the lookahead_type function has no
impact on ELLSBERG’s correctness (§3.4.2).
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Testing ELLSBERG specifications. We also provide a
testing tool, inspired by Mocket [87], to check that the
derived ELLSBERG specification matches the original TLA+
specification, and does not have translation bugs.

Our testing tool takes as input a TLA+ specification, and
generates valid message traces (that is message traces that do
not lead to safety violations) using this specification. Message
traces are generated from the TLA+ specification as follows:
first, the tool uses TLC’s [44] bounded model checking
functionality to generate a transition graph for a bounded
number of steps; next, it performs depth first traversal of
the transition graph and keeps track of the sequence of
states along each traversed path; finally, it translates the
sequence of states into message traces. The last step builds
on the observation that TLA+ specifications model messages
sends and receives as modifications to a message vector,
allowing our tool to translate state sequences into sequences
of message sends (or timeouts).

Thetoolthen uses the generated traces to exercise ELLSBERG
specification, and reports a bug if the ELLSBERG specification
would have (falsely) notified an error for the trace.

5 Implementation

We implemented ELLSBERG in Go, and our current
prototype requires protocol specifications to be written in
Go and compiled with ELLSBERG. We evaluated our prototype
using specifications for Raft [64] and ZAB [38], and used
Etcd, ZooKeeper and RedisRaft as DPIs.

The Raft specification we use consists of ~500 lines of
code, and the ZooKeeper specification consists of ~2000 lines
of code. We describe how we developed these specifications
from existing machine checked specifications in Appendix C.
We used the ELLSBERG testing tool (§4) to test both speci-
fications. For Raft, our test ran 15 steps of bounded model
checking (this was sufficient to cover all protocol states), and
validated the specification using 8,750,468 message traces;
while for Zookeeper, our test ran 20 steps of bounded model
checking (again, sufficient to cover all protocol states) and
validated the specification using 1,904,456 message traces.

Overall, the ELLSBERG implementation (including both
specifications) consists of ~4500 lines of code. Of this total,

the testing tool consists of about 500 lines of Python code, and
the rest is Go code for the ELLSBERG instance and both speci-
fications. In addition to the protocol specification, users must
also provide ELLsBERG with DPI specific code to deserialize
and map implementation messages to specification messages.
The mapping function for Eted is 356 lines of Go code, for
ZooKeeper it is 370 lines of Go code, and for RedisRaft it is
380 lines of Go code.

Our prototype uses an IPC channel to get the trace, and
we modified the network APIs for both DPIs to update the
trace. Doing so required adding logic (to forward messages)
to 11 functions in Etcd, 31 functions in ZooKeeper, and
10 functions in Redis Raft. We were careful to ensure that
no additional timing or ordering information was sent
over this IPC channel. We used IPC for simplicity, but our
implementation can adopt alternate approaches, e.g., having
a service proxy [19] copy messages to ELLSBERG.

6 Evaluation

We evaluated ELLSBERG using three widely-used open
source DPIs: Etcd, Zookeeper, and Redis Raft. Our evaluation
focused on three questions: (a) Can ELLSBERG detect bugs at
runtime? (§6.2) (b) Can ELLSBERG be deployed in production?
(§6.3) (c) How does ELLSBERG perform: how long does it take
ELLSBERG to process a trace, and the impact of our design
(§3.4) on performance? (§6.4)

6.1 Setup and Workload

Our evaluation deployed ELLSBERG on 3- and 5-node
DPI clusters. Each cluster node was a C6525-25G instance
in CloudLab [18], with a 16-core 3GHz AMD EPYC 7302P
processor, 128 GB of RAM, two 25Gbps NICs, and ran Ubuntu
20.04. We deployed a DPI process and ELLSBERG instance on
each node, and used taskset to limit the ELLSBERG instance
to two cores. ELLSBERG instances were configured to process
trace messages every second.

We exercised the DPIs using workloads derived from
YCSB [16]. We use two benchmarks: a balanced workload with
50% reads and 50% writes, and a read-heavy workload with 95%
reads and 5% writes. For both workloads, keys are drawn uni-
formly atrandom from among 1 million possible keys. We used
120 concurrent DPI clients as load generators, we found that
this maximized observed throughput for all DPIs. To minimize
performance variance, we disabled checkpointing for all DPIs.

In the interest of space, we use ZK to refer to Zookeeper and
Redis to refer to Redis Raft in figure captions in this section.
6.2 Can ELLSBERG detect bugs?

We evaluated ELLSBERG’s ability to detect protocol
implementation bugs by reproducing previously reported
bugs in Etcd, Redis Raft and Zookeeper, and checking whether
ELLsBERG notified when the bugs occurred. Due to space
constraints we provide the bugs and their root causes in
Appendix D, but summarize them in Table 2. The bugs we
tested on including bugs in the linearizable read protocol
implemented by Etcd [25] and Redis Raft [72]; a stale-read
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System Bug Type
741 [25] Linearizable read
Eted 7331 [24] Stale read after election
12133 [22] Reconfiguration
7280 [23] Reconfiguration
Zookeeper 1154 [101] Data inconsistency
17 [71] Reconfiguration
19 [72] Linearizable read
RedisRaft 52 [74] Lost updates
256 (73] Reconfiguration
Unreported  Reconfiguration

Table 2: Bugs used to evaluate ELLSBERG’s bug detection capability.

bug in Etcd [24] because a new leader’s commit index might
lag behind the previous leader’s commit index; a bug in
Zookeeper’s [101] leader election protocol (leading to data
corruption); a bug in Redis Raft’s caches that leads to lost
updates [73]; and reconfiguration bugs in Etcd [22] and Redis
Raft [71]. During testing, we also identified an unreported
bug in Redis Raft’s reconfiguration protocol implementation.
6.3 Can ELLSBERG be used in production?

We demonstrate that deploying ELLSBERG in production
is feasible by showing that it has low resource requirements,
and does not impact DPI performance. In terms of resources:
our evaluation uses taskset to limits each ELLSBERG instance
to 2 cores. Furthermore, we found (explained in detail in
Appendix E) that across all our evaluations, each ELLSBERG
instance tracks one simulation state on average (i.e., |S|=1)
and has between 0 and 5 pending messages, and thus has
minimal memory requirements. Additional, ELLSBERG does
not use the network by design. We thus conclude that
ErLsBERG has minimal resource overheads.

In terms of DPI performance impact, Figure 3 shows
the performance of the DPIs with (‘Ellsberg’) and without
(‘System’) a collocated ELLSBERG process. We show results
for a 5-node Etcd, Zookeeper, and Redis Raft cluster when
running a read-heavy and balanced workload. We omit
results for 3-node clusters, but they were similar. We observe
that collocating ELLSBERG increases tail-latencies slightly:
the largest increase we observed was for Redis when running
the read-heavy workload(Figure 3f) where 99th percentile
latency increases by 10.7% (from 7.25ms to 8.03ms). These
results show that using ELLSBERG has minimal impact on

response latency, and thus production deployment is feasible.

6.4 End-to-End Performance

ELLSBERG’s detection latency is determined by how often
it checks the trace, in our evaluation we use a configuration
(§6.1) where it checks the trace every second (allowing
us to batch checking and reduce overheads). Therefore,
we evaluate ELLSBERG’s performance by measuring its
throughput, and report results in Figure 4. We also report the
DPI’s throughput when it is run without a colocated ELLSBERG
process: the DPI throughput both serves as a comparison
point to evaluate ELLSBERG’s algorithmic efficiency; and
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Figure 4: ELLSBERG’s throughput compared to DPI throughput (System) for
different workloads and DPIs. In these graphs, 3-L and 3-F respectively refer
to the leader and follower in a 3-node cluster, and 5-L and 5-F refer to the leader
and follower in a 5-node cluster.

addresses whether ELLSBERG can keep up with the colocated
DPI process (if ELLsBERG had lower throughput it might
not keep up with a loaded DPI). We report results from both
3- and 5-node clusters and both workloads, and measure
throughput in outgoing messages per second. The results
were collected by measuring throughput in a 10-second
interval over 10 experiments. We omit error bars because we
observed nearly no variance across experiments.

Our results show that across DPIs and workloads, ELLSBERG
achieves higher throughput than the DPI: for Etcd ELLSBERG
has 2.0—51.7 x higher throughput, for Zookeeper ELLSBERG
has 1.4—29.7x higher throughput, and for Redis Raft
ELLSBERG has 3.1—25.5 X higher throughput. In practice, we
found that processing a second of trace events took ELLSBERG
between 30 — 700ms when the co-located DPI node was
a leader, 20 — 180ms otherwise. In sum, this means that in
our evaluation ELLSBERG notifies administrators within 1.7
second of a bug occurring, though this could likely be reduced
with a different configuration. Appendix E further evaluates
the impact of ELLSBERG’s optimizations.

7 Conclusion

This paper proposed runtime protocol refinement checking,
an approach that combines ideas from refinement proofs
and runtime verification to notify administrator of protocol
bugs in deployed DPIs. Unlike static refinement proofs
RPRC can be used with existing unmodified DPIs, and unlike
runtime verification RPRC does not require coordination or
communication. We also described an algorithm for RPRC,
and our implementation of this algorithm ELLSBERG, and
applied it to three commonly used DPIs: Etcd, ZooKeeper and
Raft. We believe that RPRC and ELLSBERG provide a practical
approach for improving the reliability of deployed DPIs.
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A Proving apply ASAP correct

Protocol specifications in ELLSBERG include an
apply_asap? function (§3.3), whose output we use to
avoid redundant exploration (§3.4.2). In this appendix, we
look at proving the correctness of this function.

We start by redefining the apply_asap? requirements in
terms of dominating states.

Dominating state: We say a state s dominates state s’ (or
s Js') if and only if for any message m, s’ being m-inducing
implies s is m-inducing.

The apply_asap? function takes as input state s and an
event e, and returns true if the following conditions are met:

« For all schedules X where e € X, apply(apply(s,e),Z—
e)Japply(s,X).

« For all schedules X where e ¢X, apply(apply(s,e),X) J
apply(s.X).

We now turn to describing our approach for proving a
supplied apply_asap? function meets this requirement.

In our specifications (and indeed in all specifications),
an apply_asap?(s, e) consists of a set of constraints
C ={co,c1,...,cn } Over s and e, and returns true if any con-
straint c; holds. For example, in Raft’s apply_asap? function
one of the constraints deals with append entry responses,
and returns true if e is an incoming AppendEntryResponse
message with term 7 and the simulation state s’s term is larger
thant (s.term>t).

We prove apply_asap? correct by analyzing each
constraint ¢ € C. More formally

Theorem 1 Anapply_asap? function specified as the set of
constraints C is correct if and only if forallc € C,s € S,e € E,
c(s,e) =true implies that the following two properties hold for
s,e:

« For all schedules ¥. where e € ¥, apply(apply(s,e),X —
e)Japply(s,X).

« For all schedules ¥ wheree ¢ ¥, apply(apply(s,e),X) J
apply(s.X).

Proving these two conditions mechanically is challenging,
as it requires reasoning about the set of all schedules X.
Therefore, we instead prove that if four simpler properties
(that can be mechanically checked) hold for any ¢ € C, then
c satisfies Theorem 1:

Condition A.1 Order Preserving. The protocol should
be such that for any event e, states s1, s2, if s 2 s, then

apply(si,e) Japply(sy,e).

Condition A.2 Constraints Preserving. For any evente,e’,
and any state s, if c(s,e) =true then c(apply(s,e’),e) =true.

Condition A.3 Expansion. For any event e and any state
s that satisfies C(s,e), apply(s,e) Js

Condition A.4 ReorderSafety.Foranyevente,e', states that
satisfies C(s,e), apply(apply(s,e),e’) Dapply(apply(s,e') e)

Assume c satisfies the four conditions above, we use case
splitting to prove that Theorem 1 must hold:
Case 1 ¢ ¢ Y. Given Statement 3, we have
apply(s, ¢) I 5. Given Statement 1, we have
apply(apply(s.e).X) Japply(s,X). B
Case 2 e€X. Suppose E=Y'+e+Y" where X' =ey,e3,...,¢;.
To simplify the expressions, we denote apply(s,e) by e(s).
We first prove that:

Lemma 1
€0...0¢;110€0¢;0...0e](s) Jego...oeoe; 1 0e;0...0e|(s)

Let s’ =¢;o...0¢;(s), according to Statement 2, given that
C(s,e) is satisfied, we have that C(s',e) is also satisfied. Then,
according to Statement 4, we have e; 1 (e(s")) De(e;+1(5')).
Then, given Statement 1, we can prove Lemma 1.
Therefore, we can further prove this by inductively applying
Lemma 1:

ero...oepoejoe(s) Jeoego...ep0e(s)

Then, let s) = ¢ o...0ez0ej0e(s) and s; =eoego...ep0
e1(s), given Statement 1, we have X" (s1) 3 X"(s;), where
X' (s1)=apply(apply(s.e),.L—e), X" (s2) =apply(s,X). B
B Mechanically Checking apply_asap?

We used Z3 to check the apply_asap? functions in our
specification satisfy the four conditions A.2—-A 4. To do so,
we used the following Z3 specifications:

1) apply(s,e) of each event.
2) dominates(sy,s2). It returns whether s1 J s,

3) C(s, e). It specifies the constraints between e and s.
When C(s,e) = True, it means we can apply e on s asap.

Among these, we specify apply(s, e) using each proto-
col’s TLA+ specification. We show the dominates and C

specification for Raft below:
1 fn dominates(sl1: State, s2: State) {

2 //all other states are the same, except
commit_index, match_index and vote_granted
3 //s1's commit_index is not smaller than s2
4 //each slot
of s1's match_index is not smaller than s2
5 //if s1'state is candidate, then sl1's

vote_granted is the same as s2. Otherwise,
s1's vote_granted set is the superset of s2.

6 return sl.term == s2.term && ... &&
7 s1.commit_index >= s2.commit_index &&
8 [for i in range(SERVERS):
9 sT.match_index[i]>=s2.match_index[i]] &&
10 (s1.state == CANDIDATE ?
11 equal(s1.
vote_granted, s2.vote_granted) :
12 subset(s2.vote_granted

, sl.vote_granted))
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15 fn C(s: State, e: Event) {

16 //we can apply e

asap if this is an event from previous term
17 //or it is an AppendEntriesResponse

in current state's term
18 //or this

is a RequestVoteResponse in current state
's term, and the state now is not CANDIDATE
19 //or this is a AppendEntryRequest in current
state's term, but it broadcasts the entires
that are a subsequence of the local log.
20 //or this is
a RequestVoteRequest in current state's term
but server has already voted for someone.

’

21 return e.term < s.term ||

22 (e.term == s.term &&

23 (e.type == AppendEntriesResponse ||
24 e.type == RequestVoteResponse &&
25 s.state != CANDIDATE) ||

26 e.type == AppendEntryRequest

27 && s.state == FOLLOWER

28 && subseq(e.entries, s.log) ||
29 e.type == RequestVoteRequest

30 && s.votedFor != None)

31}

The dominates and C specification for ZAB are below:

1 fn dominates(s1: State, s2: State) {

2 //all other states are the
same, except last_committed, last_processed
, ackid of each log entry, and ack_ld_recv

3 //s1's last_committed

and last_processed are not smaller than s2
4 //each entry's ack set of s2 is the subset of si
5 //if in BROADCAST state, s2's ack

leader set is the subset of s2. Otherwise
, s2's ack leader set is the same as s1.

6 return sl.accepted_epoch
== s2.accepted_epoch && ... &&
7 s1.last_committed >= s2.last_committed &&
8 s1.last_processed >= s2.last_processed &&
9 [for i in range (ENTRIES):
10 subset(s2.Logli].ack, s1.Logl[i].ack)] &&
11 (s1.zab_state == BROADCAST?
12 subset(s2.ack_ld_recv, sl.ack_ld_recv):
13 equal (s1.ack_ld_recv, s2.ack_ld_recv))
14 3
15
16 fn C(s: State, e: Event) {
17 //we can apply e asap if this is an ACK
18 //or it is an ACKLD in outdated epoch
compared with current state's accepted_epoch
19 //or ACKLD in current accepted_epoch but current
state already has received quorum ACKLD
20 return e.Type == ACK ||
21 (e.Type == ACKLD &&
22 (Epoch(e.Zxid) < s.accepted_epoch
23 || has_quorum(s.ack_ld_recv)))
24}

C Protocol Specifications

Below, we provide additional information about the pro-
tocol specification used in our evaluation, including detailed
breakdown of their lengths and additional information about
how they were derived.

C.1 Specification Length

Table 3 shows lines of code for each portion of the ELLSBERG
specifications used in our evaluation. Similar to §4 we also
report the length of specification used by Microsoft’s CCF
project for validating Raft [35] and an implementation
derived ZooKeeper specification [38].

Component Eted RedisRaft ZooKeeper
State 45 47 102
apply 345 312 433
equal 64 64 73
infer_inducing 298 271 236
reachable 37 37 63
apply_asap? 39 39 36
lookahead_type 9 9 6
Other code 115 115 40
Total (ELLSBERG) 952 894 989
Baseline 1503 1503 1615

Table 3: Lines of code in ELLSBERG specification when compared to those used
by existing tools. For baselines, we use the Raft specification from Microsoft
CCF [35] Etcd and RedisRaft, and a recent implementation derived TLA+
specification [38] for ZooKeeper.

C.2 Raft

We evaluated our approach and ELLSBERG using two Raft
implementations: Etcd [21], a distributed key-value store
that is widely deployed, often as a core component of Kuber-
netes [39] and other orchestrators; and Redis Raft [32,75], a
module that adds consistent replication to the Redis key-value
store. In this section, we describe the specification we used.

Protocol Specification. Our initial approach for producing
a specification was to derive one from Ongaro’s TLA+ Raft
specification [63], since this closely mirrored the protocol
described in the Raft paper [64], and we assumed was the
distributed protocol implemented in practice. However,
we found this was not the case, both implementations
we evaluated implement a protocol which makes several
changes to the original protocol, and the specification we use
includes these changes. The most significant changes from
the protocol in the paper affect read-only operations and
reconfiguration, and we describe both below.

Read-only operations: Both of the implementations that we
evaluated provide linearizable reads, but neither logs read-
only operations. Both require the leader to process all read-
only requests, and the leader computes the return value using
its current state. To ensure linearizability, a node that is pro-
cessing a read-only request must first assert that it is still the
leader, i.e., it needs to check that its term is the same as a quo-
rum’s term [95]. Both implementations use the same approach
to assert leadership: when a node (that believes it is currently
the leader) receives a read-only request, it associates a request
ID with it and includes this request ID in a heartbeat request
(as a reminder, Raft uses empty append entry messages for
heartbeats) to other nodes in the cluster. The node then waits
until a quorum (majority) of nodes have positively acknowl-
edged the heartbeat message (showing that a quorum agrees
on the term, and that the node was the leader when the request
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was received), before responding to the read-only request.”

Reconfiguration protocol: The other area where both im-
plementations differ is in how they implement cluster
reconfiguration: Etcd uses different protocols to handle
reconfiguration that adds or removes a single node (the Etcd
documentation [26] seems to prefer this protocol) and ones
that add or remove multiple nodes (where Etcd largely uses
the original joint quorum protocol with minor changes); while
Redis Raft only allows the addition or removal of a single node.

Both implementations use a similar (but not identical)
single node reconfiguration protocol that avoids the original
protocol’s use of joint quorums, because in this case quorums
are guaranteed to have intersection before and after config-
uration changes are applied. Therefore, the reconfiguration
protocol in this case merely requires that the leader replicate
a reconfiguration command to all followers. The two imple-
mentation differ on when they apply the reconfiguration
command: Redis Raft nodes apply the command as soon
as it is added to their log, while Etcd treats reconfiguration
commands like any other command and applies them asyn-
chronously after they have been committed. Etcd’s approach
can pose a safety problem, and recent versions of Etcd change
the request vote protocol to ensure that nodes with replicated
but unapplied reconfiguration entries do not send request
vote messages (and thus do not try to become leaders). This
restriction also applies to multi-node reconfiguration in Etcd,
and one of the bugs we reproduce and detect with ELLSBERG
(§6) is due to errors implementing this change.

Beyond differences due to changes in Raft, our specification
differs in another crucial way: we model the behavior of
messages sent by clients (e.g., get and put) while Ongaro’s
specification doesn’t.

Our evaluation uses similar protocol specifications
for both implementations, and they only differ in when
reconfiguration commands take effect.

C.3 Zookeeper Atomic Broadcast

Obtaining a specification for Zookeeper atomic broadcast
(ZAB) [38] as implement by ZooKeeper [100] was a bit easier.
While the TLA+ specification included in the Junqueira et
al’s [38] paper no longer reflects the implementation, a recent
pre-print [65] has produced an updated TLA+ specification
from the implementation, and we used this specification with
minor changes.

ZooKeeper is also easier to model, since it does not
support linearizable reads, and we did not need to consider
modifications for this.

D Bug Descriptions

Below, we describe the bugs used in our evaluation (§6.2),
their root-cause and how we detected them.
etcd-741 [25] is a bug that predates Etcd incorporating the

“What we have described corresponds to Etcd’s ReadIndex method. Eted
also implements a lease-based mechanism for linearizable reads, but we
neither modeled this mechanism nor use it in our evaluation.

linearizable read protocol we described in §C.2. In older
versions, an Etcd leader responded to read-only requests
with its current value, without asserting that it was the leader,
thus violating linearizability. We reproduced this bug by
removing the linearizable read logic from Etcd. ELLSBERG
detected the bug when it observed the leader responding
to a client’s request before receiving positive heartbeat
acknowledgments from a quorum.
etcd-7280 [23] and etcd-12133 [22] are bugs in Eted’s
reconfiguration protocol. As we noted previously (Ap-
pendix C.2), Etcd supports two different reconfiguration
protocols (a single-node reconfiguration that does not
require joint-quorums, and a more general version that
uses joint-quorums). Etcd also has two different command
types for reconfiguration, one which only allows single node
reconfiguration (V1), and one that can be used to trigger
both single-node reconfiguration and joint-quorum based
reconfiguration (V2). Regardless of command or protocol,
reconfiguration takes effect when the command is applied
by a node. Furthermore, Etcd does not allow a node with
an unapplied reconfiguration command in its log to send a
request vote message (i.e., to transition to being a candidate).
Both of these bugs are caused by cases where Etcd
incorrectly allowed a node with an unapplied reconfiguration
command to become a candidate. In the case of etcd-7280
this was caused because Etcd switched to applying reconfig-
uration requests asynchronously, but assumed that a single
reconfiguration request could be in progress at a given time. If
more than one reconfiguration request was in progress, then
Etcd would allow a node to become candidate after applying
the first change, resulting in two leaders being elected
simultaneously. Similarly, etcd-12133 was caused by a bug
in how Etcd counted the number of pending reconfiguration
messages: the bug meant that Etcd did not consider unapplied
V2 reconfiguration commands, resulting in a split-brain
problem where two leaders are elected for the same term.
Inboth cases, Etcd’s safety invariants say that any inducing
states for a request vote message has no unapplied reconfigu-
ration commands. Thus, one might expect that we detect these
bugs when a node first sends out a request vote message. How-
ever, this is not the case: ELLSBERG does not know whether
a node has applied a reconfiguration command, since com-
mands are applied asynchronously by a background thread.
Instead, when ELLSBERG see the request vote message, it
merely infers that the reconfiguration command has been ap-
plied. However, ELLSBERG reports a bug when it later observes
that the node has transitioned to being aleader (e.g., by observ-
ing outgoing append entry messages) without having received
votes from a quorum active in the latest configuration.
etcd-7331 [24] is a bug caused by interaction between Etcd’s
linearizable read protocol and Raft’s leader election protocol
that can resultin a newly elected leader returning a stale value
inresponse toaread. When an Etcdleader receives aread-only
request, it records the current commit index, and checks that
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it is still the leader (by sending a heartbeat or append entry
message, and waiting for responses from a quorum). However,
anewly elected leader’s commit index might be smaller than
the previous leader’s commit index. This is because while
Raft’s leader election protocol requires that the new leader’s
log contain all committed entries (and in fact be the most up-
to-date log in a quorum), it cannot guarantee that the commit
index (which leader’s update asynchronously) is up-to-date.

Furthermore, for safety, Raft does not allow a leader to
update its commit index until it has replicated an entry in the
current term [64, §5.4.2] to a quorum, ie., it can only update
the commit index to point to entries in the current term.
Consequently, a read-request handled by a newly-elected
leader might return a previous value, violating linearizability.

Etcd fixed this protocol bug in its linearizable read protocol
by requiring that leaders commit an entry in the current term
before initiating a quorum check for a read-only request.
ELLSBERG uses the same approach to detect this bug: it raises
an alarm if it sees the leader is performing a quorum check
for aread-only request (which it can detect because heartbeat
or append entry messages used for quorum checks include
arequest ID for the read request) before committing an entry.

Zookeeper-1154 [101] is data inconsistency bug, where
after leader election, nodes disagree on the log. In the leader
election protocol implemented by ZooKeeper, a node needs to
synchronize its log with all other nodes. To do so, the leader
collects the largest entry ID (ZXIDs) from each follower, and
compares the follower’s latest ZXID to the latest ZXID in its
own log. If the follower’s latest ZXID differs, then the leader
needs to first have the follower truncate its own log (to the last
ZXID on which both agree) and then send missing entries to
the follower. Similar to other protocols, ZXIDs in ZooKeeper
are monotonically increasing. When implementing the leader
election protocol, the ZooKeeper developers introduced a
bug and assumed that if the ZXID sent by the follower was
smaller than the latest ZXID in the leader’s log, then the
follower must contain a subset of the leader’s log entries. The
leader would then avoid truncating the follower’s log, and
immediately send new entries. However, this is unsafe since
the follower’s log might contain an entry that has a lower
ZXID but is not present in the leader’s log, resulting in an
inconsistent log. Our simulation detects this when the leader
sends out the DIFF message since the follower’s latest ZXID
is not contained in the leader’s log, and thus no inducing
state for the DIFF message can be reached.

RedisRaft-17 [71] is also a reconfiguration bug: Redis Raft
does not allow concurrent reconfiguration requests, and will
accept at most one reconfiguration request at a time (rejecting
the other). It considers reconfiguration to be complete once
the command has been committed to quorum. Due to a bug, it
was not checking this correctly. Detecting this bug with ErLs-
BERG was relatively simple: our inference function says that
the inducing state for a successful reconfiguration request is
one where the reconfiguration command was added to the log.

However, our transition function does not allow transitioning
into a state with two uncommitted reconfiguration requests,
and thus ELLSBERG cannot find a reachable inducing state
for the second successful reconfiguration response.
RedisRaft-19 [72] is a bug in Redis Raft’s linearizable read
implementation. Unlike Etcd-741, this bug occurs despite
nodes asserting leadership before responding to clients, and is
caused by the node being unaware of the current commitindex.
In Raft, a leader may not know what log entries were commit-
ted by the previous leader (in the previous term). Furthermore,
Raft requires that leader’s only commit entries from previous
terms after they have added an entry from the current term to
thelog [64,§5.4.2]. Therefore, linearizability might be violated
if a Raft leader respond to a read-only request before commit-
ting an entry in the current term. When writing our protocol
specification, we modeled the linearizable read-only protocol
by associating a linearization index with each read-only
request: a request’s linearization index is the log’s commit
index if the last entry committed in the current term, and is the
last log index otherwise. Furthermore, our inference function
requires that the m-inducing state for a read-only response
have committed entries up to the request’s linearization index.
Therefore, ELLSBERG flags a bug in this case, because no valid
m-inducing states exists for a non-linearizable return value.
RedisRaft Unreported. This previously unreported bug
was discovered by ELLSBERG when we ran fuzzing loops to
find bugs. The bug is due to an additional complication in
Redis Raft’s reconfiguration protocol: when adding a node,
Redis Raft first issues a reconfiguration command to add a
non-voting node that cannot participate in quorums. After
this command has been committed, Redis Raft next issues
a second reconfiguration command to switch the non-voting
node to a voting node, allowing it to participate in quorums.
However, due to a bug, Redis Raft acknowledges the client
reconfiguration request once the non-voting reconfiguration
command has been successfully replicated. Consequently,
Redis Raft reports that reconfiguration is complete before
the quorum size has grown, and thus before the cluster can
tolerate additional failures. In this case, an ill-timed failure
that occurs between the two commands can render the cluster
unavailable, despite the administrator believing that this
should not occur. Our specification models both steps of the
reconfiguration process, and flagged the bug because it ob-
served the leader acknowledging the client’s reconfiguration
request before the second step had completed.
RedisRaft-256 [73] is a reconfiguration bug related to the
unreported bug described above. This bug resulted in leader
acknowledging a client reconfiguration command that adds a
node before replicating it to a quorum, and can result in situ-
ation where the client reconfiguration command is never up-
dated. ELLSBERG alerts on this bug when it observes the leader
send a client response without having received append entry
responses from a quorum, i.e., before it has been committed.
RedisRaft-52 [74] is a bug that leads to data-loss, and is due
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Figure 6: apply_asap? reduces
memory requirements:  graphs
show number of simulation
states |S| in a 5-node cluster with
apply_asap? disabled. (|S| = 1
when apply_asap? is enabled.)

Figure 5: apply_asap? avoids
redundant exploration: graphs show
pending messages in a 5-node cluster
after checking the n'" outgoing
message apply_asap? enabled
and disabled.

to a performance optimization implemented by Redis Raft
where the last few log entries are stored in a cache. When
anode appends an entry it adds it to both the cache and the
underlying log. When reading an entry, the node first checks
the cache, and only refers to the underlying log if it is not in
the cache. A bug in Redis Raft meant that it did not update
the cache when deleting entries from the log. However, Raft
requires to delete log entries in some scenarios, e.g., when
anew leader has to overwrite uncommitted entries. This bug
can therefore result in an inconsistent state machine replica,
which can lead to unexpected node behavior, e.g., rejecting
append entry or vote requests that it should have accepted.
We reproduced a case where an append entry request was
incorrectly rejected due to an old conflicting entry in the
cache. The ELLSBERG specification detected a divergence
when checking the append entry response and raised an alert.

E Effect of ELLSBERG’s Design Choices

Our evaluation (§6) presented end-to-end performance
results for ELLSBERG. In this appendix, we evaluate the impact
of apply_asap? and the reachable function on ELLSBERG’s
performance.

E.1 Benefits from apply_asap?

Next we evaluate the effect of using apply_asap? to
avoid redundant exploration. As we discussed in §3.4.2,
apply_asap? is used when processing incoming messages
(Listing 3 line 24) and during breadth first search (Listing 4
line 25) to reduce the number of pending messages, and the size
ofthe simulation state set S. Thisimproves find_reachable’s
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Figure 7: CDF of fraction of edges pruned by the reachable check (Listing 4
line 22). All experiments are run on a 5-node cluster using the mixed workload.

runtime and reduces ELLSBERG’s memory requirement.

We evaluate improvements in find_reachable’s runtime
by comparing the number of pending messages when
apply_asap? is enabled to when it is disabled. In Figure 5,
we show the number of pending messages as a function
of the number of outgoing messages processed. We report
results from a 5-node cluster when running the balanced
workload, the results were similar for other workloads. We
observe that when apply_asap? is disabled, the number of
pending messages grows as ELLSBERG processes more of the
trace. By contrast, enabling apply_asap? limits the number
of pending messages: in our workloads we observe between
0 and 5 pending messages.

Using apply_asap? also reduces the number of simulation
states in S, improving both performance (results in fewer
calls to find_reachable) and memory requirements. We
evaluated this improvement by comparing the size of S as
a function of number of output messages processed with
apply_asap? enabled and disabled. Results from running a
balanced workload on a 5-node cluster, when apply_asap?
is disabled, are shown in Figure 5. When apply_asap? is
enabled, we found that S contained a single simulation state
(]S|=1). By contrast, when apply_asap? is disabled the num-
ber of states can grow large, with an average of ~444 states
for Etcd, ~478 states for Zookeeper, and ~ 43 for Redis Raft.

In sum, these results show the importance of apply_asap?
for limiting ELLSBERG’s memory usage and in achieving our
performance goals.

E.2 The reachable function’s impact

ELLSBERG uses the specification’s reachable function to
to avoid exploring schedules that cannot lead to m-inducing
simulation states (§3.4.1, Listing 4 line 22). As we explained
in §3.4.1, we need to use this function to ensure that checking
an outgoing message terminates, and we cannot turn it off.

Therefore, we evaluate the effectiveness of reachability
checks by drawing a CDF of the fraction of reachable calls
that return false (and thus prune exploration). In Figure 7, we
show results for the three DPIs running on a 5-node cluster
evaluated using the balanced workload. As one would expect,
the results depend on the protocol and implementation: prun-
ing is most efficient for Zookeeper because it assumes in-order
deliver. The in-order delivery assumption ensures that the
number of pending messages is bound by the number of nodes
and the protocol structure allows the reachable function
to prune more than 75% of possible paths. While pruning is
less effective for Etcd and Redis Raft, we observe that even in
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this case, between 40-80% of calls to the reachable function
return false. These results show that while ELLSBERG can
work with specification that over-approximate reachability,
this approximation can come at a performance cost.
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