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Abstract
While PIFO is a powerful priority queue abstraction to

support programmable packet scheduling in network devices,
the efficient implementation of PIFO faces multiple chal-
lenges in performance and scalability. The existing solutions
all fall short of certain requirements. In this paper, we pro-
pose ClubHeap to address the problem. On the one hand,
we develop a novel hardware-friendly heap data structure to
support faster PIFO queue operations that can schedule a flow
in every clock cycle, reaching the theoretical lower bound; on
the other hand, the optimized hardware architecture reduces
the circuit complexity and thus enables a higher clock fre-
quency. The end result is the best scheduling performance
in its class. Combined with its inherently better scalability
and flexibility, ClubHeap is an ideal solution to be built in
programmable switches and SmartNICs to support various
scheduling algorithms. We build an FPGA-based hardware
prototype and conduct a thorough evaluation by comparing
ClubHeap with the other state-of-the-art solutions. ClubHeap
also allows graceful trade-offs between throughput and re-
source consumption through parameter adjustments, making
it adaptable on different target devices.

1 Introduction

In a network switch, packet scheduling, which determines the
packet delivery order and time, is an essential function in Traf-
fic Manager (TM). To satisfy the diverse application require-
ments, a number of packet scheduling algorithms have been
proposed [6,7,15,21,22,25,31,35,45,63,65], e.g., Weighted
Fair Queueing (WFQ) [15], Hierarchical Packet Fair Queue-
ing (HPFQ) [6], Least Slack Time First (LSTF) [31], etc.
Fine-grained priority scheduling [3, 34, 46] based on specific
fields, e.g., Shortest Remaining Processing Time (SRPT) [46],
is also widely used.

As the programmable network devices play a more impor-
tant role in Software-Defined Networking (SDN), the pro-
grammable schedulers in those devices can support different

scheduling algorithms on generic hardware. A popular queue
abstraction, Push-In First-Out (PIFO) [51], has been accepted
as a foundation to realize a wide range of algorithms. A PIFO
is a Priority Queue (PQ) which allows elements to be pushed
to an arbitrary location, but can only pop elements from the
head. A series of PIFO blocks with mesh interconnections can
be configured into a tree to support multi-level hierarchical
scheduling. Each PIFO block contains a physical PQ which
can be partitioned into multiple logical PQs (named logical
PIFOs) at the same level of the tree. In a PIFO block, a flow
is inserted in a queue location based on its rank [51], the
calculated scheduling order or time (e.g., the remaining flow
size in SRPT [46]), and popped when it reaches the queue
head.

A PIFO queue needs to support two primitives: push and
pop. In a PIFO-based scheduler, a popped flow is immedi-
ately pushed back into the queue if it still has unscheduled
packets [51], forming a pop-push pair. We introduce a replace
primitive to represent the pair. During scheduling, all opera-
tions for a flow are replace except for the first push and the last
pop. Therefore, we can use Cycles-Per-Replace (CPR) as a
metric to evaluate the throughput performance under the same
clock frequency. In pipelinable implementations, we consider
the delay between two consecutive replace operations as the
equivalent CPR because the operations may overlap.

Reducing CPR is an effective means to increase throughput,
because the clock frequency is limited in silicon chips. The
original PIFO implementation [51] uses shift registers (re-
ferred to as SR-PIFO henceforth), in which both push and pop
operations require 2 cycles to complete (i.e., CPR= 4). Some
PIFO queue implementations support parallel push and pop
operations [5, 8, 26, 28, 62], enhancing native replace support.
For example, RPU-BMW [62] allows a push every 2 cycles,
a pop every 3 cycles, but a replace every 3 cycles (CPR= 3)
due to its pipeline design. Nevertheless, thus far no scalable
PIFO implementation can achieve CPR= 1 which is the lower
limit of a PIFO-based packet scheduler.

In this paper, we propose a novel data structure called
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ClubHeap (short for Clustered Binary Heap)1 to support
PIFO queue implementation, and a high-speed and scalable
programmable scheduler solution based on it. Our major con-
tributions are summarized as follows.

1. We design ClubHeap, a new PQ data structure supporting
the PIFO abstraction. ClubHeap leverages the scalability
of the heap-based data structures, and overcomes the
challenge of inter-operational data dependencies trou-
bling the other heap-based data structures [8, 26, 28, 62].
ClubHeap is the first heap-based design which supports
a fully pipelined implementation with the theoretical
lower bound of CPR= 1.

2. To validate the design, we synthesize ClubHeap with
a 45nm ASIC toolchain [17, 23, 55] by Design Com-
piler [53] and implement it on a Xilinx Alveo U280 Data
Center Accelerator Card [60]. The prototype supports
up to 217 elements in up to 28 logical PIFOs, with each
element having a priority precision of 32 bits. The proto-
type achieves a throughput of approximately 200Mpps
on FPGA, ensuring 100Gbps line-rate processing in the
worst case. We show ClubHeap is the only solution
which is scalable in terms of elements, priority levels,
and logical PIFOs at the same time.

The rest of the paper is organized as follows. In Sec. 2, we
discuss the gap between the requirements of a programmable
packet scheduler and the existing hardware implementations
using priority queues. In Sec. 3 we introduce the ClubHeap
data structure. We present its hardware design in Sec. 4 and
its implementation in Sec. 5. A detailed evaluation includ-
ing comparisons with existing implementations is presented
in Sec. 6. We summarize the related works in Sec. 7 and
conclude the paper in Sec. 8.

2 Background

2.1 Requirements for PIFO Implementations
The PIFO abstraction can be applied to both programmable
switches [10, 50] and SmartNICs [33, 52]. Recent research
shows that the priority queues in these two scenarios share
the similar requirements as follows [4].

Throughput. Due to the rapid growth of port speed and
count on network devices, a single scheduler instance cannot
schedule all packets at line rate. For example, a 64x400GE
NVIDIA Spectrum SN5400 switch [41] supports up to 33.3
billion packets per second, exceeding any known scheduler
capabilities. Therefore, a mesh of PIFO queues is needed for
high aggregated scheduling throughput. Fewer queues are
needed if each PIFO queue has higher throughput. Smart-
NICs have a lower peak packet rate than switches, allowing

1Open source available at https://github.com/ClubHeap/ClubHeap.

the use of a single PIFO queue. Some recent PIFO queue
implementations (e.g., BBQ [4]) can meet the demands of
FPGA-based SmartNICs operating for 100GE (148.8Mpps).
However, increasing NIC throughput also puts more pressure
on the packet scheduler.

Scalability. Scalability is measured in two dimensions: the
number of priority levels (P) and the number of elements (N)
allowed in the priority queue. In a PIFO queue, the rank of a
flow might be a timestamp (e.g., in LSTF [31] or EDF [34]),
which often requires high precision. A large P also extends
the time span for data retention in the scheduler under non-
work-conserving algorithms [21,29,57,67]. On the other hand,
today’s multi-tenant networks may require the scheduler to
handle hundreds of thousands of flows [18, 19, 43], which
pose significant scalability challenges for N.

Logical Partitioning. Logical Partitioning (LP) refers to
partitioning a physical PIFO block into multiple logical PIFOs.
In hierarchical scheduling algorithms, queues at the same level
of the scheduling tree can be considered as different logical
PIFOs within the same PIFO block. The same applies to the
packet queues for different output ports.With LP, a k-port
switch requires only 2k physical PIFOs, compared to k2 + k
PIFOs without LP [4], resulting in a 32.5x reduction for k=64.
The significant difference in resource consumption makes LP
crucial for the implementation of PIFO-based schedulers.

2.2 Existing Implementations

The requirement for high-performance PQs to support packet
scheduling precedes the PIFO abstraction. Numerous PQ im-
plementations exist, but none satisfies all three requirements
in Sec. 2.1. We brief three typical implementations below,
which can all be used in a PIFO-based scheduler and pro-
grammed using Domino [37, 50, 51].

Implementations based on linear data structures. Im-
plementations based on shift registers [9, 13, 42, 51, 54] (e.g.,
SR-PIFO [51]) and systolic arrays [5, 30, 38] (e.g., OPQ and
APQ [5]) fall into this category. For an operation, a shift reg-
ister performs all comparisons within one cycle, whereas a
systolic array breaks it down into multiple sub-operations,
and propagates them linearly through the entire data structure
in a systolic manner, thereby simplifying the combinational
logic for each cycle and improving the clock frequency. APQ,
with the highest throughput among them, organizes elements
into groups, and leverages the Single-Instruction-Multiple-
Data (SIMD) technique to achieve CPR= 1. However, these
implementations need O(N) comparators to compare the ele-
ments2 in the PQ in parallel, resulting in significant hardware
overhead, and a decrease in clock frequency as N increases.
Therefore, these implementations cannot meet the scalability
requirements for N. For example, SR-PIFO requires approx-
imately 900K LUTs on an FPGA (∼70% on Xilinx Alveo

2Each queue element includes a rank and some metadata.
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PQ Implementation Type CPR S.P S.N LP

SR-PIFO [51] linear 4 ✓ × ✓
OPQ [5] linear 2 ✓ × ×
APQ [5] linear 1 ✓ × ×
BBQ [4] bucket 2 × ✓ ✓

P-Heap [8] heap 6 ✓ ✓ ×
R-BMW [62] heap 2 ✓ × ×

RPU-BMW [62] heap 3 ✓ ✓ ×
Pipelined Heap [28] heap 2 ✓ × ✓

H-PQ [26] hybrid 1∼4 ✓ ✓ ×
ClubHeap heap 1 ✓ ✓ ✓

Table 1: Comparison of different PQ implementations.
(S.P and S.N represent the scalability for P and N, respectively)

U280 [60]) when N = 4,096, and can only operate at a fre-
quency of 40MHz [62]. With CPR= 4, this translates to a
throughput of only 10Mpps.

Implementations based on buckets. These implementa-
tions assign a bucket to each priority level and group flows
with the same priority into the same bucket. BBQ [4] intro-
duces Hierarchical Find-First Set (HFFS) [44, 58] to manage
buckets and store elements in SRAMs, achieving scalability
with respect to N. However, dedicated hardware for each pri-
ority level limits scalability for P. For example, BBQ provides
215 buckets in total [4]. Considering that a PIFO block sup-
ports 256 logical PQs (a typical number in [51]), each logical
PQ can only support P=215/256=128, which is unacceptable
for many algorithms [6, 22, 31].

Implementations based on heaps. A heap is a tree in
which the rank of each node is not greater than that of its
child nodes. The operation on a heap-based structure resem-
bles a systolic array but positions sub-operations at distinct
tree levels. This design requires only O(logN) comparators,
each with O(log logP) latency. P-Heap [8] is the first to ex-
ploit the heap structure, achieving scalability for both P and N.
BMW-Tree [62] introduces an insertion-balanced multi-way
heap with better pipeline support to reduce CPR from 6 to 3.
However, both P-Heap and BMW-Tree do not support logical
partitioning. Pipelined Heap [28] implements a complete bi-
nary heap which can support logical partitioning. However,
the global bus required to connect all tree levels becomes a
bottleneck in the pipeline, limiting the frequency and making
it less scalable with respect to N.

Another challenge for heap-based implementations comes
from the inter-operational data dependency problem (detailed
in Sec. 2.3), which prevents a fully pipelined implementation
with CPR= 1. H-PQ [26] is a hybrid structure of systolic array
and a series of heaps, which attempts to eliminate this impact
by distributing operations across different heaps. Unfortu-
nately, real traffic may access the same heap continuously,
causing the performance instability of the packet scheduler.
ClubHeap solves the inter-operational data dependency prob-

lem through a novel data structure design.
The characteristics of the aforementioned implementations

are summarized in Table 1. We use CPR as the performance in-
dicator for simplicity34. In summary, implementations based
on linear data structures have poor scalability for N, while
implementations based on buckets have poor scalability for P.
ClubHeap, as a heap-based implementation, achieves a high
performance with CPR= 1, presents good scalability for both
N and P, and possesses the logical partitioning capability.

2.3 Inter-Operational Data Dependency

Pipelining the queue operation is critical for the scheduling
throughput. However, the inter-operational data dependency
is a hurdle that prevents the heap-based PIFOs from applying
the pipeline technique efficiently. Its solution is the key factor
for a high-performance implementation of ClubHeap.
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Figure 1: The inter-operational data dependency on a tradi-
tional binary heap.

Since it is impossible to predict the rank of the subsequent
elements pushed into the PIFO when pushing a current ele-
ment, the distribution of elements in the heap can be unbal-
anced. As shown in Fig. 1, in a binary heap, the distribution of
the smallest ranked elements may form a dependency chain:
1 is the parent of 2, 2 is the parent of 3, and so on.

Consider consecutive pop operations under this circum-
stance. In Cycle 1, the element 1 at Level 1 (i.e., the root
node) is popped, leaving a temporarily empty root, which
means both elements stored in its child nodes can be the new
minimum element in the heap. Therefore, a comparison must
be made between the element 2 and the element 7 at Level
2. In Cycle 2, the second pop arrives, which needs to pop
the element 2, the smaller one between 2 and 7. However,

3Besides CPR, the scheduling throughput is also affected by clock fre-
quency, which may vary for different implementations and different scale
specifications (i.e., P and N).

4P-Heap claims CPR=2 [8], but it allocates three dependent operations
(read, compare, and write) in one cycle. For a fair comparison, we convert
one P-Heap cycle to three physical clock cycles as suggested in [28].
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the newly arriving instruction just reaches the root node and
cannot operate on the element 2 which is still located at Level
2. In order to allow the element 2 to be popped immediately, a
bypass from Level 2 to Level 1 (as depicted in the dashed line
in Fig. 1) is required. After the element 2 is popped, its two
children at Level 3 become the new candidates as well as the
element 7. The comparison to elect the next minimum must
be made among the three candidates. Similarly, the next pop
operation arriving in Cycle 3 requires another bypass from
Level 3 to Level 1 and increases the number of candidates
to four. If the heap has L levels, L− 1 bypasses are needed
from the other levels to Level 1, and a comparison between
L candidates needs to be made after L− 1 consecutive pop
operations.

In the case of L = 16 (i.e., supporting N = 216 − 1) and
P = 216, the operation to compare 16 16-bit element val-
ues and select the minimum one requires a complex com-
binational circuit, which can severely affect the achievable
clock frequency. The wire delay introduced by the bypasses
from Level 2, 3, ..., L to Level 1 worsens the problem. In
other words, to guarantee a certain performance level, the
heap depth is constrained, resulting in poor scalability for
N. Because of this, the existing heap-based priority queue
implementations [8, 28, 62] are difficult to reconcile with per-
formance and scalability simultaneously.

3 ClubHeap

In a traditional heap [8, 28, 62], an operation proceeds along
the path from the root to a certain node in the tree structure,
resembling a systolic array. Inspired by the SIMD technique
where APQ [5] achieves CPR= 1, we organize elements into
clusters (different from groups in APQ, elements in a cluster
are rank ordered), so that consecutive operations may only
access different elements within a cluster, thereby eliminating
the inter-operational data dependency problem.

3.1 Definition and Corollaries
As shown in Fig. 2(a), a traditional binary heap (used in P-
Heap [8] and Pipelined Heap [28]) stores a PQ element in
each node of the binary tree. Denote the rank of the element on
node x as E(x), and consider the rank of an empty node as +∞.
Then for any child y of any node x, it holds that E(x)≤ E(y).

The key difference between ClubHeap and a traditional
binary heap is that each binary tree node in ClubHeap holds
more than one element which forms a cluster. Each node
can store up to K sorted elements. A node that contains K
elements is called full. For a non-full node containing T (T <
K) elements, the K −T free slots are considered to have the
+∞ rank value. We denote the rank array of node x as E(x).
For nodes x and y, if max(E(x)) ≤ min(E(y)), i.e., the rank
of any element in node x is less than or equal to any element
in node y, we denote that E(x)≤ E(y).
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(a) Traditional binary
heap.
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(b) ClubHeap (K = 3).

Figure 2: Comparison of a traditional binary heap and a Club-
Heap.
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Figure 3: Comparison of B1 given by Corollary 2 and B2
given by the binary tree structure.

Definition. A binary tree is a ClubHeap if and only if: for
any child y of a node x, it holds that E(x)≤ E(y).

Corollary 1. The definition leads to a corollary: for any
child node y of a node x in a ClubHeap, if x is not full,
then y must be empty. This is because, for a non-full x,
max(E(x)) = +∞; according to the ClubHeap definition,
max(E(x))≤ min(E(y)), so min(E(y)) = +∞, meaning that
all items in E(y) have the value of +∞ and thus y must be
empty.

The corollary implies that the elements in a ClubHeap are
always compactly located in the nodes of the upper levels,
and the minimum ranked elements must be located at the
root node. The corollary below quantitatively describes the
concentration of elements in the upper levels of ClubHeap.

Corollary 2. For a ClubHeap containing N elements, the
number of non-empty nodes at the L-th level is no more than

N
K
(

1− 1
2L−1

)
+1

. The reason is as follows. Assume there are NL

non-empty nodes at the L-th level, so there are at least NL
elements at this level. Meanwhile, due to Corollary 1, there
are at least 1

2i ·NL full nodes at the (L− i)-th level (i=1,2,...,L-

1). Therefore, these nodes contain at least K ·
(

1− 1
2L−1

)
·NL

elements. Summarizing the two parts of elements, we have
N ≥ NL +K ·

(
1− 1

2L−1

)
·NL, and thus NL ≤ N

K
(

1− 1
2L−1

)
+1

.

The concentration of elements is a key factor for ClubHeap
to support LP. Consider a ClubHeap forest consisting of M
logical PIFOs, with a total of N elements. According to Corol-
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lary 2, the total number of nodes at the L-th level across all M
logical PIFOs has an upper bound N

K
(

1− 1
2L−1

)
+1

(B1), which

may be tighter than the upper bound given by M independent
binary trees, i.e., M×2L−1 (B2). Fig. 3(a) presents a compar-
ison of B1 and B2 when K = 2 and N = 216 −2 (i.e., L = 15).
It can be observed that B1 effectively controls the number of
nodes at deeper levels.

The memory space required by ClubHeap at the L-th level
can be set as SL = min(B1, B2). Fig. 3(b) shows the ratio of
the space required by ClubHeap to the space of M physical
PIFOs, namely ∑SL/∑B2, for different values of K and N =
216 −K (i.e., L = 16− logK). When M = 16, ∑SL is only
22.9%∼30.5% of ∑B2, indicating the memory efficiency of
B1. A smaller K leads to a smaller ratio. In summary, B1
ensures that the memory required by ClubHeap to store nodes
does not increase linearly with M, providing better support
for LP than BBQ [4].

3.2 Operations
The push and pop operations on ClubHeap are similar to those
on the other heap-based PIFO queues [8, 62]. For the push
operation, if the root node r is not full, the element is inserted
in it directly. Otherwise, the maximum ranked element in r
(also including the newly inserted element) is removed and
inserted into a child node in the next level. The recursive
process continues until the element is settled. For the pop
operation, the minimum ranked element in the root node r is
popped, and then the minimum ranked element among the two
children (if non-empty) is raised to fill the node r. The process
is recursive at the deeper levels until no more elements are
available to promote.

2 3

4 6 7 5 10

12 8 9 11

1
3 4

6 7 5 10

12 8 9 11

2

1 Normal elements in a cluster

Vacancy in a cluster

2 Candidates for next pop

4 Candidates for vacancy at the upper level

Cycle 1 Cycle 2

Data path in a binary tree

Data path to promote elements

Figure 4: The consecutive pop operations on a ClubHeap with
no inter-operational data dependency problem.

ClubHeap solves the inter-operational data dependency
problem by decomposing the recursion into a sequence of
sub-operations without data dependencies. As shown in Fig. 4,
we perform consecutive pop operations on the ClubHeap in
Fig. 2(b). In Cycle 1, element 1 is popped, leaving a vacancy
in the root node. Elements 4 and 5 on Level 2 are candidates
for promotion. According to ClubHeap’s definition, the rank

of the promoted element is not less than the remaining ele-
ments, so the pop operation in Cycle 2 does not depend on the
promoted element. In Cycle 2, the element 2 is popped, the
element 4 is promoted to Level 1, and elements 12 and 8 on
Level 3 compete for the vacancy left on Level 2. Recursively,
ClubHeap ensures that each node stores at least K−1 small-
est ranked elements in its subtree. As long as K ≥ 2, it can
eliminate inter-operational data dependencies between sub-
operations on different levels, and ensure that only data paths
between adjacent levels are used, thereby reducing pipeline
complexity and wire latency.

4 Architectural Design

In the architectural design of ClubHeap, our goal is to achieve
CPR= 1 and high clock frequency. We design a pipeline to
support CPR= 1, and employ a series of techniques to strive
for simplifying the combinational logic circuit in each clock
cycle in order to enhance the clock frequency.

In this section, we first present the pipeline architecture
in Sec. 4.1 and the technique for efficient cluster storage
in Sec. 4.2. We then discuss how the three primitives, i.e.,
push, pop, and replace, fit into the design in Sec. 4.3. Finally,
we discuss the dynamic memory allocation optimization to
support the flexible logical partitioning in Sec. 4.4.

4.1 Pipeline Overview

Level 1

Level 2

Level 3

READ ①

Cycle 1 Cycle 2 Cycle 3 Cycle 4

READ ①

READ ②
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WRITE ①
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CMP ①
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CMP ②
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READ ③

CMP ②

WRITE ①

READ ②

CMP ①

READ ②

CMP ①

READ ①

READ ①Level 4

 (lower levels)

Operation ① Operation ② Operation ③ Operation ④

...

...

...

...

...

...

...

Figure 5: Overview of the ClubHeap pipeline.

In ClubHeap, each primitive, push, pop, or replace, under-
goes three stages at each level of the heap: READ, CMP (short
for Compare), and WRITE. These stages are executed in dif-
ferent clock cycles to boost clock frequency. Fig. 5 shows the
pipeline design of ClubHeap, where four arbitrary primitive
operations ①∼④ enters the pipeline sequentially from Cycle
1 to Cycle 4.
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When a signal for an operation arrives at a level, it goes
through the three stages in sequence. For example, ① arrives
at Level 1 in Cycle 1, so its READ stage is performed in Cycle
1, reading the cluster at the root node. In Cycle 2, ① proceeds
to the CMP stage at Level 1, comparing the elements within
the read cluster. If ① carries an element (push or replace), it
also compares it with the elements in the cluster. In Cycle 3,
① enters the WRITE stage at Level 1, writing the updated
cluster back to Level 1 based on CMP results.

For consecutive operations, different stages of different
operations overlap. For instance, at Level 1, the CMP stage
of ① and the READ stage of ② are performed in the same
cycle (Cycle 2), and the WRITE stage of ①, the CMP stage
of ②, and the READ stage of ③ are performed in the same
cycle (Cycle 3). Each level can handle up to three parallel
operations at different stages. Since no two operations can be
in the same stage at the same level, each level only requires
one hardware module for each stage, eliminating the concern
of resource contention.

When a signal for an operation arrives at a level, it continues
to propagate downward until it reaches the bottom level. For
example, if ① arrives at Level 1 in Cycle 1, it will propagate to
Level 2 in Cycle 2 and Level 3 in Cycle 3, and so on. Although
in Cycle 3, ① is not yet aware of the comparison results of
the CMP stage at Level 2, the heap structure guarantees that
the node operated on at Level 3 must be one of the two child
nodes of the node operated on at Level 2. Therefore, while the
CMP stage is being performed at Level 2, the READ stage
can be initiated at Level 3 simultaneously, reading the two
child nodes of the current node.

An operation may complete its task at an intermediate
level. For example, when ClubHeap is empty, if ① is a push
primitive, it only needs to insert the element it carries into
the root node at Level 1. After this, the operation becomes a
no-op (equivalent to pushing a +∞), continuing to propagate
downward and perform READ, CMP, and WRITE stages at
each level without any real effect.

4.2 Node Data Structure

As explained in Sec. 4.1, because the CMP stage on the previ-
ous level has not yet produced the result when the operation
enters the READ stage at the current level, both child nodes
of the node being processed at the previous level need to be
read simultaneously. This implies that the sibling nodes are
better to be stored together to enable a single memory access
to acquire both nodes. In addition, as shown in Fig. 6, the
storage of the clusters adheres to three characteristics.
(1) The minimum ranked element in a cluster for a non-root
node is stored in its parent node.

To illustrate the necessity, we assume that all the elements
of a cluster are only stored on its corresponding node. Ac-
cording to Corollary 1 in Sec. 3.1, when a pop operation is
performed on a node x, if x is full and its two child nodes, y and

2 3 4 5 6
②

+2③
7 8
①

…… ……Left child Right child

① The minimum ranked element in left and right child

② Elements in the cluster (except the minimum ranked)

③ The difference field

Figure 6: The node data structure in ClubHeap.

z, are not empty, we must choose the smaller value between
min(E(y)) and min(E(z)) and promote the corresponding
element to x to fill the vacancy left by the pop operation.

Assume x is at Level 1, and y and z are at Level 2. Since
both elements with min(E(y)) and min(E(z)) are at Level 2,
their comparison results can only be obtained after the CMP
stage of Level 2 is completed. However, at the moment, the
WRITE stage of Level 1 needs to determine the new E(x)
based on the comparison result and write it to memory. The
data dependency prohibits the pipeline described in Sec. 4.1
from working properly. To fix the problem, it is necessary to
store on node x the two elements with the ranks of minE(y)
and minE(z) in y and z’s clusters, so their comparison can be
done during the CMP stage of Level 1.

(2) The elements in the cluster at each node are rank ordered.

If the cluster elements are unordered, comparators are
needed to determine the minimum ranked element, which
is resource consuming and requires complex combinational
logic that can affect the achievable clock frequency. With the
ordered elements in a cluster, the CMP stage only needs to
compare the carried element of the operation with the first
element in the cluster to determine the new minimum ranked
element.

(3) At each non-leaf node, a field is used to indicate the differ-
ence in the number of elements between the two subtrees.

The difference field is used by the push operation in
ClubHeap to achieve insertion-balance of the element dis-
tribution, which ensures free location can be found for the
new elements before the heap memory is exhausted. Incom-
ing elements are always inserted into the subtree with fewer
elements. In case of a tie, the left subtree is chosen. Some ex-
isting heap-based implementations [8, 62] use two counters
to record the number of elements in both subtrees. However,
a field only recording the difference is sufficient to achieve
the same effect by saving logN−1 bits per node.
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4.3 ClubHeap Processor
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Figure 7: The structure of a processor in ClubHeap.

Each level of ClubHeap has an operation processor and the
associated memory. As described in Sec. 4.1, a processor may
simultaneously handle the WRITE stage of ①, the CMP stage
of ②, and the READ stage of ③. Therefore, a processor in
ClubHeap can be divided into three modules with each han-
dling the task for one stage, as shown in Fig. 7. The arrows in
the vertical direction represent the data path between the three
modules in a single processor. A processor also exchanges
data with the upper-level processor and the lower-level pro-
cessor via the signals in the horizontal direction.

Overall, the READ module reads out a list of rank ordered
elements, the CMP module performs parallel comparisons to
find the position for writing (push or replace) or simply re-
moves the first element (pop), and the WRITE module writes
the result back. The two cycles for the CMP and WRITE
stages are similar to the two cycles required for writing into
a shift register [51]. Next, we describe the operation of the
three modules in detail.

The READ module has only one input signal from the
previous level: addr, which represents the address line for
the nodes to read. As mentioned in Sec. 4.2, sibling nodes
are stored together, so the READ module can read a pair of
sibling nodes with a single address, and output the data via the
data signal. Each node contains the data as shown in Fig. 6.
Simultaneously, the READ module also obtains the addresses
of the respective child nodes of this pair of sibling nodes. The
method of storing these addresses is discussed in Sec. 4.4.

The CMP module is the core for executing push, pop, and
replace primitives. Firstly, the data from sibling nodes ac-
quired by the READ module passes through a data selector,
which selects a branch based on the select_child signal
generated during the CMP stage of the previous level. As-

sume the selected node is x. The address of x’s child nodes
is passed to the READ module of the next level via the addr
signal, while x’s data is sent to the CMP module for compari-
son. The CMP module determines the current operation type,
push, pop, or replace, based on the op input signal. It outputs
processed node data on the new_data signal for writing, and
generates a new op signal to guide the CMP module at the
next level to execute the operation. The new_data signal is
forwarded as forwarded_data when processing the same
node in consecutive cycles.

For the push operation, we assume the element to be pushed
is e. If x is not full, e is directly inserted into the cluster as
new_data and a new op signal, push(+∞), is generated, which
is essentially a no-op. If x is full, e is inserted into the cluster if
rank(e)< max(E(x)). In this case, the original element with
the max(E(x)) rank value becomes the new e to be pushed to
the next level. Otherwise, if rank(e)≥ max(E(x)), the cluster
on x is unchanged, and e is to be pushed to the next level. The
difference field determines the child node for the next level
insertion. If rank(e) is less than the minimum rank value of
the selected child node (note that the corresponding element
e′ is stored in node x), e replaces e′, and e′ is passed to the next
level via the output op signal; otherwise, the push operation
with the element e is passed to the next level.

For the pop operation, when the CMP module receives
the operation from the signal op, because the element with
min(E(x)) is stored at the previous level, the pop operation on
the cluster is actually done a cycle earlier. Therefore, the CMP
module only needs to select a new minimum to fill the vacancy
caused by popping the minimum ranked element, and pass it
through new_min. Since the elements in a cluster are stored
in order, the minimum ranked element can be determined
without comparison, i.e., it must be the first element stored
at x, or the second smallest ranked element in the cluster
of x. Besides, the CMP module compares min(E(y)) and
min(E(z)) stored at x, selects the smaller ranked element to
be appended to the cluster of x, and passes the pop operation
via op to the corresponding child node at the next level.

For the replace operation, since the minimum ranked ele-
ment is stored at the previous level, the pop operation on x
is actually performed a cycle earlier in the CMP stage at the
previous level, and in the current stage, only two actions are
needed: (1) select the new minimum ranked element to fill
the vacancy via new_min; (2) push a new element e to the
cluster, and e can also be selected as new_min if its rank value
is smaller than that of any other element stored in the node. If
rank(e)< min(min(E(y)),min(E(z))), e is directly inserted
into the cluster of x, and the new minimum ranked element of x
is popped out and returned to the upper level via the new_min
signal. Otherwise, if rank(e)≥ min(min(E(y)),min(E(z))),
the smaller ranked element with the rank value min(E(y))
or min(E(z)) fills the vacancy in the cluster of x, and the
replace(e) operation is passed via the op signal to the corre-
sponding child node at the next level.
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Figure 8: The ClubHeap pipeline structure.
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Figure 9: The logical structure of a ClubHeap partitioned into
three logical PIFOs.

Finally, the new_data output signal from the CMP module
is updated by the new_min output signal from the data selector
in front of the CMP module at the next level, which repre-
sents the new minimum ranked element selected by the next
level and should be stored at the current level as described in
Sec. 4.2. The updated node data is sent to the WRITE module
and written to the memory.

4.4 ClubHeap Memory Organization

ClubHeap maintains the memory alongside a processor at
each level. The memory is used to support the logical PIFO
queues. Since the minimum ranked element of each cluster is
actually stored at the upper level, ClubHeap guarantees that
the data required in a CMP stage is available at the same level,
and thus data dependencies between levels are alleviated.
Each processor only accesses the memory at the same level.
As shown in Fig. 8, a processor only reads data from memory

during the READ stage and writes it back during the WRITE
stage, so a dual-port SRAM is sufficient to meet the needs.

Furthermore, as shown in Fig. 8, ClubHeap supports two
different forms of memory allocation methods. The static al-
location method, similar to P-Heap [8] and BMW-Tree [62],
allows for direct child-node address calculation from the cur-
rent node’s address, without the need for storing the child-
node’s address in memory. Thus, one pointer per node can be
saved. However, the drawback is that such allocation implies
a complete binary tree, meaning the L-th level of each logical
queue requires storage space for 2L−1 nodes. With M logical
queues provisioned, the memory size required at deeper levels
can be prohibitively large.

The discussion in Sec. 3.1 illustrates that the actual storage
space required by ClubHeap at the L-th level, SL, may be
significantly less than B2=M×2L−1. It is worthwhile to trade
a pointer field by reducing B2 to B1. Therefore, as shown
in Fig. 8, we employ static memory allocation in shallow
levels where B2<B1 and dynamic memory allocation in deep
levels where B1<B2 to achieve an optimal space management
strategy for different values of M.

As shown in Fig. 9, to achieve dynamic memory allocation
for the L-th level, we need to enable the pointer fields of this
level and the upper level. During initialization, the pointers at
the (L−1)-th level are set to null, and the pointers at the L-th
level are linked into a unidirectional linked list called free list.
For each pair of sibling nodes in the free list, the left child’s
pointer field points to the next node, while the right child’s
pointer is null. If a node is not in the free list, its pointer field
either points to its child nodes at the next level if it has non-
empty children, or is set to null otherwise. Leaf nodes at the
bottom level do not need the pointer field. The head address
of the free list is maintained by the READ module.

We take dynamic memory allocation at L = 4 as an exam-
ple. The pointer field read from Level 3 is passed as addr to
Level 4. If addr is null (the initial value), the READ module
replaces addr with head, updates head with the pointer field
of the read node, and resets this pointer field to null. If, at
the beginning of the CMP stage at Level 4, it is found that
the current node is about to become empty5 and its sibling
node is already empty, a signal is sent to Level 3 to reset
the corresponding pointer field to null. Subsequently, during
the WRITE stage at Level 4, the pointer field of this empty
node is updated to head, and the new head becomes the ad-
dress of this empty node. In short, the free list is a stack
composed of free nodes, which pops nodes when allocating
space and pushes nodes when recycling space. If allocating
and recycling occur in the same cycle, the recycled space can
be immediately allocated to the new pair of nodes.

5The criterion for determining that a node is about to become empty is
(1) push(+∞) on an empty node, or (2) pop on a node with no more than one
element. This circuit is only concerned with the valid bits of the elements.
The signal to update the pointer field is passed along with new_min to the
WRITE module of the upper level.
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5 Implementation

We implement ClubHeap using 919 lines of Chisel [14] code,
and evaluate it on a Xilinx Alveo U280 Data Center Accelera-
tor Card [60] with an FPGA containing 1,303k LUTs, 2,607k
Flip-flops (FF), 2,016 Block RAMs (BRAM), and 960 Ultra-
RAMs. The implementation is parameterized, allowing users
to specify the parameter K, the maximum number of elements
(N), priority levels (P) and logical PIFOs that a ClubHeap
can be partitioned into (M). We also implement the existing
state-of-the-art PIFO queues BMW-Tree [62] and BBQ [4]
on the same FPGA for comparison.

We also analyze the ASIC implementations for some typ-
ical specifications with Design Compiler [53] on an open-
source 45nm toolchain [17, 23, 40, 55] at a frequency of
800MHz6. The reported area is listed in Table 2.

Design K N P M Area (mm2)

BBQ N/A 217 216 1 27.23
ClubHeap 2 217 216 1 4.83
ClubHeap 16 217 216 1 6.15
ClubHeap 2 217 232 28 61.00
ClubHeap 16 217 232 28 63.60

Table 2: ASIC area comparison.

Table 2 indicates ClubHeap consumes only 17.7% (K=2)
or 22.6% (K=16) of area used by BBQ for the same specifica-
tion7. BMW-Tree is not listed here because the open-source
4-way implementation can not support N=217. We conduct
a more detailed comparison between ClubHeap, BMW-Tree,
and BBQ on FPGA in Sec. 6.

6 Evaluation

We evaluate ClubHeap through experiments and analysis to
show that ClubHeap can meet the demands mentioned in
Sec. 2.1, and is the most performant PQ implementation for
a PIFO scheduler so far. We first introduce the experimen-
tal methodology in Sec. 6.1, then discuss the selection of
parameter K in Sec. 6.2, and compare ClubHeap with the
state-of-the-art implementations, BMW-Tree and BBQ, in
Sec. 6.3. In Sec. 6.4, we show that a clustered multi-way tree
is inferior in terms of throughput and resource consumption,
which explains why we choose a binary heap rather than a
multi-way one.

6BBQ claims their logic can achieve 3.1GHz in a 7nm process [4, 59],
but the bottleneck in large SRAM access is ignored.

7Since a ClubHeap with L levels can contain a maximum of N = K(2L−1)
= 2K+L −K elements, there may be slight variations in N for different values
of K. For example, when K=2 and L=15, N=65,534, while for K=4 and L=14,
N=65,532. Since these minor differences have almost negligible practical
effects, both cases are denoted as N = 216 in our evaluation and considered
as the same data point.
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Figure 10: Frequency and resource consumption of ClubHeap
with different K.

6.1 Methodology
We evaluate the FPGA implementations of ClubHeap, BMW-
Tree, and BBQ for comparison. Clock frequency and resource
consumption are reported by Xilinx Vivado, which may dif-
fer from existing papers [4, 62] due to different FPGAs. We
measure the achievable clock frequency by testing different
cycles (step size: 0.025ns) and selecting the minimum al-
lowed. The throughput is obtained via FPGA simulation, as
it is independent of traffic characteristics or scheduling al-
gorithms for these structures. For resource consumption, we
focus on LUTs, FFs, and BRAMs; UltraRAMs are converted
to BRAMs with equivalent storage capacity in results.

Unless otherwise specified, we assume each scheduler ele-
ment includes a 16-bit rank value (P=216) and 32-bit metadata
(for flow ID, packet ID, etc.), sufficient for most PIFO-based
scheduling algorithms [51, 62]. For a fair comparison, we fo-
cus on scenarios with one logical PIFO (M=1), as ClubHeap
better supports logical partitioning than BMW-Tree and BBQ.

6.2 Effects of Different K Values
We first evaluate the clock frequency and resource consump-
tion of ClubHeap with different K values. As shown in
Fig. 10(a), when N=212 and N=213, clock frequencies are
approximately 250MHz regardless of K. As N increases, the
clock frequency decreases, and differences in clock frequency
begin to emerge for different K. Experiment results indicate
that for the same N value, a larger K generally corresponds to
a higher clock frequency. At N=217, the frequency for K=32 is

USENIX Association 22nd USENIX Symposium on Networked Systems Design and Implementation    1429



212 213 214 215 216 217

200

250

300

350

400

450

500

F
re

q
u

e
n

c
y
 (

M
H

z
)

N

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(a) Clock frequency.

212 213 214 215 216 217

50

100

150

200

250

T
h

ro
u

g
h

p
u

t 
(M

p
p

s
)

N

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(b) Throughput.

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

212 213 214 215 216 217
0

2

4

L
U

T
 (

%
)

N

(c) LUT.

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

212 213 214 215 216 217
0.0

0.5

1.0

N

F
F

 (
%

)

(d) FF.

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

212 213 214 215 216 217
0

5

10

15

20

25

30

B
R

A
M

 (
%

)

N

(e) BRAM.

Figure 11: Frequency, throughput and resource consumption for ClubHeap, BBQ and BMW-Tree at different N.

216 220 224 228 232

200

300

400

500

F
re

q
u

e
n

c
y
 (

M
H

z
)

P

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(a) Clock frequency.

216 220 224 228 232

50

100

150

200

250

T
h

ro
u

g
h

p
u

t 
(M

p
p

s
)

P

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(b) Throughput.

216 220 224 228 232

0.0

0.5

1.0

1.5

2.0

2.5

3.0

L
U

T
 (

%
)

P

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(c) LUT.

216 220 224 228 232
0.0

0.2

0.4

0.6

0.8

F
F

 (
%

)

P

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(d) FF.

216 220 224 228 232

1

10

100

B
R

A
M

 (
%

)

P

 ClubHeap (K = 2)

 ClubHeap (K = 16)

 BBQ

 BMW-Tree

(e) BRAM.

Figure 12: Frequency, throughput, and resource consumption for ClubHeap, BBQ, and BMW-Tree at different P.

207.25MHz, which is approximately 10% higher than that for
K=2 (189.57MHz). This is because a larger K results in fewer
levels in ClubHeap, reducing the place and route complexity.

However, a larger K requires more resources on the FPGA,
as shown in Fig. 10(b), 10(c), and 10(d). At N=217, a Club-
Heap with K=32 requires relatively 6.2% LUTs and 1.6%
FFs, which are approximately 6x those for K=2. Additionally,
the growth rate of LUT and FF overhead with increasing N is
also higher for a larger K. Comparing N=212 and N=217, for
a 32x increase in N, ClubHeap with K=2 experiences a 33%
increase in LUTs and a 68% increase in FFs, while ClubHeap
with K=32 experiences an 80% increase in LUTs and a 71%
increase in FFs. Overall, ClubHeap’s demand for LUTs and
FFs is approximately O(logN), ensuring its good scalability.

For BRAM, although the same number of elements requires
the same space, a larger K implies more wasted space and
thus requires more BRAMs. Since sibling nodes are stored at
the same address, there are only 2L−2 addresses for the 2L−1

nodes on the L-th level. When L is small, only a small portion
of a BRAM block is utilized, leaving the unused space wasted.
At N=212, the number of BRAM blocks required by ClubHeap
with K=32 is 8.6x that for K=2. At deeper levels, a BRAM
block can be fully utilized, and the number of BRAM blocks
is mainly determined by the number of storage bits. A smaller
K indicates each node stores fewer elements, leading to more
nodes and a greater demand for the difference field and the
pointer for dynamic memory allocation. Therefore for a larger
N, a smaller K results in more space requirements, reducing
the relative savings compared to a larger K. At N=217, the
BRAM consumption for K=32 is only 1.63x that for K=2.

In summary, the analysis indicates that for the same N,

ClubHeap with a larger K exhibits a higher clock frequency
but also demands more resources. When applying ClubHeap
in practice, K can be selected based on the specific require-
ments as a tradeoff between performance and resource con-
sumption. A proper K value could be 2, 4, 8, or 16.

6.3 Comparison with BMW-Tree and BBQ
We compare ClubHeap with K=2 and K=16 to RPU-BMW,
which is the scalable version of BMW-Tree [62], and BBQ [4].
The comparison focuses on three parameters: the number of
elements (N), the number of priority levels (P) and the number
of logical PIFOs (M).

Evaluation on N. In Fig. 11 we fix P=216 and M=1 to
evaluate the scalability of the implementations on N. We
observe that for all three PQ implementations, the critical path
affecting clock frequency is the combinational logic when N
is small, whereas it shifts to SRAM access when N is large,
because they all access SRAM in one clock cycle as part of
the pipeline design. ClubHeap and BMW-Tree have similar
comparator-dominated combinational logic latency; thus, they
have similar frequencies. ClubHeap achieves a throughput
3x higher than BMW-Tree with CPR= 3. On the other hand,
BBQ’s HFFS uses the least combinational logic and has the
highest frequency for small N, but the frequency drops rapidly
as N increases due to the memory access constraints. As
shown in Fig. 11(a), when N=217, BBQ’s clock frequency
is comparable to ClubHeap and BMW-Tree, making CPR a
more decisive factor for throughput. Fig. 11(b) indicates that
ClubHeap’s throughput is approximately equal to BBQ for
small N, but 63% (K=2) or 72% (K=16) higher when N=217,
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Figure 13: Frequency, throughput, and resource consumption for ClubHeap, BBQ, and BMW-Tree at different M.

showing better scalability for N than BBQ.
As shown in Fig. 11(c) and 11(d), ClubHeap processors at

each level require more LUT and FF resources than BMW-
Tree and BBQ. As shown in Fig. 11(e), ClubHeap consumes
the similar BRAMs as BMW-Tree, but much fewer than BBQ.
At N=217, ClubHeap consumes 33% (K=2) or 39% (K=16)
fewer BRAMs than BBQ. Note that the proportion of LUTs
and FFs used by these structures to the total FPGA resources
is significantly less than that of BRAMs. Therefore, it is worth-
while for ClubHeap to consume more LUTs and FFs to save
BRAMs compared to BBQ.

The 45nm ASIC analysis in Sec. 5 supports the same con-
clusion. For N=217, P=216, and M=1, the clock frequency bot-
tleneck for both ClubHeap and BBQ is SRAM access. BBQ
requires larger SRAM which causes higher access latency,
while ClubHeap’s memory is distributed across levels which
has lower access latency. Additionally, ClubHeap consumes
less chip area than BBQ. The following evaluations indicate
that ClubHeap’s advantages become more pronounced as P
and M increase. We believe that ClubHeap will remain a
better choice at more advanced process nodes.

Evaluation on P. We evaluate the implementations for
different P with N=212 and M=1 in Fig. 12 (for BMW-Tree,
we select the nearest N=5,460). When the range of ranks is
2x wider, the only changes needed in ClubHeap are an ad-
ditional bit for the rank field and an additional 1-bit width
of the comparators.When P increases from 216 to 220, the
clock frequency of ClubHeap only drops less than 3%. As a
heap-based PQ implementation, BMW-Tree exhibits similar
scalability for P. However, BBQ needs to expand the number
of buckets to support a larger range of P, resulting in poorer
scalability. As shown in Fig. 12(a), the large number of buck-
ets poses challenges in routing, causing its clock frequency
to drop lower than that of ClubHeap when P=219. Consid-
ering CPR, ClubHeap achieves a throughput 3.28x higher
than BBQ when P=220 as shown in Fig. 12(b). BBQ with a
larger P fails to be synthesized on our FPGA because of the
exhausted BRAMs, while ClubHeap can scale up to P=232

with a cost of only 5.5% frequency reduction.
As shown in Fig. 12(c), 12(d), and 12(e), with the increase

of P, BBQ requires more levels or a larger bitmap width for
HFFS, resulting in higher consumption of LUTs, FFs, and

BRAMs following an O(M) trend. Among them, BRAM con-
sumption grows the fastest, reaching 70x more than ClubHeap
(K=2) when P=220. In contrast, the LUT and FF consumption
for ClubHeap grows slowly. When P increases from 216 to
220, ClubHeap consumes only about 10% additional LUTs
and FFs, and the BRAM consumption remains constant when
the additional bits do not cause the node size to exceed the
width provided by BRAMs at P=216.

Evaluation on M. Support for logical partitioning is an
advantage of ClubHeap over BMW-Tree, so BMW-Tree is
represented by only one point (M=1) in Fig. 13. BBQ supports
logical partitioning, but it requires evenly dividing buckets
among various logical PIFOs. With a constant N and P, M
logical PIFOs in BBQ use M times more buckets, which is
equivalent to a M times larger P. Fig. 13 shows the frequency,
throughput, and resource consumption when a physical queue
with N=212 and P=216 is divided into M logical PIFOs. We
draw a similar conclusion as for Fig. 12. The frequency of
ClubHeap with K=2 decreases by only 16.7% when M scales
to 28, while at K=16 there is no frequency reduction.

As shown in Fig. 13(c) and 13(d), the LUT and FF con-
sumption decreases when M gets larger, because more mem-
ory is synthesized as BRAMs rather than LUTMEMs. It is
worth mentioning that the memory space required for Club-
Heap has an upper limit independent of M, bounded by B1.

In summary, although BBQ achieves a high throughput for
small N, it lacks scalability on P and M. BMW-Tree, on the
other hand, offers scalability on both N and P, but has lower
throughput and does not support logical partitioning.

6.4 Binary Heap vs Multi-way Heap

We compare ClubHeap with clustered ternary and 4-way
heaps to explain the rationale for choosing a binary heap
rather than a multi-way one. As shown in Fig. 14(a), the fre-
quency of a clustered multi-way heap is always lower than
that of ClubHeap. The frequency degradation is because the
clustered ternary heap requires more comparisons and selec-
tions during the process of selecting new_min, resulting in a
longer critical path. Meanwhile, as shown in Fig. 14(b), 14(c),
and 14(d), the clustered multi-way heap does not reduce the
resource consumption as well.
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Figure 14: Frequency and resource consumption comparison
of ClubHeap and a clustered ternary / 4-way heap.

7 Related Works

PIFO [51] is a classical programmable packet scheduling ab-
straction that can express a wide range of algorithms, but it
faces two limitations. (1) PIFO’s programmability is achieved
through a mesh composed of multiple PQs, but its original
implementation , SR-PIFO [51], encounters significant chal-
lenges in terms of throughput and scalability. (2) PIFO as-
sumes that the rank of a packet is already calculated when it
enters the scheduler and is unchanged thereafter. The assump-
tion makes the abstraction unable to express algorithms with
dynamic ranks, e.g. pFabric [3], which introduces a starvation
avoidance mechanism to SRPT [46].

Optimization of PIFO. Replacing SR-PIFO with other
PQs can help improve the throughput and scalability of PIFO.
OPQ and APQ [5] introduce the Single-Instruction-Multiple-
Data (SIMD) technique on systolic arrays to enhance through-
put, but they lack scalability on the number of elements. Cal-
endar Queues [11], CPI [58], and BBQ [4] implement PQs
using buckets, but the number of buckets limits the number of
priorities. P-Heap [8], Pipelined Heap [28], H-PQ [26], and
BMW-Tree [62, 68] distribute the storage and computation
of a PQ across levels using heaps, achieving good scalabil-
ity. However, the inter-operational data dependency problem
discussed in Sec. 2.3 restricts their performance. ClubHeap,
proposed in this paper, is the first high-speed and scalable
PIFO queue implementation, which can help PIFO overcome
the first limitation.

Approximation of PIFO. Another direction to overcome

the first limitation is to approximate PIFO by eliminating the
need for using a mesh of PQs. UPS [36] employs LSTF as
an approximate universal packet scheduling algorithm, en-
abling programmable packet scheduling with a single PQ.
SP-PIFO [1] utilizes a group of FIFOs, clustering flows with
similar ranks into the same FIFO to achieve scheduling ap-
proximation. FDPA [12], AFQ [47], PCQ [48], PUPD [56],
GearBox [20], QCluster [61], and PR-AQM [32] also use mul-
tiple FIFOs for approximate scheduling. AIFO [64], on the
other hand, only uses a single FIFO, which limits its ability
to approximate scheduling order but ensures approximation
for whether a packet is admitted or dropped. FAIFO [69]
extends AIFO by considering information freshness to bet-
ter support time-sensitive applications. RIFO [39] improves
AIFO’s admission control using min-max linear normaliza-
tion. PACKS [2] is a hybrid structure of SP-PIFO and AIFO,
which achieves approximation of PIFO in terms of both
scheduling and admission.

Extension of PIFO. New abstractions are proposed to
overcome the second limitation. PIEO [49] allows the PQs
to pop elements from any location rather than the head only,
enabling scheduling with eligibility predicates. PIPO [66] im-
plements an approximated PIEO with multiple PIFO queues
for bounded-delay scheduling algorithms. PCSQ [27] extends
PIPO to large-scale deterministic networks with long-distance
links. CIPO [24] proposes an approximation of PIEO with
two-dimensional predicates. DR-PIFO [16] combines a PIFO
queue with a group of FIFOs to support dynamic ranks. Eif-
fel [44] introduces a queue structure based on Circular FFS to
provide on-dequeue scheduling. ClubHeap does not support
these extended abstractions, but it can be incorporated as a
PIFO queue in their implementations.

8 Conclusion

ClubHeap is a novel heap-based PIFO queue implementation.
It overcomes the performance and scalability challenges of
PIFO’s implementations to achieve line-rate scheduling for a
large number of flows with a wide range of priority levels. It
is beneficial to any programmable schedulers implemented
with the PIFO abstraction on switches or SmartNICs based
on either FPGA or ASIC.
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