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Abstract

Training deep neural networks (DNNs) is becoming increas-

ingly more resource- and energy-intensive every year. Unfor-

tunately, existing works primarily focus on optimizing DNN

training for faster completion, often without considering the

impact on energy efficiency.

In this paper, we observe that common practices to improve

training performance can often lead to inefficient energy us-

age. More importantly, we demonstrate that there is a tradeoff

between energy consumption and performance optimization.

To this end, we propose Zeus, an optimization framework to

navigate this tradeoff by automatically finding optimal job-

and GPU-level configurations for recurring DNN training

jobs. Zeus uses an online exploration-exploitation approach

in conjunction with just-in-time energy profiling, averting the

need for expensive offline measurements, while adapting to

data drifts over time. Our evaluation shows that Zeus can im-

prove the energy efficiency of DNN training by 15.3%–75.8%

for diverse workloads.

1 Introduction

Deep neural networks (DNNs) have received ubiquitous adop-

tion in recent years across many data-driven application do-

mains such as computer vision [20, 38, 65], natural language

processing [21, 57], personalized recommendation [32, 39],

and speech recognition [33]. To effectively support such

growth, DNN models are predominantly trained in clusters of

highly parallel and increasingly more powerful GPUs [15,70].

However, growing demand for computation ultimately

translates to greater energy demand. For instance, train-

ing the GPT-3 model [13] consumes 1,287 megawatt-hour

(MWh) [75], which is equivalent to 120 years of electricity

consumption for an average U.S. household [1]. This trend

continues to grow: Meta reports an increasing electricity de-

mand for AI, despite a 28.5% operational power footprint re-

duction [96]. Yet, existing literature on DNN training mostly

ignores energy efficiency [83].

We observe that common performance optimization prac-

tices for DNN training can lead to inefficient energy usage.

For example, many recent works prescribe large batch sizes

for higher training throughput [29,84]. However, we show that

maximizing raw throughput may come at the cost of lower

∗Equal contribution.

energy efficiency. Similarly, modern GPUs allow the configu-

ration of a power limit that caps its maximum power draw, but

existing solutions often ignore it. Our analysis of four genera-

tions of NVIDIA GPUs shows that none of them are entirely

power proportional, and drawing maximum power gives di-

minishing return. Indeed, carefully choosing the right batch

size and GPU power limit can reduce energy consumption by

23.8%–74.7% for diverse workloads (§2.2).

Unfortunately, reducing energy consumption is not entirely

free – we discover that there is a tradeoff between energy con-

sumption and training time for a given target accuracy (§2.3).

Our characterization of the energy-time Pareto frontier high-

lights two notable phenomena. First, for a given training job,

all Pareto-optimal configurations provide varying amounts of

energy reductions in comparison to blindly using the maxi-

mum batch size and GPU power limit. Second, the amount

of reduction in energy consumption often has a non-linear

relationship with the increase of training time. This raises a

simple question: how do we automatically identify and navi-

gate the tradeoff between energy consumption and training

time for DNN training?

In this paper, we present Zeus to address this question.

Zeus is a plug-in optimization framework that automatically

configures the batch size and GPU power limit to minimize

the overall energy consumption and training time for DNN

training jobs (§3). Unlike some recent works that only con-

sider GPU-specific configurations [11, 87], Zeus simultane-

ously considers job- and GPU-related configurations. More-

over, it does not require per-job offline profiling or prediction

model training [90, 101], both of which can be prohibitive in

large clusters with heterogeneous hardware and time-varying

workloads [94]. Instead, Zeus takes an online exploration-

exploitation approach tailored to the characteristics of DNN

training workflows. That is, as new data flow into the pipeline,

models need to be periodically re-trained [37], manifesting

itself as recurring jobs in production clusters [37, 94]. Lever-

aging this fact, Zeus automatically explores various configu-

rations, measures corresponding gains or losses, and continu-

ously adjusts its actions based on its measurements (§4).

Designing such a solution is challenging due to two sources

of uncertainty in DNN training. First, due to the random-

ness introduced from DNN parameter initialization and data

loading, the energy consumed until a DNN reaches its tar-

get accuracy varies even when training is run with the exact

same configuration [19, 82]. Thus, evaluating a configura-
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tion only once does not provide sufficient information about

its expected energy consumption. Second, since both DNN

models and GPUs have diverse architectures and unique en-

ergy characteristics [93], offline profiling results do not easily

generalize to other DNNs and GPUs. Aggravating these chal-

lenges is the large size of the possible configuration space,

with each configuration taking hours or even days to evaluate.

Zeus can efficiently determine the optimal set of knobs in

the configuration space by decoupling the optimization of

batch size and power limit without losing optimality. Specif-

ically, it captures the stochastic nature of DNN training by

formulating the batch size optimization problem as a Multi-

Armed Bandit (MAB) and runs online optimization under ran-

dom observations using the Thompson Sampling policy [88].

Additionally, Zeus’s just-in-time (JIT) energy profiler finds

the optimal power limit while training is running, making

Zeus a completely online optimization framework.

We have implemented Zeus and integrated it with Py-

Torch [74] (§5). Evaluation on a diverse workload consisting

of speech recognition, image classification, NLP, and recom-

mendation tasks shows that Zeus reduces energy consumption

by 15.3%–75.8% and training time by 60.6% w.r.t. simply

selecting the maximum batch size and maximum GPU power

limit. Zeus converges to optimal configuration among avail-

able ones quickly and can adapt to data drift effectively. Zeus’s

benefits expand to multi-GPU settings as well (§6).

In summary, we make the following contributions:

• To the best of our knowledge, we are the first to charac-

terize the energy consumption vs. performance tradeoff

for DNN training in terms of job- and GPU-specific con-

figuration parameters.

• We present an online optimization framework that can

learn from and adapt to workload dynamics over time.

• We implement and evaluate the optimizer in Zeus that

integrates with existing DNN training workflows with

little code change and negligible overhead, while enabling

large benefits.

Zeus is open-source and available on GitHub.2

2 Motivation

In this section, we present an overview of energy consumption

characteristics of DNN training on GPUs, opportunities for

reducing energy consumption, and conclude with characteriz-

ing the tradeoff between reducing energy consumption and

improving training performance.

2.1 DNN Training

Modern DNNs are trained by going over a large dataset mul-

tiple times, where each pass over the dataset is termed an

epoch [28]. One epoch of training consists of thousands

of iterations of gradient descent over equally sized mini-

2https://github.com/SymbioticLab/Zeus
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Figure 1: Energy usage normalized against baseline for DNN

training, measured on NVIDIA V100 GPU. Baseline uses maxi-

mum power limit and the default batch size presented in the origi-

nal model publication when available or the maximum batch size

which can consistently reach the target metric.

batches, with the batch size affecting model accuracy,3 train-

ing throughput, and energy consumption. The performance of

DNN training is often measured in terms of time-to-accuracy

(TTA) for a given target accuracy [19], and increasing training

throughput (or precisely goodput [77]) leads to lower TTA.

Modern DNNs are predominantly trained on increasingly

more powerful GPUs, consuming more energy in the pro-

cess [4, 75, 96]. Recent benchmarks show that GPUs are re-

sponsible for around 70% of the total energy consumption

during DNN training [22, 41].

In production GPU clusters, as new data flow into the ma-

chine learning pipeline, DNNs need to be periodically re-

trained at intervals as short as every hour [37]. This need

manifests itself as recurring jobs in the GPU cluster [37, 94].

2.2 Opportunities for Improving Energy Efficiency

We highlight two job and hardware configurations that can

cause sizable energy inefficiency in DNN training: (1) batch

size and (2) power limit of the GPU.

Impact of batch size on energy efficiency. The size of each

mini-batch during DNN training (batch size) determines how

many samples are processed in one iteration. The higher it is,

the faster we can go over the entire input dataset.

We observe across diverse DNN training workloads that

common choices of batch size can lead to more energy con-

sumption for the same target accuracy. Specifically, we per-

formed a sweep over a large range of valid batch sizes (from

8 to the maximum batch size that fits in GPU memory) for

six deep learning workloads including computer vision (CV),

natural language processing (NLP), recommendation, and

speech recognition on an NVIDIA V100 GPU (Figure 1).4

Section 6.1 provides details on workloads and methodology.

We find that the energy-optimal batch size (Batch Size Opt. in

Figure 1) can lead to 3.4%–65.0% lower energy consumption

than the default choice for the same target accuracy.

3In this paper, we specifically consider the validation accuracy of the

model, which captures how well the model generalizes to unseen data.
4We measure GPU power consumption using NVML [2].
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Figure 2: DeepSpeech2 trained with LibriSpeech on NVIDIA V100: (a) ETA vs. TTA. The red dots indicate all feasible configurations. The

two gray dotted lines indicate two boundaries characterized by average power consumption. The green line indicates the Pareto frontier

over all configurations. (b) Zoom-in view on the Pareto frontier in (a), with batch size and power limit annotated on each data point.

Impact of GPU power limit on energy efficiency. Setting

a GPU’s power limit will have the device internally trigger

dynamic voltage and frequency scaling (DVFS) such that its

power draw does not exceed the power limit [69]. If not set

manually, the power limit is at the maximum by default. We

performed a sweep over a wide range of GPU power lim-

its5 for the aforementioned setup. We found that the optimal

energy consumption (Power Limit Opt. in Figure 1) may hap-

pen at a lower power limit than the maximum and can reduce

energy consumption by 3.0%–31.5%.

Joint optimization. As Figure 1 shows, we can achieve

even more energy savings (23.8%–74.7% reduction) if we

jointly optimize both configurations. Note that we observed

similar opportunities for reducing energy consumption for

other generations of GPUs as well (Figure 15 in Appendix A).

2.3 Energy-Performance Tradeoffs

Opportunities for reducing DNN training energy consumption

comes with a cost. When optimized for energy efficiency,

DNN training performance (time-to-accuracy, or TTA) may

be impacted. In the following, we characterize this tradeoff.

We define the energy consumption of DNN training until it

reaches its target accuracy as its energy-to-accuracy (ETA):

ETA(b, p) = TTA(b, p)×AvgPower(b, p), (1)

where p denotes the GPU power limit, b the batch size, and

AvgPower(b, p) the average power consumption during train-

ing with configuration (b, p). Similar to TTA, ETA captures

the end-to-end goal of DNN training.

Note that AvgPower(b, p) is not the same as the GPU

power limit. When changes in configuration (b, p) lead to

5From the minimum to the maximum power limit allowed by NVIDIA

System Management Interface [3]; from 100W to 250W for NVIDIA V100.

an increase in TTA, ETA does not always follow because

AvgPower(b, p) can decrease more. This motivates us to in-

vestigate the tradeoff between ETA and TTA.

Tradeoff between ETA and TTA. We characterize and

elaborate on this tradeoff using DeepSpeech2 trained on Lib-

riSpeech as an example (Figure 2). It shows a scatter plot of

(TTA, ETA) for the batch size and power limit sweep exper-

iments in Section 2.2. We observe similar results for other

workloads as well (Figure 16 in Appendix B).

Let us start with Figure 2a, where each data point denotes

the (TTA, ETA) of training the model for a certain configu-

ration.While sweeping the configurations, we focus on the

boundary of all feasible (TTA, ETA) pairs. We find them to be

bounded by two straight lines characterizing the average GPU

power consumption. When the GPU is under heavy load, the

(TTA, ETA) data points appear closer to 210W. On the other

hand, when the GPU is under lighter load, its average power

consumption tends closer to 90W, which is close to the GPU’s

idle power consumption of 70W. More importantly, we find

a curve along which all (TTA, ETA) pairs achieves Pareto

optimality [16], for which we cannot improve ETA without

sacrificing TTA, and vice versa.

Now let us take a closer look at the Pareto frontier in Fig-

ure 2b, with the configurations used during training annotated

along each data point. We highlight two takeaways:

1. These results show that baseline configurations can lead

to suboptimal energy efficiency (§2). Moreover, it shows

that blindly going for high batch size and power limit

configurations can lead to suboptimal TTA as well.

2. There exists a tradeoff between ETA and TTA, with differ-

ent optimums for each. The configuration optimizing the

ETA (b =32, p =100W) is different from that optimizing

TTA (b =48, p =250W).
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3 Zeus Overview

Zeus is an optimization framework that navigates the ETA-

TTA tradeoff by automatically configuring the batch size and

GPU power limit of recurring DNN training jobs. It enables

developers to optimize energy and/or performance metrics

using a single knob.

3.1 Optimization Metric

Defining a good cost metric for users to express their prefer-

ence in this tradeoff is critical in designing Zeus. We propose

a simple cost metric:

C(b, p;η) = η ·ETA(b, p)+(1−η) ·MAXPOWER ·TTA(b, p)
(2)

Here η is the parameter specified by the user to express

the relative importance of energy efficiency and training per-

formance (throughput). When η = 0, we are only optimizing

for time consumption, whereas when η = 1, we are only opti-

mizing for energy consumption. MAXPOWER is the maximum

power limit supported by the GPU, a constant introduced to

unify the units of measure in the cost metric.

3.2 Challenges in Picking the Optimal Configuration

Combining Equations 1 and 2, we have:

C = (η ·AvgPower(b, p)+(1−η) ·MAXPOWER) ·TTA(b, p).
(3)

Picking the optimal configuration(s) to minimize the

energy-time cost C for DNN training is challenging because

the search space [b× p] is large and obtaining the cost of

each configuration is difficult. This is because it is hard to

determine the value of both AvgPower(b, p) and TTA(b, p)
efficiently, as explained below.

• Complex power consumption model: The total energy

consumption of a GPU is affected in a non-linear fashion

by both the characteristics of the workload such as the

number of instructions and memory accesses, as well as

the GPU hardware configurations such as the frequency

and voltage of the cores and memory on board [6, 46].

Existing efforts estimate GPU energy consumption based

on instruction- or kernel-level information [43,64], which

are architecture-specific and workload-dependent.

• Stochastic nature of DNN training: Modeling and pre-

dicting the duration for training a specific model to target

accuracy (TTA) is known to be difficult [31]. Moreover,

the randomness introduced during model initialization

and data loading leads to variations of TTA, even when

the same job is run on the same GPU with the same con-

figuration – TTA variations can be as large as 14% [19].

Fortunately, DNN training jobs often recur in production

clusters [37, 94]. This provides opportunities for empirical

estimation through repeated measurements across recurrences

of the same training job.
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Figure 3: Zeus Workflow.

3.3 Architectural Overview

At a high-level, Zeus takes an online exploration-exploitation

approach to minimize the aggregate cost of recurrent DNN

training jobs. Zeus addresses the aforementioned challenges

with two key components:

1. A just-in-time (JIT) online profiler, which efficiently pro-

files the energy characteristics of the training job online.

2. Multi-Armed Bandit (MAB) with Thompson sampling,

which allows us to embrace the stochastic nature of DL

training and optimize under uncertainty while also adapt-

ing to changing workloads such as data drift.

The combination of the JIT profiler and MAB makes Zeus

a fully online solution, allowing it to immediately begin opti-

mizing for incoming jobs.

Workflow of Zeus. Figure 3 shows an overview of the high-

level workflow of Zeus. In a production environment, users

submit 1 recurrent DNN training jobs (a tuple of data, model,

optimizer, and the target validation metric) to Zeus, along with

a set of feasible batch sizes B and power limits P to explore.

Zeus then predicts 2 the optimal batch size and power limit

configuration based on past execution history, and launches

3 the training job with that configuration. During and after

the training process, 4 statistics about DNN training (e.g.,

validation metric) and GPU power consumption are collected

and fed back to the Zeus optimizer. The Zeus optimizer learns

from the feedback and adjusts its internal states. The train-

ing job will be terminated upon either reaching target metric

or exceeding a stopping threshold determined by Zeus. The

whole process is an automated feedback loop that minimizes

the key objective of energy-time cost.

Building Zeus requires both algorithm design and systems

support. Next we describe the core optimization algorithm

details (§4) and Zeus implementation highlights (§5).
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4 Zeus Algorithm Design

In this section, we delve into the details of how Zeus selects

the best batch size and GPU power limit to optimize the over-

all cost of recurrent DNN training tasks. We first present the

optimization problem formulation and how we decouple the

optimizations of batch size and power limit (§4.1). Next, we

show how to optimize power limit (§4.2) and batch size (§4.3)

under the decoupled framework. We conclude by discussing

how we address common challenging scenarios (§4.4).

4.1 Problem Formulation

The objective of Zeus is to minimize the cost of a recurring

job by automatically exploring the feasible set of batch sizes

B and power limits P . In essence, we neither want to incur

too much cost searching for the optimal configuration, nor

do we want to miss it. Minimizing the cumulative cost of the

job over recurrences captures the implicit tradeoff between

exploration and exploitation. Put formally in terms of the cost

function defined by Equation 2, our objective becomes

min
b,p

T

∑
t=1

C(bt , pt ;η)

s.t. bt ∈ B, pt ∈ P ,∀t ∈ [1,T ],

(4)

where bt and pt respectively denote the batch size and power

limit chosen at the tth recurrence of the job, and b and p are

vectors of length T .

This is a challenging problem without modification, mainly

because the size of the search space can be in the order of hun-

dreds, and each value of C(b, p;η) inside the search space can

only be obtained by running DNN training until it reaches the

target metric. However, further expanding the cost function

(Equation 3) allows us to decouple the exploration of batch

size and power limit, making the problem more tractable:

C(b, p;η)

= (η ·AvgPower(b, p)+(1−η) ·MAXPOWER) ·TTA(b, p)

= Epochs(b) ·
η ·AvgPower(b, p)+(1−η) ·MAXPOWER

Throughput(b, p)
.

(5)

where Epochs(b) denotes the number of epochs needed to

reach the target, and Throughput(b,p) epochs per second.

We find two key insights that allow the decoupling of batch

size b and power limit p:

1. Given b, AvgPower(b, p) and Throughput(b, p) can be

profiled quickly during training for all possible choices

of p. This is due to the iterative nature of DNN training,

yielding stable power and throughput estimations even

with a small number of iterations.

2. Epochs(b) is not affected by the choice of p as changing

the power limit does not change what is computed.

This implies that the optimal power limit, given any batch

size, can be determined independently based on online profil-

ing. Moreover, since any choice of batch size is automatically

accompanied by the optimal power limit, our search space is

reduced to the set of batch sizes B .

Formally put, we have decoupled the problem in Equation 4

into an equivalent two-level optimization problem

min
b∈BT

T

∑
t=1

Epochs(bt) ·EpochCost(bt ;η) (6)

where

EpochCost(bt ;η)

= min
pt∈P

η ·AvgPower(bt , pt)+(1−η) ·MAXPOWER

Throughput(bt , pt)
.

(7)

When a job arrives, Zeus will first decide which batch

size to use based on Equation 6 (§4.3). Then, based on the

batch size, Zeus will pick the optimal power limit based on

Equation 7 (§4.2).

4.2 Optimizing the Power Limit

We start with how Zeus determines the optimal power limit

based on Equation 7, given a choice of the batch size. As

highlighted earlier, we leverage the iterative nature of DNN

training and the recurrent nature of jobs in production DNN

training workflows.

When a job with batch size decision b is submitted, our just-

in-time (JIT) profiler is triggered and checks if this batch size

had been profiled before. For an unseen batch size b, it pro-

files AvgPower(b, p) and Throughput(b, p) for all possible

power limits p during the first epoch of the job by partitioning

the epoch into slices at iteration boundaries and dynamically

changing the GPU power limit for each slice. The profile in-

formation is fed back to Zeus, and the optimal power limit

of the batch size is determined by solving Equation 7. The

rest of the epochs are executed with the optimal power limit.

Our online JIT profiling approach consumes strictly less time

and energy compared to offline profiling before running the

job, because the profiling process itself contributes to training

without affecting its accuracy. We show that JIT profiling

incurs negligible overhead in Section 6.5.

4.3 Optimizing the Batch Size

Now we focus on how Zeus determines the batch size bt for

each job recurrence t that optimizes Equation 6. As seen in

Section 4.2, EpochCost(bt;η) is a cheap and deterministic

function that identifies the optimal power limit for any batch

size bt and returns the optimal cost of one epoch. Thus, we

may limit our exploration to choosing the optimal batch size

because whichever batch size we choose, the optimal power

limit will accompany it.

Due to the unpredictable and stochastic nature of DNN

training, picking out the optimal batch size without adequate

exploration is difficult. Hence, a good solution must (1) in-

corporate such nature of DNN training into its exploration

process, and (2) intelligently tradeoff the cost of exploring for
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Input: Batch sizes B

Belief posterior parameters µ̂b and σ̂2
b

Output: Batch size to run b∗

Function Predict(B , µ̂b, σ̂2
b):

1 foreach batch size b ∈ B do

/* Sample from the belief distribution */

2 Sample θ̂b ∼N (µ̂b, σ̂
2
b)

3 end

/* Select the arm with smallest mean cost sample */

4 b∗← argminb θ̂b

Algorithm 1: Gaussian Thompson Sampling: Choosing

the next batch size to run (Predict)

potentially better batch sizes and the gain of exploiting batch

sizes that are already known to be good.

Grid search is suboptimal. We argue that exhaustively go-

ing through all batch sizes and selecting the one with the

smallest cost is still suboptimal due to the stochastic nature of

DNN training. That is, because the cost of a DNN training job

can differ even when executed with the exact same configura-

tions, it must be modeled as a cost distribution with unknown

mean and variance. Although performing several trials for

each batch size may yield a better estimation of the mean cost,

such a strategy leads to high exploration cost because it does

not quickly rule out obviously suboptimal batch sizes.

Multi-Armed Bandit formulation. Zeus aims to explore

the cost of different batch sizes and converge to the optimal

batch size, while not incurring too much exploration cost.

Zeus formulates the problem as a Multi-Armed Bandit

(MAB) with T trials and B arms, where each trial corresponds

to a recurrence of the job and each arm to a batch size in B .

MAB is a good fit to our problem scenario in that it captures

the stochasticity of DNN training by modeling the cost of

each batch size as a random variable. Specifically, we choose

the Gaussian distribution [81] due to its representational flexi-

bility. The objective of the MAB formulation is to minimize

the cumulative cost regret defined as

T

∑
t=1

Regret(bt ;η) (8)

where the regret of choosing bt is defined as

Regret(bt ;η)

= Epochs(bt) ·EpochCost(bt ;η)−min
b,p

Cost(b, p;η).

(9)

Minimizing cumulative cost regret aligns with our objective

in Equation 6.

Thompson Sampling. We adopt the Thompson Sam-

pling [81] policy for the MAB formulation to tradeoff ex-

ploration and exploitation, not only because it is known to

Input: Batch size b and observed cost C

Previous cost observations Cb for b

Belief prior parameters µ̂0 and σ̂2
0

Output: Belief posterior parameters µ̂b and σ̂2
b

Function Observe(b, C, Cb, µ̂0, σ̂2
0):

/* Add the most recent cost observation to history */

1 Cb← Cb∪{C}
/* Compute the variance of the cost */

2 σ̃2←Var (Cb)
/* Compute the belief distribution’s posterior variance */

3 σ̂2
b←

(

1

σ̂2
0

+ |Cb|
σ̃2

)−1

/* Compute the belief distribution’s posterior mean */

4 µ̂b← σ̂2
b

(

µ̂0

σ̂2
0

+ Sum(Cb)
σ̃2

)

Algorithm 2: Gaussian Thompson Sampling: Updating

the belief distribution (Observe)

perform well in practice [17, 81] and had successful adoption

recently [58, 67], but also because its modeling assumptions

fit our problem scenario well.

At a high level, Thompson Sampling is an online procedure

that refines its belief about the mean cost of each arm (batch

size) based on experience. At each recurrence, the belief is

used to pick the arm with the lowest estimated mean cost

(Algorithm 1), and the belief is updated based on the actual

cost observed (Algorithm 2).

Specifically, the cost distribution is modeled as a Gaussian

distribution with unknown mean θb. Then, the belief about θb

is modeled with its conjugate prior distribution, which is also

a Gaussian distribution [24]. That is, θb ∼N (µ̂b, σ̂
2
b). Here

it is important to note that 1/σ̂2
b can be thought as of how

confident the policy is in its belief about that arm, with the

confidence increasing as it accumulates more observations of

the cost of choosing that arm. Then, Thompson Sampling au-

tomatically balances exploration and exploitation by choosing

the arm with the smallest mean cost sample θ̂b ∼N (µ̂b, σ̂
2
b)

(Algorithm 1). With low confidence (high variance), θ̂b will

be dispersed across a wider range of costs, having higher

chances of getting chosen even if some of its initial observa-

tions showed high cost. In contrast, when the arms observed

a lot of cost samples and the confidence is high (low vari-

ance), θ̂b is likely to be centered around the mean observed

cost, allowing the exploitation of arms that are known to be

good. After the actual cost of an arm is observed, the belief

parameters of that arm are updated using the Bayes Rule [81]

(Algorithm 2).

The belief prior parameters µ̂0 and σ̂2
0 reflect prior belief

about the mean cost of using the batch size for training and

the confidence of such belief. Hence, the choice of prior pa-

rameters serve as a way to initialize the arms such that they

reflect prior knowledge about the cost of each arm. If such
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Figure 4: An example of batch sizes chosen by Zeus for a recurring

job. Each point is a recurrence. During pruning, Zeus explores

each batch size 2 times in order to observe the cost variance (Line 2

in Algorithm 2).

information is not available, which is our default assumption,

it is also possible to initialize the arms with a flat prior that

assumes no prior knowledge – in our case, this is a Gaussian

distribution with zero mean and infinite variance.

In contrast to grid search, our formulation using MAB and

Thompson Sampling meets the two requirements mentioned

earlier. That is, MAB inherently incorporates the stochastic

nature of DNN training in that it models cost as a random

variable. Moreover, Thompson Sampling can quickly rule

out batch sizes that are obviously suboptimal because the

probability of a smaller mean cost being sampled from an

arm that observed noticeably large cost is low.

4.4 Extensions for Challenging Scenarios

Handling unknown cost variance. Unlike conventional

Gaussian Thompson Sampling applications, we may not as-

sume that the variances of the cost of each arm are known.

That is, the cost variance (i.e., how much the cost will fluctu-

ate even when training is run with the same batch size) is not

known before any observation. Moreover, the cost variance

depends not only on the batch size, but also on the DNN’s

robustness to the randomness in parameter initialization and

data loading, making it difficult to quantify at the time the

MAB is constructed. Hence, our approach is to learn the cost

variance as we observe cost samples (Line 2 in Algorithm 2).

Handling stragglers during exploration. There may be

cases where an exploratory job does not reach the target metric

within a reasonable amount of cost, especially during the

earlier exploration stage. To handle this, we employ early

stopping and pruning. The intuition is that if a batch size does

not reach the target metric even after incurring an exceedingly

large cost, it is highly unlikely to be the optimal one.

For early stopping, we define a cost threshold β ·mint Ct ,

meaning that when the cost of the current job is to exceed β
times the minimum cost observed so far, we stop the job and

retry with another batch size. Here β is a parameter to account

for the stochastic nature of DL training. By default, we choose

β = 2, with which we should be able to tolerate variations of

TTA between different runs of the same configuration, which

is usually less than the 14% [19].

For pruning, as illustrated in Figure 4, we begin with the

default batch size provided by the user and first try smaller

batch sizes until we meet the minimum batch size or a batch
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E
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Figure 5: ETA of each batch size for DeepSpeech2 trained on

LibriSpeech. Plots for rest of the workloads are in the Appendix C.

Input: Set of batch sizes B

Default batch size b0

Belief prior parameters µ̂0 and σ̂2
0

/* Exploration With Pruning */

1 Recurrence t← 0

2 repeat 2 times

3 Explore b0

4 Explore b < b0 until convergence failure

5 Explore b > b0 until convergence failure

6 B ←{b : b converged}
7 b0← b with smallest cost observed

8 t← t + |B|

9 end

/* Thompson Sampling */

10 while t ≤ T do

11 b∗← Predict(B, µ̂b, σ̂
2
b ∀b ∈ B)

12 Run job with batch size b∗ and add cost to Cb

/* Update our belief of the mean cost */

13 µ̂b, σ̂
2
b← Observe(b,Cb, µ̂0, σ̂

2
0)

14 t← t +1

15 end

Algorithm 3: Gaussian Thompson Sampling Batch Size

Optimizer.

size that fails to reach the target metric before the early stop-

ping threshold. The same process is repeated for batch sizes

larger than the default batch size. Then, only the batch sizes

that reached the target metric are kept in the batch size set

we explore. After performing an initial round of pruning, the

default batch size is updated to be the one with the smallest

cost observed, and we perform pruning once more starting

from the new default batch size.

The intuition behind our batch size pruning approach is the

convexity we observe in the BS-ETA curve around the optimal

batch size (See Figure 5). Moreover, pruning allows Zeus to

quickly rule out batch sizes that are noticeably suboptimal

(typically too large, leading to more training epochs and loss

of accuracy [27, 49], or too small, yielding gradients that are

too noisy [80]), thus cutting down the cost of exploration.

The overall process is depicted in Algorithm 3.

Handling concurrent job submissions. Classic multi-

armed bandit scenarios assume that the MAB immediately

observes the cost of pulling an arm. However, in a DNN
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training cluster, recurring jobs may overlap in their execution

when a later job starts before the completion of an earlier job.

In this case, the MAB does not get to observe the cost of the

earlier job at the time it has to decide the batch size for the

later job. For deterministic policies like [8, 56], this leads to

duplication exploration of the same batch size back-to-back,

reducing the efficiency of exploration.

However, Thompson Sampling naturally mitigates this

problem without modification because deciding the next batch

size to explore (Predict) is a random function. That is, be-

cause Thompson Sampling samples the estimated mean cost

from each arm’s belief distribution and returns the arm with

the lowest sampled value, concurrent jobs can run different

batch sizes even if there was no information gained between

the invocations of Predict. This is especially the case during

the early stage of Thompson Sampling when the arms’ belief

distributions have large variances (low confidence), losing

little exploration efficiency.

During the short initial pruning phase, we run concurrent

job submissions with the best-known batch size at that time.

As the best batch size constantly updates throughout the ex-

ploration stage, this strategy fairly distributes the additional

exploration opportunities from concurrent job submissions to

batch sizes that are known to converge. We evaluate Zeus’s ef-

ficacy on handling concurrent job submissions in Section 6.3.

Handling data drift. In production training clusters, the

data on which the model is trained shifts, which is one of

the reasons why re-training is triggered [61, 63]. The impli-

cation of drift in the perspective of the MAB is that the cost

distribution of each arm is non-stationary.

Thompson Sampling allows a simple modification that

allows us to handle non-stationary cost distributions. Since

older cost observations become less and less relevant, we only

operate on a window of N most recent cost observations [10],

and the belief distributions will not take old observations into

account. Unlike exponential decay, windowing also allows the

cost variance of the most recent observations to be estimated

directly. When old history entries are evicted, computing

the new parameters of the arm is also cheap thanks to the

conjugate prior property. This way, Zeus transparently adapts

to data drifts in an online manner, as we show in Section 6.4.

5 Zeus Implementation

Zeus is implemented as a Python library that can be imported

into DNN training scripts. The ZeusDataLoader class in-

tegrates with PyTorch [74]. The class profiles power and

throughput online by slicing epochs in iteration boundaries

and invoking the NVML [2] library for power limit configu-

ration and profiling. We have observed that five seconds of

profiling for each power limit is enough to yield stable results.

With the information, the optimal power limit can be automat-

ically determined and applied. Moreover, ZeusDataLoader

monitors the cost incurred by training and early stops the job

if needed. Listing 1 shows an example training loop integrated

1 from zeus import ZeusDataLoader

2

3 train_loader = ZeusDataLoader(

4 train_set, batch_size, max_epochs, target_metric)

5 eval_loader = ZeusDataLoader(eval_set, batch_size)

6

7 for epoch in train_loader.epochs(): # may early stop

8 for batch in train_loader:

9 # Learn from batch

10 for batch in eval_loader:

11 # Evaluate on batch

12 train_loader.report_metric(validation_metric)

Listing 1: Zeus Integration Example

with Zeus.

Observer Mode. ZeusDataLoader supports Observer

Mode, where it profiles the power consumption and through-

put of each power limit and determines the optimal one, but

keeps the power limit at the maximum. By doing so, with-

out affecting time or energy consumption, ZeusDataLoader

reports how much time and energy the job would have con-

sumed if the power limit were the optimal one, allowing the

user to get an idea of the impact of using Zeus. We believe that

such a feature can encourage Zeus’s adoption by informing

users of its potential savings.

6 Evaluation

We evaluate Zeus’s effectiveness in terms of navigating the

energy-time tradeoff. Our key findings are as follows:

1. Zeus reduces energy consumption by 15.3%–75.8%. It

achieves this by trading off small performance for jobs

that are already throughput-optimal; otherwise, it reduces

training time by up to 60.1% too (§6.2).

2. Zeus quickly converges to optimal configurations (§6.2).

3. Zeus can handle workloads with data drift (§6.4) and

overall incurs low overhead (§6.5).

4. Zeus scales to multi-GPU settings (§6.6) and provides

consistent savings across four generations of GPUs (§6.7).

6.1 Experimental Setup

Testbed Setup. We evaluate Zeus with four generations of

NVIDIA GPUs as specified in Table 2.

Workloads. Table 1 summarizes our workloads. The de-

fault batch size (b0) is chosen from the original model publi-

cation when available; otherwise, it is set to be the maximum

batch size which consistently achieves the target accuracy.

In terms of learning rate, models trained with the

Adadelta [99] optimizer do not require an initial learning

rate. For optimizers that do require an initial learning rate, we

made our best effort in choosing a batch size and learning rate

pair that achieves reasonable accuracies by experimenting

with values from the original publication of the model and

those discovered by popular DL frameworks [95].

After collecting the initial batch size and learning rate pairs,
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Task Dataset Model Optimizer b0 Target Metric

Speech Recognition LibriSpeech [73] DeepSpeech2 [33] AdamW [62] 192 WER = 40.0%

Question Answering SQuAD [79] BERT (QA) [21] AdamW [62] 32 F1 = 84.0

Sentiment Analysis Sentiment140 [26] BERT (SA) [21] AdamW [62] 128 Acc. = 84%

Image Classification ImageNet [20] ResNet-50 [38] Adadelta [99] 256 Acc. = 65%

Image Classification CIFAR-100 [53] ShuffleNet-v2 [65] Adadelta [99] 1024 Acc. = 60%

Recommendation MovieLens-1M [34] NeuMF [39] Adam [51] 1024 NDCG = 0.41

Table 1: Models and datasets used in our evaluation. The provided target metrics is the target for each training job. Here b0 denotes the

default batch size presented in the original work when feasible, otherwise we choose the maximum batch size which can consistently reach

the target. The BERT(QA) and BERT(SA) means fine-tuning BERT on the tasks of question answering and sentiment analysis, respectively.

Node GPU Specification Host Specification

HPE Apollo

6500 Gen10 Plus

A40 × 4

Model A40 PCIe CPU AMD EPYC 7513

VRAM 48GB RAM 512GB DDR4-3200

mArch. Ampere Disk 960GB NVMe SSD

CloudLab [23]

r7525

V100 × 2

Model V100 PCIe CPU AMD EPYC 7542

VRAM 32GB RAM 512GB DDR4-3200

mArch. Volta Disk 2TB 7200rpm HDD

Chameleon

Cloud [48]

RTX6000

Model RTX6000 CPU Xeon Gold 6126

VRAM 24GB RAM 192GB

mArch. Turing Disk 256GB SSD

Chameleon

Cloud [48]

P100 × 2

Model P100 CPU Xeon E5-2670 v3

VRAM 16GB RAM 128GB

mArch. Pascal Disk 1TB HDD

Table 2: Hardware used in the evaluation.

when we scale the batch size, we applied Square Root Scal-

ing [42] for adaptive optimizers such as Adam [51] following

recent theoretical results [30].

Baselines. We compare against the following baselines:

1. Default (b = b0, p = MAXPOWER). This is often the default

configuration used by practitioners, where the GPU power

limit is set to, or rather not changed from, the maximum.

This is the most conservative baseline with no exploration.

2. Grid Search with Pruning. This one tries out one configu-

ration of (b, p) for each recurrence of the job and selects

the best one. We optimize naïve grid search by having it

prune out batch sizes that failed to reach the target metric.

Metric. Our primary metrics are ETA (energy consumption)

and TTA (training time). Ideally, we want to reduce both; but

due to their tradeoff, sometimes it may not be possible to

simultaneously do both.

Defaults. All experiments are done on NVIDIA V100

GPUs, unless otherwise mentioned. By default, we highlight

η = 0.5 to strike a balance between ETA and TTA. Later, we

sweep η from 0 to 1 (§6.7). The early-stopping threshold β is

set to 2, and we also sweep β from 1.5 to 5 (§6.7).

Methodology. Due to resource constraints and environmen-

tal concerns, we cannot afford to repeatedly train all of our

workloads with various configurations end-to-end hundreds

of times sequentially. However, similar to how Zeus decou-

ples the exploration of batch size and power limit, we may

apply the same decoupling in our experimentation. That is,

we instead take a trace-driven approach, where we collect two

kinds of trace data:

1. Training trace. We train all possible combinations of mod-

els and batch sizes until convergence and record the num-

ber of epochs the model took to reach its target accuracy.

We repeat this with four different random seeds for every

combination to capture the stochasticity in DNN training.

2. Power trace. We use our JIT profiler to collect the through-

put and average power consumption of all possible com-

binations of model, batch size, and power limit.

We then replay these traces when we need to train a model

and reconstruct its TTA and ETA values in order to evaluate

the decisions made by Zeus and baselines. Moreover, since

we have access to all the possible choices and their outcomes,

we also know the optimal choice. Therefore, with the traces,

we can evaluate the regret achieved by Zeus and baselines.

Note that Zeus does not directly learn from these traces

(which would be offline-profiling), but instead only learns

from the replay of these traces in an online fashion.

While the aforementioned trace-driven method is used

widely throughout our evaluation, we run Zeus end-to-end for

the evaluation of handling data drift (§6.4) because it is more

expensive to construct the trace for the drifting dataset.

6.2 Zeus Performance

In this section, we evaluate the performance of Zeus in terms

of energy consumption and training time as well as the con-

vergence characteristics of our Multi-Armed Bandit algo-

rithm. Each experiment is run across multiple recurrences

of DNN training jobs. We select the recurrence number to be

2 · |B| · |P |, so that the Grid Search baseline finishes explo-

ration and also has plenty of chances to exploit its choice.

Improvements in ETA. Figure 6a shows the energy con-

sumption (ETA) of the last five recurrences of Zeus and Grid

Search w.r.t. the Default baseline, aiming to compare the fi-

nal point each approach converged to. Zeus reduces energy

consumption (ETA) by up to 15.3%–75.8% w.r.t. the baseline.

This is also comparable to the reduction we found by exhaus-

tively searching through all the configurations in Section 2 as

well as by using Grid Search.
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Figure 6: Zeus reduces energy consumption for all workloads. (a)

energy consumption, (b) training time of each workload, normal-

ized by the Default baseline. Results are computed with the last

five recurrences, capturing the knobs each method converged to.
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Figure 7: Cumulative regret of Zeus vs. Grid Search for (a) Deep-

Speech2 and (b) ResNet-50.

Tradeoff with TTA. Figure 6b shows the time consumption

(TTA) of the last five recurrences of Zeus and Grid Search

w.r.t. the Default baseline. Even though Zeus reduces training

time by up to 60.1%, for some workloads TTA is increased

by 12.8% (Figure 6b). This is due to the tradeoff between

ETA and TTA, which is the central focus of this paper. This is

especially true for workloads with a b0 tuned for minimizing

training time, where there is little room for TTA improvement.

Cumulative regret. While Zeus and Grid Search perform

close to each other, Zeus uses significantly smaller amount

of resources to converge. As a bandit-based solution, the

effectiveness of our algorithm can be quantified via regret,

the difference between the decision selected and the optimal

choice (Equation 9 in Section 4.3).

Figure 7 shows the cumulative regret of Zeus and Grid

Search for DeepSpeech2 and ResNet-50. The optimal con-

figuration is identified separately by an exhaustive parame-

ter sweep. We observe that in both workloads, Zeus is able
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Figure 8: Search paths of (a) Zeus and (b) Grid Search for Deep-

speech2. The heatmap in the background shows the regret of each

(Batch Size, Power Limit) configuration. Darker background de-

notes lower regret and therefore better configuration. The colored

line with shifting color shows the search path, with darker color

being later recurrences.

to achieve better regret from the first job recurrence. Zeus

reaches the plateau in the cumulative regret earlier than Grid

Search, which means it converges to the optimal solution ear-

lier. We observe similar results for other workload as well

(Appendix D). In the worst case, Grid Search results in 72×
more cumulative regret than Zeus until convergence.

Convergence to a Pareto-optimal configuration. Despite

having no information about the application beforehand, Zeus

learns the energy characteristics of it online in a few itera-

tions. Figure 8 shows the search path of Zeus and Grid Search

during training DeepSpeech2. Due to the decoupling in the

optimization of power limit and batch size, Zeus explores the

configuration space more efficiently and converges to the opti-

mal configuration much faster. We observe similar results for

other workloads (see Appendix E). Moreover, in Figure 8b we

observe that Grid Search may not even converge to optimal

configuration. This is due to the stochastic nature of DNN

training, with even the same batch size yielding different en-

ergy and time consumptions. Hence, Grid Search may choose

a suboptimal configuration when a suboptimal configuration

luckily yields good energy and time consumptions.

6.3 Trace-Driven Simulation Using the Alibaba Trace

Here we evaluate how Zeus can save energy and time con-

sumption for DNN training in large clusters. We run trace-
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Figure 9: Zeus reduces energy consumption for all jobs in the

Alibaba cluster trace [94], compared to Grid Search and Default.

(a) Energy consumption with Zeus comparing against baselines,

(b) Training time of each type of workload. Both are normalized

by the Default baseline.

driven simulation using the Alibaba GPU cluster trace [94]

which contains over 1.2 million jobs spanning a period of two

months. The Alibaba GPU cluster trace is suitable for our

evaluation for two reasons. First, the trace identifies groups

of recurring jobs, and each job is annotated with its group ID.

Second, jobs within the same group show overlap in their ex-

ecution, allowing us to evaluate Zeus’s capability of handling

concurrent job submissions with Thompson Sampling.

In order to assign job groups to the workload (Table 1)

that best resembles its runtime, we remove jobs that did not

successfully terminate and run K-Means clustering [36] on

the mean job runtime of each group to form six clusters. Then,

we match the six clusters with our six workloads in the order

of their mean runtime. When running simulation, in order

to capture the intra-cluster runtime variation of each job, we

scale the job runtime with the ratio of the job’s original run-

time to its cluster’s mean runtime. We compare Zeus with

Default and Grid Search and plot the results in Figure 9.

Figure 9a shows the cumulative energy consumption of

training using all three approaches. Zeus outperforms both

baselines for workloads of all types and sizes. Note that there

are scenarios where the Grid Search performs worse than

Default, due to it wasting too much energy and time during

the exploration stage. Thanks to Zeus’s early stopping and

quick online power optimization, its energy and time cost

during the exploration stage is significantly reduced. Across

all the models, Zeus reduces training energy usage by 7%–

52%. Figure 9b shows the training time using Zeus to be

increased by at most 16%, and in many cases even decreased

by up to 33%. Finally, similar to earlier experiments, Zeus

0 10 20 30 40
Slice Index

0.0

0.5

1.0

E
TA

 (J
)

1e6

0

1

2

3

4

TT
A 

(s
)

1e3

0

200

400

B
at

ch
 S

iz
e 

C
ho

se
n

ETA TTA Batch Size Chosen

Figure 10: Energy and time consumption of training BERT with

Zeus on Capriccio and the batch size chosen for each slice.

had significantly lower cumulative regret than Grid Search.

6.4 Handling Data Drift

While there are previous works that attempt to identify and

address data drift in general ML settings [63], existing datasets

are classification tasks based on small feature vectors [12,35],

completely synthetic [25, 44], or private [66].

Therefore, we create and open-source a new sentiment

analysis dataset called Capriccio that is suitable for evaluating

DNN models. Capriccio consists of 1.6 million tweets over

three months from the Sentiment140 [26] dataset, labeled

with sentiment scores and the timestamp of the tweet. We

emulate data drift by capturing a sliding window of 500,000

tweets (roughly the amount of tweets in one month) at a time

and moving the window forward by each day, generating 38

slices. We skip empty dates to avoid having identical slices.

We train BERT [21] on Capriccio with Zeus configured

with a window size of 10, roughly corresponding to a time

frame of two weeks on Twitter. We plot the selected batch

size for each recurrence (slice) and its corresponding ETA

and TTA of training in Figure 10. It can be seen that spikes in

ETA and TTA (signaling that the current batch size may no

longer be optimal) trigger the exploration of a batch size that

is different from the one previously converged to.

6.5 Overhead of JIT Profiling

Measurements with the Deepspeech2 model using the default

batch size b0 show that JIT profiling results in a 0.01% in-

crease in energy consumption and a 0.03% increase in time

consumption. Such a tiny overhead is possible because the

time needed to profile all power limits is very small (less than

one minute) while one epoch of training spans hours (which is

typical for DL workloads). Measurements on ShuffleNet-v2,

which has much shorter epoch duration, show that JIT profil-

ing results in a 0.6% increase in terms of time consumption

and a 2.8% reduction in energy consumption.

6.6 Scaling to Multi-GPU

While the primary focus of this paper is on single-GPU set-

tings, in this section, we show that Zeus can be extended

to single-node multi-GPU training settings by profiling the

power consumption of all GPUs that participate in training.
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Figure 11: Pareto Front of DeepSpeech2 and how η navigates it.

2 3 4
Early-Stopping Threshold (³)

0.9

1.0

1.1

1.2

1.3

1.4

R
el

at
iv

e 
C

um
m

ul
at

iv
e 

E
TA

(n
or

m
al

iz
ed

 b
y 
³
=
2.
0) DeepSpeech2

BERT (QA)
BERT (SA)
ResNet-50

ShuffleNet V2
NeuMF
Geometric mean

Figure 12: Relative cumulative energy consumption of Zeus across

all jobs, w.r.t. the early-stopping threshold β.

Extensions to distributed multi-GPU setups that involve net-

work communication is a potential future work.

Extending to multi-GPU allows us to compare our energy

and time consumption with Pollux [77], a state-of-the-art dis-

tributed cluster scheduler that dynamically tunes the batch size

during DNN training in order to maximize goodput. Training

DeepSpeech2 on LibriSpeech on four NVIDIA A40 GPUs,

Zeus consumes 12% more time but 21% less energy, com-

paring favorably. We especially note that while Pollux does

not take energy into account, Zeus allows the user to select a

different energy-time tradeoff point (e.g., speed up training

but consume more energy) by selecting an appropriate η.

6.7 Sensitivity Analysis and Ablation Studies

Impact of η. To characterize the impact of η as defined in

Equation 2, we perform a sweep of 0≤ η≤ 1 when training

DeepSpeech2 and plot the resulting optimal (TTA, ETA) in

Figure 11. We also plot the corresponding Pareto Front for

reference. We observe that the resulting (TTA, ETA) data

points fall closely to the Pareto Front. Moreover, we plot the

lines along which the C in Equation 2 is a constant, shown as

the dotted lines. As expected, these lines form an envelope

around the Pareto Front. Additional sensitivity analysis for η
can be found in Appendix F.

Impact of early-stopping threshold β. To study impact of

the early-stopping threshold β, we sweep β from 1.5 to 5 and

measure the cumulative ETA across all jobs. We calculate the

difference in ETA relative to our default choice of β = 2.0,

and plot the result of all jobs as well as a geometric mean

across all jobs in Figure 12. The result shows that the default
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Figure 13: Performance break-
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w.r.t. GPU models.

β = 2.0 chosen by Zeus achieves the lowest geometric mean

across all jobs. The intuition behind this is that when β is too

low, Zeus prematurely stops exploratory runs, reducing the

effectiveness of exploration. In contrast, when β is too high,

it dilutes the benefit of early stopping which leads to inflated

exploration cost.

Impact of individual components. In order to show the

gains from each component, we show the degradation of re-

moving one component from Zeus: no early stopping (setting

β to infinity), no pruning (keeping a batch size that didn’t

reach the target accuracy), and no JIT profiling (profiling each

power limit in different recurrences). Figure 13 shows the

slowdown relative to Zeus after disabling these components.

We observe that the Zeus benefits mostly from early stopping.

Impact of GPU models. Figure 14 shows the geometric

mean of ETA normalized against Default across all jobs. Zeus

achieves consistent ETA reductions across four generations

of NVIDIA GPUs. See Appendix G for all results.

7 Discussion

Choice of configuration knobs. In this paper, we pick the

batch size and GPU power limit as the configuration knobs

for Zeus to optimize. We choose these two to strike a balance

in the tradeoff between the granularity of control and the size

of the search space. For instance, one can set the frequency

and voltage for individual components on the GPU for more

fine-grained control and potentially higher energy efficiency,

but this would result in prolonged exploration in the bigger

search space. In contrast, we choose the GPU power limit,

which effectively controls both frequency and voltage via

DVFS and reduces the search space.

On the DL job configuration side, we pick the batch size

as the knob for a similar reason. Changing the batch size

has a broader impact on energy consumption of end-to-end

DNN training, because it affects both the training time and the

average power consumption during training. In comparison,

other candidate configuration knobs such as learning rate fall

short because they only affect the training time.

Hyperparameter optimization. Hyperparameter optimiza-

tion is an important workload, where many DL training jobs

(trials) are submitted with specific hyperparameters chosen

from a user-defined search space [9, 59, 60, 98]. If the users
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submit these trials with a specific batch size, they can specify

the feasible batch size set B to only contain that single batch

size. In this case, Zeus can still reduce energy consumption

by searching for the optimal GPU power limit.

Supporting distributed training. Zeus currently only sup-

ports single-node training, but it can easily be extended to

support distributed scenarios. Since the same type of GPU

will have the same time and power consumption characteris-

tics, we can apply the same power limit configuration across

all GPUs to avoid stragglers. The definition of cost can be

extended to sum over the time and energy consumption of all

GPUs participating in training, and all other components in

our solution can remain identical.

Supporting heterogeneous GPUs. Our solution assumes

that the training job runs on the same type of GPU across all

of its recurrences. However, in practice, this may not always

be possible due to varying resource contention or availability.

It is straightforward to add support for heterogeneous GPUs

under our formulation. That is, cost values observed from one

GPU can be translated to values that represent the charac-

teristics of another GPU. As shown in Equation 6, energy-

time cost can be written as the product of Epochs(b) and

EpochCost(b;η). Here, the former term is independent with

the choice of the GPU. Moreover, the latter term can be

quickly profiled on any GPU because it consists of only

AvgPower(b, p) and Throughput(b, p). Thus, we can obtain

cost values that represent the new GPU by quickly profiling

EpochCost(b;η) for each batch size on the new GPU and

multiplying it with Epochs(b) observed from the previous

GPU. These translated cost observations can then be used to

learn a new MAB that specializes on the new GPU.

8 Related Work

DNN training. A large body of recent studies focus on

creating fast kernels for tensor operations [18, 45, 92, 100],

efficiently placing data and/or computation [55,72,78,97], and

optimizing communication [76, 91]. However, most of them

optimize for TTA and are oblivious of their energy impact.

These works can be applied together with Zeus, potentially

accelerating training while making it energy efficient.

Another recent effort in reducing TTA (without considering

energy) in multi-GPU DNN training settings is Pollux [77].

Pollux dynamically changes the batch size during training

based on the Gradient Noise Scale (GNS) [68]. However,

GNS does not theoretically capture the generalization of the

model [68] and can only be efficiently approximated when

there are more than one GPUs participating in training. Zeus,

on the other hand, optimizes and trades off TTA and ETA by

tuning the batch size across job recurrences and does not alter

the model’s convergence characteristics.

Energy measurement for Deep Learning. A recent line

of research has analyzed the energy consumption [75] as well

as the environmental impact [54, 85] for training large DNN

models inside a cluster. On the device-level, benchmarking

efforts have been made to understand the energy efficiency

and performance of training DNN on GPUs and other accel-

erators [93]. Several Python frameworks have been built for

measurement [14, 40] and prediction [5] of energy consump-

tion for DNN training. Zeus takes a similar software-based

approach to measure power consumption via NVML [2], in

order to perform JIT profiling of DNN training jobs.

Energy optimization for Deep Learning. Existing work

has investigated energy-accuracy tradeoff in the context of

DNN inference with new neural network architecture [89]

and algorithm-hardware co-design [86], and training strate-

gies such as warm-start [7] and gradient-matching-based data

subset selection [50]. Other works optimize energy for DNN

training on multiple GPUs with scheduling [47] and task map-

ping [52]. Zeus complements these solutions as it can be

plugged in transparently into these frameworks.

Several works have studied the impact of GPU dynamic fre-

quency and voltage scaling (DVFS) and power configuration

on the energy consumption and performance of DNN train-

ing [11, 52, 87, 90, 101], wherein they focus on the tradeoff

between the transient metric of system throughput and power

consumption. While these work rely on offline modeling and

profiling, Zeus focuses on a more realistic end-to-end metric

of energy-to-accuracy and is fully online.

BatchSizer [71] introduces batch size as a control knob

to optimize for energy efficiency of DNN inference. Zeus

focuses on DNN training, and takes a holistic approach, opti-

mizing both GPU and job configurations together.

9 Conclusion

In this work, we sought to understand and optimize the energy

consumption of DNN training on GPUs. We identified the

tradeoff between energy consumption and training time, and

demonstrated that common practices can lead to inefficient

energy usage. Zeus is an online optimization framework for

recurring DNN training jobs that finds the Pareto frontier

and allows users to navigate the frontier by automatically

tuning the batch size and GPU power limit of their jobs. Zeus

outperforms the state-of-the-art in terms of energy usage for

diverse workloads and real cluster traces by continuously

adapting to dynamic workload changes such as data drift.

We earnestly hope that Zeus will inspire the community to

consider energy as a first-class resource in DNN optimization.
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A Energy Savings Potential on GPUs
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(c) NVIDIA RTX6000.
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Figure 15: Energy usage normalized against Baseline for DNN

training, measured on (a) NVIDIA A40 GPU, (b) NVIDIA V100

GPU, (c) NVIDIA RTX6000 GPU and (d) NVIDIA P100 GPU.

Figure 15 shows the potential for energy savings on four

different generations of NVIDIA GPUs: Ampere (A40), Volta

(V100), Turing (RTX6000), and Pascal (P100). All four gen-

erations show that there are sufficient potential for energy

savings, motivating Zeus.

B TTA vs. ETA for All Workloads

Figure 16 plots the Pareto Front for all six workloads and

the baseline (default batch size and maximum power limit) is

shown as a red triangle. Note that the axes do not start from

zero in order to zoom into the Pareto Front. Data points were

gathered on an NVIDIA V100 GPU.
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Figure 16: ETA vs. TTA across all workloads, with Pareto Front

and default configuration highlighted. Measured on an NVIDIA

V100 GPU.

C ETA w.r.t. Configurations for All Workloads

Figures 17 and 18 respectively show the ETA value when

batch size and power limit are swept. Especially note the

convexity of all BS-ETA curves, which justifies the design of

our pruning exploration algorithm.

D Cumulative Regret of All Workloads

Figure 19 shows the cumulative regret of Zeus and Grid

Search over job recurrences for all six workloads. In gen-

eral, Zeus converges to a better knob than Grid Search while

being faster.

E Search Paths for All Workloads

Figures 20 and 21 respectively show the search path of Zeus

and Grid Search in the 2D configuration space. Thanks to the

decoupling of batch size and power limit, Zeus is able to more

efficiently navigate the search space and converge to a knob

while consuming less energy and time during exploration.
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Figure 17: ETA w.r.t batch size of different DNN training workload.

The blue shade shows the error margin across repeated runs.
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Figure 18: ETA w.r.t GPU power limit of different DNN training

workload. Measured on an NVIDIA V100 GPU.

F Additional Sensitivity Analysis

Figure 22 compares both the energy consumption and training

time for Zeus against Default. We also calculate and plot the

geometric mean across all jobs. The result shows that with

higher η, Zeus prioritizes reducing energy consumption over

time, leading to higher improvement factor of energy, and

vice versa.

G Performance of Zeus on All GPUs

Figure 23 presents the energy and time consumption of all

workloads on four different generations NVIDIA GPUs: Am-

pere (A40), Volta (V100), Turing (RTX6000), and Pascal
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Figure 19: Cumulative regret of Zeus vs. Grid Search across all

workloads.

(P100). The overall trends hold for all GPUs.
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Figure 20: Search path of Zeus across all workloads.
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Figure 21: Search path of Grid Search across all workloads.
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Figure 22: Impact of priority knob η on ETA and TTA.
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Figure 23: Energy and time consumption of DNN training, nor-

malized against Default for DNN training. Results measured on (a)

NVIDIA A40 GPU, (b) NVIDIA V100 GPU, (c) NVIDIA RTX6000

GPU and (d) NVIDIA P100 GPU.
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