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Abstract

Video streaming services are among the largest web applica-
tions in production, and a large source of downstream inter-
net traffic. A large-scale video streaming service at Google,
YouTube, leverages a Content Delivery Network (CDN) to
serve its users. A key consideration in providing a seam-
less service is cache efficiency. In this work, we demonstrate
machine learning techniques to improve the efficiency of
YouTube’s CDN DRAM cache. While many recently pro-
posed learning-based caching algorithms show promising
results, we identify and address three challenges blocking
deployment of such techniques in a large-scale production
environment: computation overhead for learning, robust byte
miss ratio improvement, and measuring impact under produc-
tion noise. We propose a novel caching algorithm, HALP,
which achieves low CPU overhead and robust byte miss ratio
improvement by augmenting a heuristic policy with machine
learning. We also propose a production measurement method,
impact distribution analysis, that can accurately measure the
impact distribution of a new caching algorithm deployment
in a noisy production environment.

HALP has been running in YouTube CDN production as
a DRAM level eviction algorithm since early 2022 and has
reliably reduced the byte miss during peak by an average of
9.1% while expending a modest CPU overhead of 1.8%.

1 Introduction

YouTube is one of the largest sources of downstream internet
traffic, accounting for 15% of global application traffic in
2021 [27]. It leverages a Content Delivery Network with a
presence in more than 200 countries and territories to serve
videos to over 2 billion users [30]. Caching in CDNs is done
by storing content, such as videos, in proxy servers that are
distributed closer to end users instead of delivering content
from the origin servers. A CDN uses multiple levels of caches
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Figure 1: Byte miss ratios over time for six machines on a
rack, normalized by dividing with a reference constant to hide
the proprietary absolute values. The substantial differences
across machines and over time make it hard to measure a new
cache algorithm’s production impact accurately.

to reduce the cost of content distribution and access latency
for end users. A key metric to optimize in CDN caches is byte
miss ratio, i.e., the portion of user-requested bytes missed in
the CDN cache.

Recently, machine learning techniques have been used to
improve cache eviction and admission policies (e.g., [32,34]).
Caching algorithms can benefit from learning patterns from
existing workloads, predicting which byte is more likely to be
accessed in the future, and using this information to improve
caching decisions.

In this paper, we present a new cache eviction algorithm
called Heuristic-Augmented Learned Preferences (HALP),
and share our experience in deploying HALP at a large scale.
From our experience, while reducing the byte miss ratio is im-
portant to improve cache efficiency, it is not the sole criterion
for deployment. For a solution that uses machine learning to
be deployed in a large-scale production environment, there
are three main challenges that need to be tackled:

e Computation overhead for learning. L.earning-based
cache algorithms can be more computationally expen-
sive to run compared to heuristic-based algorithms. The
model training and prediction cost is high compared to
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normal cache operation such as LRU eviction. Using
LRB [32] as an example, for each eviction it needs to
run predictions for 64 objects, which makes deployment
cost-prohibitive (= 19.2% additional CPU overhead)

* Robust byte miss ratio improvement. Learning-based
cache algorithms can introduce regressions if their de-
sign does not include a regression prevention mecha-
nism. For large-scale systems, bounding regression of
byte miss ratio is crucial. YouTube CDN contains a large
number of locations, and byte miss ratio regressions in
even a few locations could result in degraded user ex-
perience. In addition, having a robust algorithm also
increases our confidence in the design.

¢ Measuring impact under production noise. It is chal-
lenging to accurately measure the impact of a new evic-
tion algorithm in a large-scale deployment. We cannot
solely rely on simulations as they are imperfect proxies
for production behavior. It is also impractical to replicate
user requests and test different algorithms at every lo-
cation. Therefore, current production practice uses A/B
testing. An example is to compare different machines on
a rack because machines on a rack share the same hard-
ware/software configurations, and the request mix they
receive should be similar. However, in practice, the be-
haviors of machines are never identical. Figure 1 shows
byte miss ratios over time for six machines on a rack.
The substantial differences across machines and over
time make it hard to measure the production impact of a
new algorithm accurately.

To tackle the first two challenges, we develop a novel ap-
proach, the HALP policy, to perform eviction decisions with
low-overhead and to generalize over the whole production sys-
tem with limited regressions. It achieves this by augmenting
a heuristic policy with machine learning instead of learning a
policy end-to-end. The HALP eviction policy uses the heuris-
tic policy to select eviction candidates and the learning policy
to pick the final object to evict from those candidates.

To address the third challenge, we developed an impact dis-
tribution analysis that evaluates the impact of a new caching
algorithm deployment in a noisy production environment.

HALP has been deployed in YouTube’s CDN as a DRAM
level eviction algorithm since early 2022. It has robustly re-
duced the byte miss by an average of 9.1%. In addition, these
improvements were achieved with a modest 1.8% CPU over-
head.

In this paper we make the following three contributions:

* We present Heuristic Augmented Learned Preferences
(HALP), a learned cache eviction algorithm with low
computation overhead and robust byte miss ratio im-
provement by augmenting a heuristic policy with a learn-
able scoring function.

* We propose an impact distribution analysis to measure

the impact of a caching algorithm in the presence of
production noise.

* We evaluate HALP in YouTube’s large-scale production
environment and provide a detailed analysis on how it
improves the cache efficiency of YouTube CDNG. !

The paper is structured as follows: §2 describes the back-
ground of the problem. §3 covers the design of HALP. §4
introduces our impact distribution analysis design, and §5
shows the evaluation results.

2 Background

In this section, we give an overview of the YouTube CDN
architecture. We then describe heuristic-based caching al-
gorithms and learning-based caching algorithms. Lastly, we
describe the key ideas for deploying a learned cache algorithm
in a large-scale production environment.

2.1 YouTube CDN Edge Cluster Architecture
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Figure 2: A YouTube CDN edge cluster contains multiple
racks of servers. Machines in a rack are of the same type.

YouTube CDN [4, 11] contains edge clusters spreading
more than 200 countries and territories globally. As shown in
Figure 2, an edge cluster consists of multiple racks. Each rack
contains multiple cache servers configured homogeneously
using the same type of machines. Servers from different racks
may have hardware from different generations. Each cache
server is equipped with DRAM, SSDs and HDDs used for
caching data chunks. A video is stored in these data chunks
on the cache server.

Client player requests are sharded amongst machines in an
edge cluster. A request includes a key and a byte range of
a data chunk. Because a video is played sequentially, video
range requests are issued sequentially as well. On the arrival
of a request, the server checks if the requested data chunk is

ITwo traces from a developed market region and an emerging market
region (§5.2) can be shared with interested parties, but a signed data sharing
agreement between Google and the outside institutions is required.
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in its DRAM. If it is not present (a.k.a. is missed), the data
will be fetched from other cache layers such as local SSDs
and HDDs, with the remote origin server being the last resort.
When the DRAM cache is full and a miss occurs, an eviction
algorithm is used to remove data chunks from the cache to
insert new data chunks.

As the first caching tier, the DRAM cache serves an im-
portant role in reducing traffic for subsequent tiers. It also
contributes to the overall storage costs of the YouTube CDN.
A better DRAM eviction algorithm with a lower byte miss ra-
tio would require less DRAM to be provisioned while keeping
a similar traffic reduction on subsequent tiers. This saves the
overall resource cost as long as the computation overhead is
modest (which requires additional CPU resources). We focus
on the byte miss ratio during the peak hours. This is because
during peak hours, large numbers of videos are concurrently
accessed, causing the byte miss ratio peaks, which could de-
grade Quality of Experience (QoE). We therefore focus on
reducing the 95th percentile byte miss ratio: P95 byte miss
ratio. We choose to not directly optimize QoE because it is
too noisy as feedback for each cache eviction. §5.3 and §5.4
list other metrics related to cache performance.

The previous eviction algorithm used in production [28]
uses heuristic to rank chunks. A score is computed for each
chunk by summing its request rate score and end of chunk
score, and the chunk with lowest score would be evicted. The
request rate score is calculated based on the chunk’s past
request rate, which captures the temporal locality. The end of
chunk score is a binary score indicating whether the previous
range request hits the chunk end. Since range requests for a
chunk are issued sequentially, after a client requests the last
byte of a video chunk, the same chunk is less likely to be
fetched again. This score captures the spatial locality.

2.2 Heuristic and Learned Cache Algorithms

Many heuristic cache algorithms maintain a priority queue
for objects in the cache and select the lowest priority object
to evict when a miss occurs. For example, A Least Recently
Used (LRU) policy uses the latest time of access for an object
to determine evictions. This ordering is good for workloads
where objects that have been accessed recently are more likely
to be accessed repeatedly. A First In First Out (FIFO) policy
uses the order in which items were inserted into the cache
for determining evictions. This ordering performs well for
workloads where objects are accessed sequentially. Managing
priority queues is efficient, which makes these algorithms
efficient as well. However, these algorithms work well in
some workloads, but not in others. Caching policies that can
self-tune and balance between different features, recency and
frequency in Adaptive Replacement Cache (ARC) [25] or
object size and frequency in Greedy-Dual-Size-Frequency
(GDSF) [12,13], can cover a wider range of workloads but
only adapt to specific features [21], limiting their performance

for changing workloads.

Learning-based algorithms like LRB [32] achieve better
performance than heuristic algorithms, because they train a
model to learn the cache access pattern directly from the
trace instead of assuming a static workload behavior. As an
example, LRB maintains features for objects that are both
currently, and historically present in the cache, and trains a
regression model to predict an object’s time to next access.
When an eviction is required, it randomly samples 64 objects
and runs this predictive model on them and evicts the object
which is predicted to be accessed furthest in the future.

When optimizing the byte miss ratio for variable-size ob-
jects, the eviction methodology is similar to optimizing the
miss ratio for uni-size objects. This is because in the variable-
size object scenario, we can treat each eviction decision as
a group of decisions, which evicts each byte of an object
individually.

3 HALP Eviction Policy Design

Model

Eviction
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Object & Soore __}
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Figure 3: The architecture of HALP. A key component of
HALP is a neural network based score function, whose inputs
correspond to the features for a single eviction candidate, and
whose output is a real valued score which tracks the likelihood
of a quick re-access to the same object. When an eviction is
required, a heuristic policy (e.g., LRU) is used to propose
a small set of eviction candidates. Then a neural network-
based model ranks the eviction candidates and selects the
final eviction decision by pairwise comparisons. The same
pairwise comparisons are also used to generate training data
for online training.

This section describes the design of HALP, which is illus-
trated in Figure 3. A key component of HALP is a neural
network based score function, whose inputs correspond to
the features for a single eviction candidate, and whose output
is a real valued score which tracks the likelihood of a quick
re-access to the same object. When an eviction is required, a
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heuristic policy is first used to propose a small set of eviction
candidates. Then, a neural network score function is used
to re-rank this small set of candidates, to identify the final
eviction decision. A key design challenge involves how to
learn the scoring function, which involves both generating the
training data and adjusting the weights of the neural network.
As part of its design, HALP also includes the steps required to
efficiently update this score function, starting with randomly
initialized weights.

Because of these design choices, HALP can be deployed
without the operational overhead of having to separately man-
age the labeled examples, training procedure and the model
versions in separate offline pipelines. Therefore, HALP has
minimal extra overhead for operation similar to other heuris-
tic policies, but has the added benefit of being able to take
advantage of additional features to make its eviction decisions
and continuously adapt to a changing access patterns.

To learn the score function efficiently, we convert the rank-
ing problem into a small set of pairwise preference queries,
which is a general and robust framework for learning to
rank [9, 29] multiple items from a list. As a result, HALP
makes repeated use of pairwise comparisons during decision
making to simultaneously generate training data for online
training. One challenge in efficiently managing the training
data is that the time required to identify the labels is non-
deterministic and depends on the future re-accesses to items.
HALP snapshots the features generated for pairwise com-
parisons used at eviction decision time saved as unlabeled
training data tuples (see Figure 3). In parallel, HALP contin-
uously observes incoming requests to resolve any pending
labels for prior comparisons and generate training data that
continuously updates the model.

3.1 Heuristic-based Candidate Selection

A key insight for ensuring a low overhead is that many objects
can be easily excluded from eviction consideration without
the need to use expensive computations, ML or otherwise.
For example, objects near the head of an LRU priority queue
are less likely to be good eviction candidates as opposed to
objects near the tail. Therefore, we can appropriately bias our
learned eviction towards only the tail instead of considering
the entire cache, saving overhead on training and inference.

The goal of using a heuristic policy for candidate selection
is to reduce the ML computational overhead. It also provides
a lower limit on decision quality. This heuristic algorithm can
be selected as LRU, LFU, or other heuristic policies. We find
in practice LRU policy is sufficient to achieve good perfor-
mance.

The number of eviction candidates is a hyperparameter. If
too many candidates are selected, the ML pipeline overhead
will be too high. But too few candidates may lead to not a
single good candidate to evict. We find empirically selecting
four candidates achieves a good balance between the recall of

good candidates and the incurred CPU overhead.

3.2 Ranking-based Learned Eviction

HALP is designed to provide better eviction decisions than
the heuristic algorithm in the general case. To achieve this, the
pairwise comparisons should pick the eviction decision that
is the best for improving cache efficiency. Since the goal of
cache eviction is to use the limited size of the cache to receive
as many hits as possible, finding the best eviction decision
is equivalent to ranking the candidate that will be accessed
furthest in the future (or not at all) highest, in effect evicting
it before other candidates.

After four eviction candidates are selected from the heuris-
tic, the best candidate is selected based on three pairwise
comparisons done in tournament style. The deselected can-
didates are re-inserted into the heuristic policy. In the case
for LRU, those deselected candidates are re-inserted into the
head of LRU queue.

To have a theoretical intuition that the combination of a
heuristic and a learning policy can increase the robustness of
eviction candidate selection, we analyze a simple Gaussian
model for the benefits of re-ranking in Appendix B. This anal-
ysis underlines the conditions under which such re-ranking
might generate more utility than the baseline heuristic.

Online Training. As shown in Figure 3, when a pairwise
comparison is done, the same pair of candidates is selected
to generate training data. However, at the time of prediction,
the required label (i.e., which of these two candidates will be
accessed further in the future) is not available. Therefore, an
initial feature snapshot is taken at the pairwise comparison
during eviction and is buffered in an unlabeled state with a
label placeholder until one of the candidates is accessed again,
making the label available. Accordingly, HALP maintains a
collection of pending comparisons. This collection of pending
comparisons continuously observes all incoming requests,
and upon the first access to either candidate, a binary label is
assigned to construct the training example.

HALP keeps the feature metadata of objects in a “ghost
cache”. For our application of video caching, this metadata is
lightweight relative to the sizes of the objects being cached,
therefore the information continues to be stored for keys that
are evicted from the cache up to a limit. This limit is set to be a
multiple of the number of elements in the actual cache to track
enough history. Evictions from the ghost cache are performed
using LRU when the size exceeds this set limit. When a
key is removed from the ghost cache, pending comparisons
associated with the key are also deleted.

The training data generated from the above procedure is
stored in an in-memory replay buffer. When the replay buffer
accumulates 1024 training entries, it creates a mini-batch to
update the ML model. The retrain batch size is a hyperparam-
eter of HALP and was chosen empirically. Theoretically, a
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pathological workload could have access pattern shifts align-
ing with the retraining period, causing HALP performance
degradation. However, we didn’t observe this in our produc-
tion workloads.

The online training framework and the model itself are writ-
ten using XLA [2] and carefully crafted C++ code to ensure
low overhead. We also leverage uncommon synchronization
primitives such as user space per CPU spinlocks and RCUs to
ensure maximum performance without sacrificing scalability
and thread safety in highly concurrent environments.

ML Model. The model is trained as a binary classification
task (which of a pair gets re-accessed first) with cross entropy
loss. It is a simple neural network model with one hidden
layer. We found that increasing the number of layers did not
help improve the model further. With this simple model, we
are able to run a pairwise prediction in 720 ns, and each
training in several ms. And HALP implementation is based
on Google’s SmartChoices service [10]. Details about the
loss function and the model weight updates are provided in
Appendix A.

Feature name Dimension
Access-based
Time between accesses 32
Exponential decay counters 10
Number of accesses 1
Average time between accesses 1
Time since last access 1
Video-specific
End of chunk 1

Table 1: Features used by HALP.

Features. Table 1 shows the features HALP uses. Of these
features, time since last access, time between accesses, and
exponential decay counters are the same as the features used
in [32]. Time since last access and time between accesses
capture short-term access patterns while they retain informa-
tion about at most 32 accesses. Exponential decay counters
(EDCs) capture longer term trends. The end of chunk score is
identical to the previous production algorithm (§2.1).

4 Impact Distribution Analysis

Comparing cache algorithms may seem like a straightforward
hypothesis test (e.g., t-test or z-test) over an A/B testing ex-
periment. A new algorithm with lower byte miss ratio that
passes the hypothesis test would generally be considered as an
improvement. However, the operating conditions in a large-
scale system could be very diverse, and understanding the

robustness of an improvement is critical to decision making
in practice.

To illustrate the risk of solely relying on mean-shift esti-
mates, consider a scenario where a new algorithm is beneficial
for most machines but performs extremely poorly for some
small set of machines. In that case, applying the new algorithm
everywhere could be sub-optimal. Any algorithms without a
theoretical performance lower-bound (relative to an optimal
solution) have these risks, but the concern is exacerbated for
learning algorithms that are prone to over-fitting.

A naive approach to the diversity problem is to enumerate
all configurations and perform separate A/B tests (e.g., one
test for each rack where workload and hardware is assumed
to be similar). However, this severely limits the number of
data points, and the signal to noise ratio for each configuration
could be very poor in a production setting. Figure 1 is a typical
example of byte miss ratio variation for production machines
on the same rack with identical setting.

We propose a novel impact distribution analysis to get a
more holistic picture of how a new algorithm is affecting the
fleet. Specifically, instead of estimating the average perfor-
mance change, we try to estimate the distribution of perfor-
mance changes across different conditions.

4.1 Model of Measurements

We model the measured relative improvement as
M=I+N (1)

where [ represents actual impact and N represents the noise.
In other words, we model the PDF of M as a convolution
between / and N.

The core idea is that we could directly sample M by A/B
tests, and sample N by A/A tests (performance difference
measured in no-op experiment), and once we have those two
distributions, we can get to / by deconvolution.

4.2 Measurement Setup

The environment we want to measure the effect of using
HALP comprises of racks from hundreds of locations. In our
experiment setup, we randomly split machines in a rack into
three different configurations:

* Experiment Machines: Experiment machines use the
HALP algorithm.

* No-op Machines: No-op machines use the baseline
caching algorithm. They are used to measure the produc-
tion environment noise.

* Control Machines: Control machines also use the base-
line caching algorithm. They are selected as the baseline
to compare with the experiment group and no-op group.
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Figure 4: Impact distribution analysis procedure: 1. Estimate measurement distribution. 2. Estimate noise distribution. 3. Fit

impact distribution.

Figure 4 shows how the measurements from these three
groups are used to calculate the impact distribution. We first
collect the relative values (e.g., relative byte miss ratios) of
experiment machines over control machines as measurement
samples (Measurement M). Then we collect the relative val-
ues of no-op machines over control machines as an estimation
of the environment noise (Noise N). Finally, we fit an im-
pact distribution from the measurement distribution and noise
distribution using each comparison as a data point, as we
describe in the next subsection.

4.3 Fitting Impact Distribution

Algorithm 1 Algorithm for fitting impact distribution

Input: measurement samples M, noise samples N, and dis-
tribution candidates.
Output: measurement distribution Py, impact distribution
Py, noise distribution Py.
: Py = FitByMLE (dist="t-dist”,N)

—_

2. for candidate_dist in candidate_distributions do

3: /I Approximate Py by discretized grid G.

4 P; = FitByMLE (dist=candidate_dist, M, Py), with
Py (m) = Yyeg Py (v)Pi(m—v)

5: end for

6: return P; with the highest likelihood

Algorithm 1 describes our algorithm to fit the impact dis-
tribution given sample M and N. We first fit the noise dis-
tribution Py using noise samples with maximum likelihood
estimation (MLE) (Line 1). We assume the noise has zero
mean and follows a t-distribution. We choose a t-distribution
because we expect noise to exhibit a symmetric and bell-
shaped behavior like the normal distribution but allow fitting

to have more degrees of freedom.

Next, we fit the impact distribution (Lines 2-5). This is
done in two steps. First, a distribution type for impact needs
to be chosen (Line 2). Since this depends on the setting, sev-
eral well-known distributions could be reasonable candidates.
Therefore, we iterate over a list of common distributions (beta,
non-central student, and skewed normal) and pick the one that
best fits our data. Second, we estimate the measurement dis-
tribution by discretizing the distribution into a fine-grained
grid G. Then we use the maximum likelihood estimation to
fit the chosen distribution candidate to find the measurement
distribution that is the best fit (Line 4).

Note that this method is only feasible because we have
machine data from more than 200 countries and territories.
Without enough samples the fitting will not be able to recover
impact accurately from the noise.

5 Evaluation

In this section, our goal is to answer the following questions
for HALP and our impact distribution analysis:

e Can HALP improve cache performance without causing
regression in production? (§5.3)?

* What is the computation overhead of HALP compared
to the previous production algorithm (§5.4)?

e How does HALP compare to other learned and heuristic
algorithms (§5.5)?

* What are the effects when changing HALP’s hyperpa-
rameters (§5.6)?

5.1 Deployment Setup

Deployment HALP was rolled out in production in early
2022. The rollout was done in stages, and the impact of the
new algorithm was monitored using the impact distribution
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Figure 5: YouTube fleet normalized byte miss ratio for the
DRAM level, before and after rollout.

analysis on the changes in DRAM byte miss ratio. Figure 5
shows the DRAM byte miss ratio changes in the fleet before
and after the rollout, which shows a fleet-wide drop.

Release Process HALP has an online design to make sure
that the model does not degrade over time. As a result, the
online model does not require new releases. While the model
does not need to go through production releases, code changes
and any improvements in HALP design go into production
through releases that happen periodically. HALP is integrated
into the existing YouTube release process, which guarantees
that during rollout, HALP goes through the release tests and
any code changes are released in a safe manner.

Monitoring As part of maintaining stable performance,
HALP is integrated into the monitoring setup used for moni-
toring YouTube deployment. In addition to existing metrics
that monitor cache efficiency, two new metrics were added to
monitor HALP performance: 1) model accuracy, and 2) the
byte miss ratio difference between HALP and a holdout pre-
vious production algorithm. For model accuracy, we monitor
model loss which is an indicator of how good the model deci-
sions are. For the byte miss ratio difference, we keep 1% of
the machines running with previous production algorithm and
alert if the byte miss ratio for machines using HALP become
worse than the heuristic algorithm. We do not use the impact
distribution analysis here as our goal is to detect abnormal
behaviors with a low false positive ratio.

5.2 Experimental Methodology

Production experiments. To measure reduction in the byte
miss ratio and overhead, we used production experiments and
our impact distribution analysis. To use the impact distribu-
tion analysis, we randomly selected a small percentage of
racks from all locations. For each rack, we selected one ex-
periment machine, one no-op machine, and the rest as control
machines (§4). We use one day of data for our measurement
after observing HALP training is stable.

\ small regressions when
b noise is not taken
y into account.

20{ ——- Noise fit
Measurement fit
—— Impact fit i |
15+ Noise hist Y
> Measurement hist | 1
Z’ L
8 101 ! | 1.5% of machines show
| 1
1
1
1

-20 -10 0 9
Impact (%) on P95 byte miss ratio
Figure 6: Our impact distribution analysis can “denoise” the
experiment measurements from the no-op measurements and
reveals HALP’s clear average 9.1% byte miss ratio reduc-
tion with negligible regression. When noise is not taken into
account, the measurements show 1.5% of racks that were im-
pacted negatively, where some machines showed up to 4%
byte miss ratio increase.

Simulation experiments. We use simulation to measure
how HALP compares to other cache algorithms and how
the changes in hyperparameters effect the performance of
HALP. Because simulation does not have production noise
and is deterministic, and direct comparisons can be set up
reliably, we compare the byte miss ratio from simulations
directly instead of using our impact distribution analysis.
For simulation experiments (except two experiments in
§5.5), we use traces from a small percentage of randomly
selected locations. For each location selected, we choose four
traces, each three days long, with each trace coming from
different quarters in the calendar year of 2021 (except the
retrain interval experiment uses six days long trace). Using a
diverse set of traces helps reduce seasonal/weekly noise. For
each simulation, the first day of the trace is used as a warm-up,
and we measure the P95 byte miss ratio of the next two days.

5.3 HALP Improvements in Production

P95 byte miss ratio. This experiment measures the impact
of HALP on the byte miss ratio, disk latency, and joint latency
during production. To measure the improvement, we collected
byte miss ratios from machines on randomly selected racks
and applied our impact distribution analysis. Figure 6 shows
the relative change in the byte miss ratio distribution. The
regions and lines are the P95 byte miss ratio distribution
relative to the control groups.

The blue region is the no-op group relative change distribu-
tion. Although the no-op group uses the same configuration
as the control group, the noise can cause up to 10% differ-
ence in P95 byte miss ratio. The blue dash line shows the
fitted t-distribution of the noise. The orange region is the mea-
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Figure 7: Compared with the previous production algorithm,

HALP reduces disk first byte latency by an average of 3.8%.

surement distribution. The orange dash line shows the mea-
surement fitted gamma distribution, which was picked as the
best distribution for this specific measurement. When noise
is not taken into account, as shown by the orange dash line
there is 1.5% of racks that were impacted negatively, where
some machines showed up to 4% byte miss ratio increase.
However, just looking at the measurement fit, we do not know
whether the negative impact is because of the algorithm or
the production noise.

Our impact distribution analysis (Section 4) can “denoise"
the experiment measurements from the no-op measurements,
and the result is the green curve showing a clean byte miss
ratio reduction up to 24% with negligible regression, with an
average reduction of 9.1%. This shows HALP can not only
improve the average byte miss ratio, but also has negligible
regression. In addition, the variance of improvements also
shows different locations have different access patterns which
have different difficulty for learning.

Disk first byte latency. Disk first byte latency is the time
between a disk cache receives a request and returns the first
byte. It is a good indicator of DRAM cache efficiency because
a better DRAM eviction algorithm reduces the number of
requests to the disk layer, thus reducing the disk request queue
length. Figure 7 shows the disk first byte latency impact of
HALP. Compared with the previous production algorithm,
the change in latency ranges from a 13% reduction to a 5%
increase, with an average reduction of 3.8%.

The tail increase (the part of the impact fit that is above 0)
is likely to come from the object miss ratio increase, which is
more correlated with disk first byte latency than the byte miss
ratio. Different from the byte miss ratio, the object miss ratio
is the fraction of user requests missed in the cache. These two
metrics may conflict with each other. Since HALP’s primary
goal is to reduce the byte miss ratio, it may slightly increase
the object miss ratio in certain cases.

Join latency. Join latency is the time taken to start video
playback after the user hits “play”, and one of the most im-

portant metrics of streaming. Since join latency is a playback
metric that involves both clients and servers instead of servers
only, we are unable to use our impact distribution analysis to
measure it. We set up an experiment that distributes playbacks
from clients to server machines with and without HALP and
compares latency on clients. HALP reduces join latency from
1.03% to 1.41%, with an average reduction of 1.22%. This
shows that the improvement of the memory cache has a strong
impact on the end-to-end user experience.

5.4 HALP Computation Overhead
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Figure 8: The CPU overhead of HALP is 1.8% per request
with low variance. This implies the additional CPU cost is
roughly linear to the number of requests.

Learning comes with overheads, so it is important to mea-
sure these overheads and underline the trade-offs. In this
section, we show the computation overhead associated with
using HALP for cache eviction decisions, including prediction
and online training.

We have analyzed the extra CPU overhead that is incurred
while using HALP using our impact distribution analysis,
and Figure 8 shows the impact of P95 CPU normalized per
request. The CPU impact is consistently at 1.8% with low
variance, meaning the additional CPU cost is roughly lin-
ear to the number of requests. This is because both training
and prediction costs are roughly linear to the number of re-
quests. For training, the cost is roughly linear to the amount
of training data, and on average each prediction generates a
single pair of training data. In addition, each eviction requires
three pairwise comparisons. Finally, since all locations have
similar byte miss ratios, the number of evictions (misses) is
roughly linear in the number of requests. To conclude, the
computation overhead is small compared to the byte miss
ratio improvement.

5.5 HALP vs. Other Cache Algorithms

To further evaluate HALP, we ran simulation experiments to
compare it with other cache eviction algorithms.
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Figure 9: (Fig. 9a) P95 byte miss ratios for different cache algorithms over a variety of traces in simulation. HALP achieves a
strictly better performance than all other algorithms on 92.6% of traces, and achieves the same performance as the best of the
other algorithms on 7% of traces, in effect performing worse than the best algorithm on only 0.4% of traces. (Figs. 9b and 9c¢)
Normalized byte miss ratio over time for HALP and LRB [32] on production traces from a developed market region, and an
emerging market region. HALP achieves a similar byte miss ratio, but only needs 4 eviction candidates compared to 64 for LRB.

Tuning LRB’s eviction candidates from 64 to 4 would increase P95 byte miss by about 2%.

Comparison with classic cache algorithms

We compared HALP with three heuristic cache algorithms:
LRU, FIFO, and ARC [25]. Figure 9a shows the normalized
P95 byte miss ratios for different traces, sorted by HALP P95
byte miss ratio. HALP achieves a strictly better performance
than all other algorithms on 92.6% of traces, and achieves the
same performance as the best of the other algorithms on 7%
of traces, in effect performing worse than the best algorithm
on only 0.4% of traces.

Comparison with advanced cache algorithms
We compared HALP with a state-of-the-art learned cache
algorithm LRB [32] and heuristic cache algorithm Adaptive-

—— HALP—#— Adaptive-TinyLFU LeCaR
—#— LRB —=— LRU -El- B-LRU

Byte miss reduction (%) to B-LRU

—20+ i

64 128 256 512 1024
Cache size (GiB), log scale

Figure 10: The byte miss reduction of different algorithms
compared to B-LRU on a public trace from a Wikipedia CDN
node. LRB, Adaptive-TinyLFU, HALP, and B-LRU achieve
the best performance individually at cache size 64 GiB, 128
GiB, 256 GiB, 512 GiB. At 1024 GiB, the cache is big enough
that all cache algorithms converge.

TinyLFU [15]. We use two YouTube production traces from
a developed market region and an emerging market region
in 2020 to get robust results. These traces are four days long.
Our implementation of LRB and Adaptive-TinyLFU is based
on LRB’s open-source simulator [1]. For a fair comparison,
we extended LRB’s features to be identical as HALP. We
tuned LRB’s major hyperparameter (memory window) using
its public implementation. In additional to using LRB’s orig-
inal 64 eviction candidates, we also tested using 4 eviction
candidates identical as HALP. Figure 9b and 9¢ show normal-
ized byte miss ratios over time for Adaptive-TinyLFU, LRB
with 4/64 eviction candidates, and LRB. We use the first day
of each trace as a warm-up, and exclude it from the figures.

Adaptive-TinyLFU achieves P95 byte miss ratios of 0.515
and 0.598 on two traces. Compared to it, LRB and HALP
achieve smaller ratios (0.479/0.565 for LRB, 0.475/0.564 for
HALP). HALP achieves similar P95 byte miss ratios com-
pared to LRB (0.17%/0.83% less byte misses) with less than
an order of magnitude computation overhead. For each evic-
tion it only compares 4 eviction candidates instead of 64
for LRB. As a result, HALP computes a prediction for each
eviction in 2.1 us in comparison to 60 us that is required by
LRB [32]. Tuning LRB’s eviction candidates from 64 to 4
would increase P95 byte misses by about 2% (to 0.489/0.575).
And this increase would be higher with larger cache sizes
given there are more number of objects in cache. In addition,
LRB’s performance is sensitive to the selection of its memory
window, which requires extensive tuning.

Comparison on a public general CDN trace

To test HALP’s performance on a general CDN workload, we
evaluated HALP on a trace from a Wikipedia CDN node [32].
We mimic LRB evaluation settings in cache sizes, the warmup
length, and the byte miss reduction metric (Figure 9(a) in
LRB), but we converted the object sizes into uni-size. We
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select the uni-size to be 32 KiB to match the average request
size of the original trace. We compare HALP with the best-
performing cache algorithms in LRB evaluations, i.e., LRB,
Adaptive-TinyLFU, LeCaR, B-LRU, and LRU. We ran HALP
by our simulator, and baseline algorithms by LRB public sim-
ulator. For LRB, we use the hyperparameter values described
in the paper and its website. Compared to LRB, HALP does
not use the additional categorical feature in the trace.

Figure 10 shows the byte miss reduction of different algo-
rithms compared to an industry standard algorithm B-LRU
(LRU-eviction policy using a Bloom filter as admission con-
trol [24]). None of the algorithms achieves the best per-
formance across all cache sizes. LRB, Adaptive-TinyLFU,
HALP, and B-LRU achieve the best performance individu-
ally at cache size 64 GiB, 128 GiB, 256 GiB, 512 GiB. At
1024 GiB, the cache is big enough that all cache algorithms
converge. At such cache size B-LRU suffers from its admis-
sion control. Our observation for this trace is the frequency of
objects remains stable over time, making past frequency a reli-
able indicator of future frequency and allowing the frequency-
based heuristic algorithms such as Adaptive-TinyLFU to per-
form well. In contrast, the workload on YouTube exhibits
strong spatial locality, which means that past frequency is
less indicative of future frequency, resulting in a lower perfor-
mance of the frequency-based heuristic algorithms. Note the
differences between these results and Figure 9(a) in LRB are
likely due to the uni-size object transformation.

5.6 Hyperparameter Selection

We validate the effect of different hyperparameters. This in-
cludes different numbers of eviction candidates, different neu-
ral network architectures, and different retrain intervals.

Neural network architecture

HALP uses a simple neural network with one hidden layer.
Here we vary the number of hidden neurons in the hidden
layers and measure the byte miss ratio.

Fig. 11a shows the relationship between the geometric
mean of P95 normalized byte miss ratio of all traces as the
number of neurons in the hidden layers increase logarithmic
from 1 to 256. We see a marginal benefit by increasing the
number of neurons up to 8. Beyond this point, more hidden
representations do not help. To keep a safe margin, we select
the number of hidden neurons in our deployment to be 20.

Number of eviction candidates
HALP uses this parameter in training and prediction. After
candidates are selected by the heuristic policy, it iteratively
does pairwise ranking to select the final chunk to evict, and
later uses these comparisons to generate training data. We
vary the number of eviction candidates in the simulation, and
measure the byte miss ratio. Note that this changes training
and prediction distributions in lock-step.
Fig. 11b shows the relationship between the geometric

mean of P95 normalized byte miss ratio of all traces and
the number of candidates selected by the heuristic algorithm
varying from 2 to 16. As the number of eviction candidates in-
creases from 2 to 4, the byte miss ratio reduces from 60.4% to
59.3%. Further increasing the number of eviction candidates
has a marginal effect. Large numbers of eviction candidates
have a marginal benefit of the byte miss ratio, but too large
a number may harm the byte miss ratio if the other training
hyperparameters are not adjusted accordingly.

The number of pairwise comparisons per eviction increases
from 3 to 7 when the number of eviction candidates increases
from 4 to 8. This increase in CPU does not justify the less than
1% relative byte miss ratio reduction, as a result HALP uses
four eviction candidates and does three pairwise comparisons.

Retrain interval

HALP trains online as new requests are processed. We con-
duct simulation experiments to test different retrain intervals.
In order to only test the difference in updating the model
online, we increase the trace length to be 6 days from 3 days.
We use the first 3 days to train the model in the same retrain
interval, and validate that the training loss has been stable.
After that, we vary the retrain intervals in the next 3 days, and
only measure the byte miss ratio during the latter 3 days.

Fig. 11c shows the relationship between the geometric

mean of P95 normalized byte miss ratio of all traces and the
retrain intervals. As the retrain intervals increases from pro-
cessing every 1 new training data input to every 10® new train-
ing data input, the byte miss ratio slightly increases by less
than 0.2%. Our hypothesis is that the traffic pattern change is
slow in most traces. But to increase the algorithm robustness,
we keep the retrain interval to be every 1024 training data in-
put. This is acceptable in production given the CPU increase
is only 1.8% and enables the model to adjust to unpredictable
quick workload changes.

6 Related Work

Heuristic-based cache algorithm. Many heuristic-based
cache algorithms have been proposed in the past six decades,
and from them the most impactful ones include LRU,
FIFO, CLOCK [3], SLRU [19], 2Q [18], ARC [25], and
TinyLFU [15,16]. Many heuristic algorithms have low compu-
tation overhead and provable competitive ratios. But because
they are not adaptive enough, they work well in some traces
but not in others.

Learned cache eviction. Recently, many learning-based
cache algorithms have been proposed to make cache eviction
decisions. Table 2 summarizes the state-of-the-art learned
cache eviction and admission algorithms. We list four prop-
erties of learning-based cache algorithms: target application,
whether they are used to make admission or eviction deci-
sions, if they employ online learning, and which underlying
machine learning algorithm they employ.
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Figure 11: Geometric mean of P95 normalized byte miss ratio of all traces (a) as the number of neurons in the hidden layers
increases logarithmically from 1 to 256. We see a marginal benefit by increasing the number of neurons up to 8. (b) as the number
of candidates selected by the heuristic algorithm varies from 2 to 16. As the number of eviction candidates increases from 2 to 4,
the byte miss ratio reduces from 60.4% to 59.3%. Further increasing the number of eviction candidates has a marginal effect. (c)
as the retrain interval increases by how much training data is processed. As the retrain interval increases from processing every 1
new training data input to every 10 new training data input, the byte miss ratio slightly increases by less than 0.2%.

CACHEUS [26] proposes two new heuristic algorithms:
SR-LRU, a scan-resistant version of LRU, and CR-LFU, a
churn-resistant version of LFU. Then it proposes a regret
minimization algorithm to switch between these two experts.
As a limitation, the overall algorithm cannot adapt to a new
workload if neither of the two experts can adapt to it. In
addition, the metadata overhead scales linearly with the num-
ber of experts because each one needs to maintain its pri-
ority queue. [36] learns next request distribution from tags
collected by a distributed tracing framework. It combines a
lookup table, a K-Nearest Neighbor approach, and a Trans-
former model to achieve low overhead and high accuracy.
But it has a high learning overhead. LRB [32] uses a regres-
sion model to approximate Relaxed Belady, a relaxed oracle
algorithm. It uses random sampling to generate eviction can-
didates and training data. Because of a large number (64) of
candidates are needed, the eviction has a high computation
overhead. In addition, generating training data with enough
critical objects is costly due to the uniform sampling process.
And LRB’s performance is sensitive to the selection of the
memory window (its major hyperparameter).

Parrot [22] and LFO [8] use imitation learning to mimic
the oracle algorithm. The objective is to achieve an end-to-
end design, but they suffer from a distribution shift. This is
because they train their models in an offline fashion, and in
practice learning-based cache algorithms have a substantial
gap from an oracle, and the objects in the cache as a result
differ from a cache that would use an oracle algorithm.

AVIC [5] is designed for a video streaming CDN, leverag-
ing the constant speed sequential access patterns, and predicts
the time to the next access for the following chunks. However,
it has a high implementation overhead because of the complex
synchronization between video sessions. Glider [31] targets
an eviction policy for CPU caches, and uses an LSTM model

for offline analysis. It uses a fast SVM model for an online
policy heavily leveraging the program counter (PC) address
feature, which is unavailable in the CDN domain.

LHD [6] estimates the hit density of an object between ad-
mission and eviction using Bayesian approaches. But it cannot
scale with increasing number of features since it does not have
a general model for prediction. Predictive Marker [23] is a
theoretical work using learning to augment a cache using the
Marker algorithm. This idea inspires the design of HALP.

Another line of works [14,20] use reinforcement learning to
directly optimize an eviction policy with the target objective.
But because cache feedback (hit) can take tens of millions
of steps, reinforcement learning approaches suffer from such
long feedback and currently have lower performance than
supervised learning approaches in practice.

Learned cache admission. In addition to learned eviction
policies, many recent research proposed to use learning in
cache admission. Cache admission is helpful when a cache
has a bottleneck in write constraints (e.g. SSD write amplifi-
cation and endurance), or a large portion of objects are never
reaccessed. The prominent papers include Flashield [17],
CacheLib [7], and CacheSack [35]. Because their decision
space is more limited than that of eviction algorithms, they
have worse performance. HALP’s eviction policy can be used
jointly with a learned admission policy.

Statistical hypothesis test. Many statistical hypothesis tests
have been proposed. But they often focus on using small data,
and not on measuring the distribution change. For example, a
standard t-test [33] measures the change of mean value.
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Algorithm Year ;F;;%iectation E:Zi?:g;:missmn Online learning?  Algorithm
1-hidden-layer MLP,
HALP (ours) 2022 CDN Eviction Yes Heuristic + pairwise preference
ranking from re-accesses.
CacheSack [35] 2022  Flash cache Admission Yes Greedy optimization
CACHELUS [26] 2021  Storage Eviction Yes ge?;;telf ii?;ﬁngon
Lo S oy Somge Bicin Mo Lo ol N
LRB [32] 2020 CDN Eviction Yes Decision trees
Parrot [22] 2020 CPU Eviction No Transformers
CacheLib [7] 2020 Multipurpose  Admission No Private
AVIC [5] 2019 CDN Both No Decision trees
Glider [31] 2019 CPU Eviction Yes SVM
Flashield [17] 2019 Flash cache Admission No SVM
LHD [6] 2018 KV store Eviction Yes Probability model
LFO [8] 2018 CDN Eviction No Decision trees
Predictive Marker [23] 2018 / Eviction / Learning + Marker algorithm
Harvesting 2017 KV store Eviction Yes Reinforcement learning

randomness [20]

Table 2: A summary of state-of-the-art learned cache eviction and admission algorithms

7 Future Work

For future work, we aim to expand HALP to the SSD and
HDD caching tiers of the YouTube CDN. We also seek to
jointly optimize eviction and admission policies. Another line
of future work we plan to explore is to redesign the features
and model architecture leveraging existing hardware accel-
erators. Right now, HALP uses only CPUs and the pairwise
comparisons that use the model to pick candidates are subject
to the CPU overhead limits acceptable in production. With
accelerators like GPUs or TPUs we will be able to explore a
larger design space of features and model architectures. One
challenge here is how to design an asynchronous batched
eviction algorithm to achieve a high utilization of accelerators
while preventing it on path of cache operations that require a
low latency.

8 Conclusion

This work describes the design, implementation, and evalu-
ation of HALP, a learned caching algorithm that has been
deployed to a large-scale production CDN. We also describe
an impact distribution analysis method that allows us to mea-
sure the impact of deploying a new cache algorithm in a

production setting with significant measurement noise. The
key insight of HALP is to augment a preexisting heuristic
caching policy with machine learning, using the heuristic
policy to pick candidates for eviction and the ML model to
decide which candidate to evict. The key insight of our impact
distribution analysis is modeling machine level measurement
noise by comparing machines with HALP deployed against
no-op machines.

These design decisions enable HALP’s robust byte miss
reduction by an average of 9.1%. In addition, these improve-
ments were achieved with a modest CPU overhead of 1.8%.
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A Details about the loss function and model
weight updates

To explain why we use a cross entropy loss: let w denote the
neural network weight parameters and s,,(f(k,7)) denote the
score output of the neural network for features corresponding
to cache key k at time ¢. Assume that the feedback generation
process for the pairwise comparison orders the cache key
ki ahead of k, while querying for the first access to either
after time ¢ (i.e. k; arrives before k, for the first access to
either of them after time #). In this case, the cross entropy loss
penalizes the loss according to how much the predicted score
for ky exceeds that of k. Specifically, with A = s,,(f(k2,t)) —
sw(f(k1,t)), as the difference in scores, the neural network
weight parameters w are adjusted based on the gradient of the
loss function log(1+¢”). When A << 0, the loss is close to 0,
but when A >> 0, the loss is linear in A and varies smoothly
around O.

B Analysis of a simple model for reranking

Let (U,H,L) be a triple of jointly distributed random vari-
ables. Let
(Ui,Hy,Ly),...,(Uy,Hy,Ly)

be id samples ~ (U,H,L). The value H; corresponds to the
score for item i predicted by some (heuristic) ranking policy
and similarly, L; corresponds to the score predicted by, (say
a learned) ranking policy L. U; denotes the true utility from
object i, but this is a latent variable. The problem is to choose
an index i such that U; is as large as possible. Define the
expected utility of a policy X € {U,H,L} as follows:

(U(X) = E[Ua.rgmaxi(x,')]

We’d like to pick i* £ argmax;(U;), which achieves the op-
timal utility U(U), but we only observe (H,L) with U be-
ing a latent variable. Given two ranking policies H and L,
define an aggregate selection policy on them, T(H,L) as a
map 2, ©: R¥" — [n], and the resulting expected utility as
U(r) = E[Ug(s,1)]- Next, we describe and analyze a simple
aggregation strategy that we’ve discovered to be useful in
learned caching. Let Ay (i) be defined as the item with ranked

2[n] denotes the set {1,...,n}

1162 20th USENIX Symposium on Networked Systems Design and Implementation

USENIX Association


https://www.sandvine.com/hubfs/Sandvine_Redesign_2019/Downloads/2022/Phenomena%20Reports/GIPR%202022/Sandvine%20GIPR%20January%202022.pdf?utm_referrer=https%3A%2F%2Fwww.sandvine.com%2Fphenomena
https://www.sandvine.com/hubfs/Sandvine_Redesign_2019/Downloads/2022/Phenomena%20Reports/GIPR%202022/Sandvine%20GIPR%20January%202022.pdf?utm_referrer=https%3A%2F%2Fwww.sandvine.com%2Fphenomena
https://www.sandvine.com/hubfs/Sandvine_Redesign_2019/Downloads/2022/Phenomena%20Reports/GIPR%202022/Sandvine%20GIPR%20January%202022.pdf?utm_referrer=https%3A%2F%2Fwww.sandvine.com%2Fphenomena
https://www.sandvine.com/hubfs/Sandvine_Redesign_2019/Downloads/2022/Phenomena%20Reports/GIPR%202022/Sandvine%20GIPR%20January%202022.pdf?utm_referrer=https%3A%2F%2Fwww.sandvine.com%2Fphenomena
https://www.sandvine.com/hubfs/Sandvine_Redesign_2019/Downloads/2022/Phenomena%20Reports/GIPR%202022/Sandvine%20GIPR%20January%202022.pdf?utm_referrer=https%3A%2F%2Fwww.sandvine.com%2Fphenomena
https://cloud.google.com/blog/products/networking/introducing-media-cdn
https://cloud.google.com/blog/products/networking/introducing-media-cdn

order® i when using the ranking policy X for X € {U,H,L}.
For each k € [n], define m;(H,L) as the item chosen when
re-ranking the top k items in the heuristic H according to L.

T (H,L) £ Ay (j), where j = argmaxLy, ()
1SS

Figure 12: The benefit of rank aggregation evaluated over var-
ious configurations for the correlation coefficients based on a
sample of N = 20 items. The diagonal line indicates points
at which py = pr. The green region indicates configurations
where U(ny(H,L)) > U(H) based on a 95% confidence in-
terval generated from bootstrap estimates of the sample mean.
the blue region indicates areas where U(m(H,L)) > U(H)
with at least a 95% CI. The grey areas are where the con-
fidence interval overlaps with 0. Interestingly, even when
pPH > PL, it could be advantageous to switch to the lightweight
reranking of just the top two items despite having a poor (e.g.,
learned) policy L. Our experiments indicate that as we in-
crease n, it is better to uniformly switch from H to 1 (H,L)
for all configurations.

The notation implies wm;(H,L) = Ay(1) and
7, (H,L) = AL(1). In other words, U(m(H,L)) = U(H) and
U(m,(H,L)) = U(L). To understand precisely when the
proposed aggregation might help, we now make some as-
sumptions to help with mathematical tractability, analysis and
visualization. Let py > 0,pz, > 0 be such that p% +p? < 1,
and consider the jointly Gaussian distribution,

1 puw pL
(UvHvL)NN 0) pH 1 0
pr 0 1

It is clear that U(H) and U(L) are monotone in py, Py, respec-
tively under the above assumptions. To map the above model

3order 1 is the largest item.

to a motivating practical scenario, think of H as an efficient
heuristic strategy (e.g. LRU). L could be imagined to be a
learned policy that is (1) expensive to evaluate (2) not always
safe, i.e. we can end up with pz < pg. The proposed mecha-
nism addresses both of these issues simultaneously. For (1)
we only need to invoke L on at most e.g. k = 2 items, and for
(2) the below claim argues that we get an improved outcome,
U(my(H,L)) compared to the baseline strategy U(H) (which
is also naturally greater than U(L), when py > p1). Based on
numerical analysis, we observe, and hypothesize more gener-
ally, that as n — oo, the re-ranking strategy improves over the
pure heuristic policy, i.e. U(mz(H,L)) > U(H). The above
hypothesis applies to arbitrary positive values of py and pr.
It says that we can improve on H even with a worse alternate
policy L. This helps give some evidence for why such a strat-
egy appears to be “safe” in terms of improvement over the
baseline. In Figure 12, we plot the situation numerically for
N =20, for all possible problem configurations of py, pr.
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