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Abstract– We explore a new design point for traffic engi-
neering on wide-area networks (WANs): directly optimizing
traffic flow on the WAN using only historical data about
traffic demands. Doing so obviates the need to explicitly esti-
mate, or predict, future demands. Our method, which utilizes
stochastic optimization, provably converges to the global op-
timum in well-studied theoretical models. We employ deep
learning to scale to large WANs and real-world traffic. Our ex-
tensive empirical evaluation on real-world traffic and network
topologies establishes that our approach’s TE quality almost
matches that of an (infeasible) omniscient oracle, outperform-
ing previously proposed approaches, and also substantially
lowers runtimes.

1 Introduction

To meet the constant rise in traffic, service providers invest
huge effort into traffic engineering (TE)—optimizing traffic
flow across their backbone WANs [11, 22, 24, 28, 37, 39, 57],
which interconnect their datacenters with each other and
with external networks. The production state-of-the-art
involves periodically solving a (logically centralized) op-
timization problem to determine how to best split traffic
across network paths. Changes to TE configurations are
realized using software-defined control of network hard-
ware [11, 22, 24, 35, 38, 39].

A key challenge for WAN TE is uncertainty regarding
future traffic demands. The standard approach for contend-
ing with this is twofold. For time-sensitive traffic, providers
measure application-specific usage data from switches (e.g.,
using sampled netflow or ipfix counters) and attempt to pre-
dict future usage. For bandwidth-hungry, scavenger-class
traffic [22], providers deploy so called agents/shims in the OS
of hosts from which traffic originates. These agents explicitly
signal applications’ traffic demands to “brokers” that, in turn,
aggregate demands, relay them to the centralized optimizer,
and enforce the resulting rate allocations [22, 24].

Both of the above approaches for handling traffic uncer-
tainty have drawbacks. Demand predictions can naturally
be erroneous and, more importantly, there is an objective
mismatch between the loss functions to predict future traffic
demands (e.g., mean-squared-error, L1 norm error) and the
end-to-end objective of producing high-performance TE con-
figurations. For example, mean-squared-error would weight
error in any demand equally, yet errors on demands that are

more problematic to carry on a given topology will exert
a disproportionately large effect on TE quality. The other
approach – brokering and explicitly specifying demands – en-
tails nontrivial operational overheads, including changes to
end-hosts and applications. This can increase the lag experi-
enced by application requests (which is why this approach is
used in practice only for bandwidth-hungry, scavenger-class
traffic [22]).

The demand uncertainty challenge is further amplified for
customer-facing traffic (web, images, e-mails, videos, etc.),
which constitutes a large and growing share of the total traffic
traversing some providers’ backbones. For such traffic, which
originates in unmodified apps or clients, brokering in the
host OS is not applicable. Moreover (see §2.1), such traffic
exhibits high variability and is difficult to predict accurately.

We explore a new design point for WAN TE: training
a TE decision model on historical data about traffic de-
mands to directly output high-quality TE configurations. We
present the DOTE (Direct Optimization for Traffic Engineer-
ing) TE framework. DOTE applies stochastic optimization
to learn how to map recently observed traffic demands (e.g.,
empirically-derived traffic demands from the last hour) to
the next choice of TE configuration. Using DOTE, providers
need only passively monitor traffic to/from datacenters and
do not have to onboard applications onto brokers. Directly
predicting TE outcomes that optimize TE performance also
resolves the objective mismatch between demand prediction
and TE performance, yielding TE outcomes that are more ro-
bust to traffic unpredictability. We show how DOTE can scale
to handle large WANs and real-world traffic by harnessing
the expressiveness of deep learning.

We evaluate DOTE both analytically and empirically. Our
theoretical results establish that if the TE optimization objec-
tive satisfies desirable convexity/concavity properties, DOTE
provably converges to the optimum. We prove that this is in-
deed the case for standard TE optimization objectives such as
minimizing the maximum-link-utilization (MLU) [8, 14, 27],
maximizing network throughput [4, 22, 24, 37], and maximiz-
ing concurrent-flow [11, 29].

Our empirical evaluation compares DOTE, in terms of
both quality and runtimes, to TE with explicit demand esti-
mates from end-hosts, demand-prediction-based TE, demand-
oblivious TE, deep-reinforcement-learning-based TE, and
more. Evaluating data-driven TE schemes like DOTE re-
quires substantial empirical data regarding traffic conditions
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for both training and performance analysis. We conduct
a large-scale empirical study using both publicly available
datasets and historical data from Microsoft’s private WAN.
These datasets span months of traffic demands at few-minutes
granularity, amounting to tens of thousands of demand snap-
shots. Our evaluation covers small (10s of nodes) and large
(100s of nodes) WANs, different types of traffic (including
inter-datacenter and customer-facing), and different TE opti-
mization objectives. To facilitate reproducibility, our code is
available at [2].

Our evaluation results show that:

• DOTE achieves TE quality almost matching that of an
infeasible oracle with perfect knowledge of future de-
mands. Across all evaluated network topologies, traffic
traces, and considered TE objectives, DOTE compares
favorably to all other evaluated TE schemes. We also
demonstrate DOTE’s robustness to changes in traffic
conditions and to network failures.

• By invoking a DNN for the online computation of TE
configurations, DOTE achieves runtimes 1-2 orders
of magnitude faster than solving a linear program (LP),
even for large WANs, matching the gains from recent
proposals for fast (approximate) LP optimizations [4,40].
Our approach thus also holds promise for expediting
decision making for TE.

We view our investigation of direct optimization for WAN
TE as a first step and discuss current limitations of our ap-
proach that we hope future research can address.
This work does not raise any ethical concerns.1

2 Motivation and Key Insights

2.1 Inter-DC vs. Customer-Facing Traffic
Enterprise WANs carry traffic between the provider’s own
datacenters (e.g., geo-replication of datasets, newly computed
search indices) as well as traffic traversing the backbone to-
wards/from customers (e.g., web traffic, videos).

To motivate our direct optimization approach, we present
analyses of traffic on Microsoft’s production WAN. Fig-
ure 1(a) plots the standard deviation in inter-datacenter traffic
demands, normalized by the mean, across 11 consecutive
weeks, for the pair of datacenters with the highest average
demand. Demands are collected at 5-minute granularity. Sim-
ilarly, Figure 1(b) plots the normalized standard deviation in
customer-facing traffic demands over 4 consecutive weeks for
the pair of nodes with the highest average demand. Observe
the substantial difference; in the inter-datacenter traffic trace,
demands are significantly less variable.

1In particular, the measured traffic demands, used in our evaluation, are
aggregate counters between pairs of datacenters at the granularity of minutes
(or coarser). They do not contain user IP addresses or packet contents.
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(a) Inter-data-center traffic
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(b) Customer-facing traffic

Figure 1: Variability in traffic demands for inter-datacenter
traffic and customer-facing traffic across different weeks.

High variability in customer-facing traffic demands can
accrue from different sources, e.g., (1) flash-crowds that may
cause a surge in search requests, e-mail volume, etc., (2)
congestion on the WAN’s peering links with ISP networks,
and (3) route changes and outages that cause traffic to ingress
or egress the WAN at different sites. We have observed that
customer-facing demands can exceed 100× the average value
for extended stretches of time. Thus, customer-facing traffic
is harder to accurately predict than inter-datacenter traffic.
See Figure 10(a)–Figure 10(b) in the appendix for differences
in demand-prediction accuracy between the above discussed
two traffic traces.

To summarize: for customer-facing traffic, which is a large
and growing share of overall WAN traffic, not only is direct
inference of traffic demands by the host OS infeasible, but
accurate demand prediction also appears elusive. We seek a
method that can achieve nearly optimal TE outcomes even
for the unpredictable traffic demands.

2.2 Demand Prediction vs. Direct Optimization
We illustrate key insights underlying DOTE using the example
in Figure 2(a). Each of nodes A and B wishes to send traffic
to node D, and can do so either via its direct link to D or
its 2-hop path to D through node C. All link capacities are
1. Every fixed time interval (say, 5 minutes), the TE system
must determine, for each of the two source nodes, A and B,
traffic splitting ratios specifying which fraction of its demand
is forwarded along each of its assigned two paths to D. A and
B’s traffic demands for each time interval are drawn (i.i.d) at
the beginning of each time interval from a fixed probability
distribution: with probability 1

2 node A’s demand is 5
3 and

node B’s demand is 5
6 and with probability 1

2 node B’s demand
is 5

3 and node A’s demand is 5
6 . The TE system has no a priori

knowledge of the realization of the traffic demands; splitting
ratios must be determined before actual traffic demands are
revealed.

Demand-prediction-based TE and its shortcomings. A
natural solution is training a predictor on empirical data con-
taining past demands for A and B to predict the combination of
demands closest (in expectation) to the realized combination
of demands (e.g., in terms of mean-squared-error), and then
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(a) Network topology (b) Induced splitting ratios for a
demand-predictor

(c) Optimal splitting ratios (d) Expected MLU as a function of the splitting
ratios

Figure 2: Simple WAN TE example

performing global optimization with respect to the predicted
demands. In our simple example, this leads to the predicted
demand-combination being ( 5

4 ,
5
4 ) and the induced splitting

ratios presented in Figure 2(b). Under these splitting ratios,
regardless of the realization of the demands, either link (A,D)
or link (B,D) will carry more traffic than its capacity can
accommodate. In the optimal solution shown in Figure 2(c),
however, regardless of the realized demands, no link carries
more traffic than its capacity can support.

Of course, instead of predicting a single demand-
combination, one could have predicted a probability distribu-
tion over the traffic demands and optimized splitting ratios
with respect to that. This entails two nontrivial challenges,
which are significantly amplified for large WANs and real-
world traffic: (1) We must impose a specific structure on
the probability distribution to be predicted (e.g., Gaussian,
bimodal), which might not be a good fit for actual WAN
traffic. This is particularly true when there hidden correla-
tions between demands (as in our example); (2) Optimizing
an LP with respect to a distribution over multiple demand-
combinations can be prohibitively time consuming for large
WANs.

On direct optimization of traffic splitting ratios and why
it might do better. An alternative approach, which avoids
presuppositions regarding the traffic, and also LP optimiza-
tions, is training a decision model on past realizations of A
and B’s traffic demands to directly output traffic splitting ra-
tios that are close to the global optimum. This approach can
outperform the demand-prediction-based approach in scenar-
ios where traffic is volatile and hard to predict but a certain
configuration of splitting ratios performs well on most traffic
realizations. Directly inferring the splitting ratios also obvi-
ates the need for solving an LP to optimize splitting ratios
with respect to predicted traffic. As our evaluation results in
§4 show, this significantly accelerates TE runtimes for large
WANs. In our example, after sufficient training, the model is
expected to learn the splitting ratios in Figure 2(c) (the unique

global optimum). Indeed, DOTE, which is a manifestation of
this approach, quickly converges to this global outcome.

Exploiting convexity/concavity for direct optimization of
splitting ratios via gradient descent. A key insight is that for
classical TE optimization objectives, the function mapping
splitting ratios to expected performance scores satisfies desir-
able properties, namely, convexity/concavity. This facilitates
utilizing elegant direct optimization methods, like (stochastic)
gradient descent, circumventing explicit demand prediction.

To illustrate this, we consider the classical TE objective
of minimizing maximum-link-utilization (MLU). We visual-
ize in Figure 2(d) the impact of different choices of splitting
ratios on MLU, i.e., the maximum ratio, across all network
links, between the traffic traversing a link and the link capac-
ity. x-axis values specify the fraction of A’s traffic sent on
the direct path (A,D). Since A only has two available paths,
this value also uniquely determines the fraction of A’s traffic
sent on the indirect path (A,C,D). Similarly, y-axis values
specify the fraction of B’s traffic sent on (B,D) and so also on
(B,C,D). z-axis values represent the expected MLU for dif-
ferent choices of splitting ratios for A (x-axis) and B (y-axis)
for the underlying demand distribution described above. For
instance, the scenario where A and B send all of their traffic
on (A,D) and (B,D), respectively, is captured by w(A,D) = 1
(x-axis) and w(B,D) = 1 (y-axis), and the derived expected
MLU is 5

3 (z-axis). Indeed, in this scenario, regardless of
which of the two demand combinations is realized, the traffic
injected into either link (A,D) or link (B,D) will be 5

3 x its
capacity. The unique global minimum for MLU, in which no
link capacity is exceeded, is achieved for w(A,D) = 0.6 and
w(B,D) = 0.6 (the red dot in Figure 2(d), which corresponds
to the splitting ratios in Figure 2(c)).

As seen in Figure 2(d), the expected MLU exhibits a desir-
able structure—convexity in the traffic splitting ratios. This
suggests the following procedure for converging to the op-
timum: start with arbitrary splitting ratios, and adapt the
splitting ratios in the direction of the steepest slope of the (ex-
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pected) MLU (i.e., the opposite direction of the gradient with
respect to the splitting ratios) until converging to the global
minimum. We show (in §3.3) that the convexity of the ex-
pected MLU extends to any network topology, any choice of
network paths (tunnels), and any underlying demand distribu-
tion, and so, this elegant optimization procedure is guaranteed
to converge to the global optimum in general.

2.3 TE as Stochastic Optimization
How to estimate the gradient of the expected MLU? Ex-
ecuting gradient descent on the expected MLU requires re-
peatedly evaluating the gradient for different traffic splitting
configurations. However, exact knowledge of the gradient
is impossible without exact knowledge of the underlying de-
mand distribution. Once again, the specific structure of the
TE setting gives rise to opportunities for effective optimiza-
tion. We show how the gradient can be closely approximated
from data samples of past realizations of the demands. Our
approach builds on the following two observations that, while
illustrated using our toy example, generalize to arbitrary net-
work topologies, tunneling schemes, and distributions over
traffic demands (see §3).

• For any realized demand-combination, the MLU gra-
dient with respect to these specific demands can be
expressed in closed form. Suppose that the realized
demands in our simple example are 5

3 for A and 5
6 for B.

The MLU as a function of A’s splitting ratios, w(A,D)

and (1 − w(A,D)), and B’s splitting ratios, w(B,D) and
(1−w(B,D)), can be expressed as:

max{5
3

w(A,D),
5
3
(1−w(A,D))+

5
6
(1−w(B,D)),

5
6

w(B,D)}

(i.e., the maximum load across the links (A,D), (C,D),
and (B,D), respectively2). This representation of the
MLU for the realized demands as a convex function
of the splitting ratios enables deriving a closed form
expression of the (sub)gradient of the MLU3, as shall be
discussed in §3.

• Averaging over the MLU gradients for past realized
demands closely approximates the gradient of the
expected MLU. Exact knowledge of the underlying
probability distribution over demands is elusive in most
real-world scenarios. Hence, the gradient of the expected
MLU for a given configuration of splitting ratios can-
not be precisely derived. However, this gradient can be
well-approximated by averaging over the gradients for

2Observe that the load on (A,C) and (B,C) is always dominated by the
load on (C,D), and so we disregard these links.

3Note that even though this function is not differentiable for all inputs due
to the maximum operator, the subgradient always exists and can be explicitly
derived.

realized demands at those splitting ratios. In our exam-
ple, deriving the expected MLU gradient for specific
traffic splitting ratios for A and B can be achieved by
sampling sufficiently many past realizations of A and B’s
demand-combinations, deriving the MLU gradient with
respect to each such realized demand combination (at
these splitting ratios), and averaging over these.

Why is reinforcement learning (RL) not a good fit? (Deep)
RL methods have been applied to many networking domains,
including routing [54]. Similarly to DOTE, RL approaches to
TE also replace explicit demand prediction with end-to-end
optimization, mapping recent traffic demands to TE configu-
rations [54]. However, while RL can be applied to essentially
any sequential decision making context, RL suffers from
higher data-sample complexity, notorious sensitivity to noisy
training, and a brittle optimization process that necessitates
painstakingly sweeping hyperparameters [21]. A key obser-
vation underlying DOTE is that WAN TE exhibits a desirable
structure that gives rise to opportunities for much simpler and
more robust optimization, rendering RL an “overkill”.

2.4 Harnessing Deep Learning
In our simple example, traffic demands were repeatedly drawn
from the same probability distribution. Real-world traffic ex-
hibits intricate temporal (hourly, diurnal, weekly), and other,
patterns. To pick up on such regularities, the TE system
could take into account the recent history of observed traffic
demands (e.g., traffic demands from the last hour). How-
ever, there are infinitely many possible recent histories of
traffic demands the TE system might observe. To address this,
DOTE trains a deep neural network (DNN) to approximate
the optimal mapping from traffic histories to TE configura-
tions, exploiting the capability of DNNs to automatically
identify complex patterns in large, high-dimensional data
(§3.4). DOTE builds on recent developments in large-scale
optimization, namely, the ADAM stochastic gradient descent
optimizer [30], to accommodate efficient training on extensive
empirical data (10s of thousands of traffic demand snapshots
in our experiments).

3 Direct Optimization for TE (DOTE)

Below, we present our model for WAN TE with uncertain
traffic demands, which extends the classical WAN TE model.
We then delve into the the DOTE stochastic optimization
framework, provide theoretical guarantees, and discuss how
DOTE can be implemented in practice.

3.1 Modeling WAN TE
Network. The network is modeled as a capacitated graph
G = (V,E,c). V and E are the vertex and edge (link) sets,
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respectively, and c : E → R+ assigns a capacity to each edge.

Tunnels. Each source vertex s communicates with each desti-
nation vertex t via a set of network paths, or “tunnels”, Pst .

Traffic demands. A demand matrix (DM) D is an |V |× |V |
matrix whose (i, j)’th entry Di, j specifies the traffic demand
between source i and destination j.

Optimization objective. To simplify exposition, we first
describe DOTE for the case of one classical TE objective:
minimizing maximum-link utilization (MLU) [9, 13, 17]. We
discuss other optimization objectives (maximum network
throughput and maximum-concurrent-flow) in §3.5.

TE configurations. We focus on how traffic should be split
across a given set of tunnels so as to achieve the optimization
objective. DOTE is compatible with any tunnel-selection
method. We discuss an extension that incorporates data-
driven tunnel selection in §5.

Given a network graph and demand matrix, a TE configura-
tion R specifies for each source vertex s and destination vertex
t how the Ds,t traffic from s to t is split across the tunnels in
Pst . Thus, a TE configuration specifies for each tunnel p ∈ Pst
a value xp, where xp is the fraction of the traffic demand from
s to t forwarded along tunnel p (and so ∑p∈Pst xp = 1).

Given a demand matrix D and TE configuration R , the total
amount of flow traversing edge e is fe = ∑s,t∈V,p∈Pst ,e∋p Ds,t ×
xp. The objective is minimizing the maximum link utilization
induced by R and D, maxe∈E

fe
c(e) , which we will refer to as

MLU and represent as L(R ,D). WAN operators seek to re-
duce the MLU to keep more headroom open for unplanned
failures and traffic spikes. Typically, operators spend to in-
crease link capacities when MLU exceeds a threshold value,
and so reducing MLU can reduce CAPEX [14, 27].

In this work, we aim to select TE configurations without
a priori knowledge of the traffic demands. To do so, we
augment the above model as follows:

WAN TE under traffic uncertainty. Time is divided into
consecutive intervals, called “epochs”, of length δt . δt is de-
termined by the network operator (e.g., at some large service
providers [22, 24], δt is a few minutes). At the beginning of
each epoch t, the TE configuration R (t) for that epoch is de-
cided based only on the history of past demand matrices and
TE configurations. We also assume that the demand matrix
is fixed within an epoch and can be approximately estimated
after the fact.4 Such periodic changes to TE configuration
reflect the current practice in private WANs [22–24].

After selecting the TE configuration R (t) for epoch t, the
demand matrix Dt is revealed. To minimize MLU, the goal for
direct optimization is to devise a TE function π(Dt−1, . . .D1)

4For e.g., by sampling ipfix (or equivalent) data at each node in the WAN,
as is done in production in SWAN [22] and B4 [24]. This data contains
source and destination nodes and volume of bytes exchanged. Alternatively,
traditional ISP backbones use network tomography on measured link usage
data (see, e.g., [46, 58]).

that, for every t > 0, maps the history of DMs from the pre-
vious t − 1 time epochs to a TE configuration R (t) for the
upcoming time epoch t so as to minimize 1

T Σt
x=1L(R (x),Dx),

where T represents the length of time in which TE configura-
tions are computed according to π.

To reason about WAN TE in the presence of traffic uncer-
tainty, we assume that the demand matrix Dt at each epoch t is
generated from some probability distribution. We also make
the following two assumptions, which are fundamental to any
data-driven approach to WAN TE. First, we assume that there
is some sufficiently large H > 0 such that the finite window
of H recent historical observations of DMs is sufficient for
informing the decision of the next TE configuration. (Our em-
pirical results in §4 suggest that H = 12 suffices for attaining
high performance on our datasets.) Formally, we model the
demand matrix Dt as generated according to an unknown
H-Markov process with transition probabilities such that
P(Dt |Dt−1, . . . ,Dt−H) = P(Dt |Dt−1, . . . ,D1). Second, we as-
sume that the probability of observing a particular sequence
of H DMs in the training data and during real-time system
execution is the same. This formally translates to the Markov
process being in a steady state. Let P(Dt−1, . . . ,Dt−H) de-
note the Markov process’ stationary distribution, which deter-
mines the probability for any specific H-long recent history
of DMs. The expected MLU for a TE configuration R at
epoch t is therefore EDt [L(R ,Dt)], where the expectation
is with respect to the (unknown) probability distributions
P(Dt−1, . . . ,Dt−H) and P(Dt |Dt−1, . . . ,Dt−H) defined above.

3.2 The DOTE TE Framework
DOTE leverages stochastic optimization to compute a TE
function πθ(Dt−1, . . . ,Dt−H), parametrized by θ, which maps
the H-long recent history of DMs to the TE configura-
tion for the next time epoch, R (t). If the TE function is
sufficiently expressive, there should exist parameters that
closely approximate the optimal TE function. As we shall
discuss in §3.4, in DOTE, πθ is realized by a deep neu-
ral network (DNN), and the parameters θ correspond to
the DNN’s link weights. We thus consider the optimiza-
tion problem of seeking parameters θ for which the follow-
ing expression is minimized: E [L(πθ(Dt−1, . . . ,Dt−H),Dt)],
where the expectation is with respect to choosing t uni-
formly at random from {1, . . . ,T}, and the probability dis-
tributions P(Dt−1, . . . ,Dt−H) and P(Dt |Dt−1, . . . ,Dt−H) de-
fined above. Observe that by the linearity of expectation
and the above equation, E [L(πθ(Dt−1, . . . ,Dt−H),Dt)] =
1
T ΣT

t=1EDt

[
L(R (t),Dt)

]
, which is precisely our optimization

objective in DOTE.
The training data for DOTE is a trace of historical

DMs, consisting of N sequences of DMs of the form{
Di

t ,D
i
t−1, . . . ,D

i
t−H

}
, where each sequence consists of H+1

DMs and captures a specific realization of a H-long history
of DMs and the subsequent realized DM. We assume that
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these N observations of DM sequences are sampled i.i.d. from
t ∈ [1, . . . ,T ], P(Dt−1, . . . ,Dt−H) and P(Dt |Dt−1, . . . ,Dt−H).5

DOTE executes stochastic gradient descent (SGD) [51] to
optimize the parameters θ by sequentially sampling m-sized
mini-batches of data, where each data point in the mini-batch
is drawn from the data uniformly at random. For each mini-
batch of sampled data points, the parameters θ are updated as
follows:

θ := θ−α
1
m ∑

i in batch
∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)),

where α is a step size parameter and
∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) is the gradient of the

loss function with respect to θ. Our realization of stochastic
optimization in DOTE follows the ADAM [30] method,
which incorporates momentum and an adaptive step size.

A closer look at DOTE’s parameter update step. Re-
call that our objective is to reach a performant TE con-
figuration with respect to the expected loss (MLU). The
success of DOTE’s SGD is thus crucially dependent on
DOTE’s ability to well-approximate the gradient with re-
spect to the expected loss. Unfortunately, in most real-world
TE environments, exact knowledge of the underlying dis-
tribution over traffic demands is unattainable. To address
this, DOTE’s parameter update step (see above) incorporates
the expression 1

m ∑i in batch ∇θL(Di
t ,πθ(Di

t−1, . . . ,D
i
t−H)). As

discussed above, each sequence of H + 1 demand ma-
trices

{
Di

t ,D
i
t−1, . . . ,D

i
t−H

}
in the batch is assumed

to be independently drawn from the underlying sta-
tionary distribution of the Markov process. Hence,
1
m ∑i in batch ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) is an unbiased es-

timate of the gradient of the expected loss, and closely ap-
proximates the gradient of the expected loss for a large enough
m. Approximating the gradient of the expected loss in this
manner is termed Sample Average Approximation (SAA) in
stochastic optimization literature [51]. Relying on unbiased
stochastic gradients for SGD guarantees convergence to a
global optimum with respect to the expected loss [49] when
the loss function is concave (as in our context, see §3.3).

We are left with the challenge of deriving
1
m ∑i in batch ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)). An impor-

tant technical observation is that each data point i in the batch,
L(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) is a composition of differentiable

computations. DOTE capitalizes on this for calculating the
gradient ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) in closed form via

backpropagation. We revisit this point in §3.4.

5When the data is a long trace of historical DMs, the samples are not
necessarily independent. However, we assume that the mixing time of the
Markov process is fast enough such that correlations between the data sam-
ples are negligible. This is a common assumption in time series prediction.

3.3 Analytical Optimality Results
We prove that, for a perfectly expressive TE function, i.e.,
when the TE function can be any mapping from demand
histories to TE configurations, and in the limit of infinite
empirical data sampled from the underlying Markov process’
stationary distribution, DOTE attains optimal performance.
In practice, we relax both assumptions: in DOTE, we sample
from a large, but finite, dataset of historical demands, and use
a parametric model (specifically, a neural network) to map
from the set of possible histories to valid TE configurations.
Our theoretical result below, however, establishes that our
approach is fundamentally sound, and so high performance
in practice can be achieved by acquiring sufficient empirical
data and employing a sufficiently expressive decision model
(e.g., a deep enough neural network). Our empirical results
in §4 corroborate this.

For the sake of analysis, we assume that the set of pos-
sible history realizations, which we denote by H, is fi-
nite. Let π : H → R denote a mapping from history
to TE configuration6. We consider an idealized stochas-
tic gradient descent (SGD) algorithm that, at each iter-
ation k samples a single data point Dt ,Dt−1, . . . ,Dt−H
from the probability distributions P(Dt−1, . . . ,Dt−H) and
P(Dt |Dt−1, . . . ,Dt−H), and updates πk+1 = Pro j{πk −ηvk},
where vk ∈ ∂L(πk(Dt−1, . . . ,Dt−H),Dt) denotes the subgra-
dient of the objective function, and Pro j denotes a pro-
jection onto the simplex for each (s,d) pair. The final
output after K iterations is π̄ = 1

K ∑
K
k=1 πk. Let L̄(π) =

E [L(π(Dt−1, . . . ,Dt−H),Dt)] denote the expected MLU of
a TE function, and let π∗ ∈ argminπ L̄(π) denote the optimal
TE function. We prove the following theorem:

Theorem 1. For any ε > 0, there exists η > 0 and finite K
such that

∣∣E[
L̄(π̄)

]
− L̄(π∗)

∣∣ ≤ ε, where the expectation is
w.r.t. the sampling by the algorithm.

The proof of Thoerem 1, which crucially relies on the
convexity of the MLU objective, appears in Appendix B.

3.4 Scalability and Real-World Traffic
Direct TE optimization aims at computing a mapping from
the history of recent traffic demands to a TE configuration that
optimizes expected performance for the next demands. A key
insight is that with real-world traffic, one may expect certain
patterns in this mapping; for example, if two histories of traf-
fic conditions are very similar, their corresponding optimal
TE configurations should also be similar. However, measur-
ing and explicitly quantifying such similarities is nontrivial.
Our approach is to exploit deep neural networks, which have
demonstrated remarkable success in identifying complex pat-
terns in high dimensional data, for this task.

6Note that we dropped the subscript θ in π, as in our analysis we consider
the space of all possible TE configurations, and not a specific parametrization.
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DOTE employs a DNN to realize the TE function
πθ(Dt−1, . . . ,Dt−H). Specifically, DOTE’s DNN maps an
input of H (12 in our experiments) most recent DMs into an
output vector specifying the splitting ratios across tunnels for
all source-destination pairs. In our implementation of DOTE,
we use the popular Fully Connected DNN architecture. See
Appendix E for a formal exposition of how the DNN’s output
and the realized DM are fed into the loss function to derive the
induced MLU. Importantly, the sequence of steps for mapping
the DNN output to the MLU value L(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H))

involves only differentiable computations; the loss as a func-
tion of the TE configuration is a composition of a max and a
linear function, and the neural network is differentiable by de-
sign. Hence, the gradient ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) can

be calculated in closed form via backpropagation. In our im-
plementation, the Pytorch [41] auto-differentiation package
is used to calculate the gradients.

3.5 On Maximum and Concurrent Flow

We next explain how DOTE extends to two other central TE
objectives: maximizing network throughput [18, 22, 24, 25]
(maximum multicommodity flow) and maximum concurrent-
flow [11, 29, 48].

TE configurations for flow maximization. TE objectives
that capture different notions of flow maximization require
that the outputs of the TE mechanism satisfy strict capacity
constraints. To address this, we revise our definition of TE
configuration R from §3.1: for each source-destination pair
s, t ∈ V , R now specifies (1) traffic splitting ratios xp over
the paths (tunnels) p ∈ Pst (as in §3.1), (2) for each path
(tunnel) p ∈ Pst , a “cap” ωp ≥ 0. ωp represents the maximum
permissible flow between s to t along the path p (enforced
via rate limiting). R must satisfy that no link capacity is
exceeded (regardless of the realized demands), i.e., that for
each link e∈E, Σs,t∈V,p∈Pst ,e∋pωp ≤ c(e). A TE configuration
R and demand matrix D induce, for each tunnel p a flow
fp(R ,D) = min{xp×Ds,t ,ωp}. The total flow between s and
t is thus fst(R ,D) = Σp∈Pst fp(R ,D).

The maximum-multicommodity-flow and maximum-
concurrent-flow objectives. In maximum-multicommodity-
flow [18, 22, 24, 25], the performance objective L(R ,D) is to
compute, for a given demand matrix D, a TE configuration
R that maximizes the expression L(R ,D) = Σs,t∈V fst(R ,D)
(the total network throughput). For a TE configuration R
and demand matrix D, let α(R ,D) denote the maximum
value α ∈ [0,1] for which at least an α-fraction of each
Ds,t is routed concurrently, i.e., such that for all s, t ∈ V ,
fst(R ,D)≥ αDs,t . The goal in maximimum-concurrent-flow
is to compute, for an input DM D, the TE configuration
R for which L(R ,D) = α(R ,D) is maximized. Relative
to maximum-multicommodity-flow above, the maximum-
concurrent-flow objective enhances fairness. Practical TE

systems [22, 24] use a sequence of optimizations wherein
they employ different objectives for different priority classes.
For example, they may use maximum-multicommodity-flow
or minimizing MLU for high priority traffic and maximum-
concurrent-flow for scavenger-class traffic.

DOTE for maximum-multicommodity-flow and maximum-
concurrent-flow. Adapting DOTE to the above two flow-
maximization objectives is accomplished along the lines de-
scribed in §3.4. In particular, a DNN is again utilized to map
the recent observations of DMs to the next TE configuration.
Recall from the above discussion that the (revised) TE config-
uration consists of both traffic splitting ratios across tunnels
and a “flow cap” for each tunnel. In our design, the DNN
outputs wp ≥ 0 for each tunnel p. The wp’s are used to de-
rive traffic splitting ratios and flow caps as follows. We set
ωp =

wp
γ

, where γ = max
(

maxe∈E
Σp:e∈pwp

c(e) ,1
)

. Observe that
this guarantees that no link capacity can be exceeded even if
each tunnel p carries its maximum permissible flow ωp (i.e.,
that Σs,t∈V,p∈Pe

st
ωp ≤ c(e)). We then set the traffic split share

on tunnel p to simply be its proportional weight: xp =
ωp

Σq∈Pst ωq
.

Since the objective is now maximizing a performance metric,
DOTE now involves stochastic gradient ascent.

Optimality via stochastic quasi-concave optimization.
In Appendix B, we prove the analogues of Theorem 1
for maximum-multicommodity-flow and for maximum-
concurrent-flow, establishing DOTE’s optimality for these two
objectives. Similarly to Theorem 1 (for MLU), this implies
that with sufficient training data and a sufficiently expressive
decision model, DOTE attains near-optimal TE configurations.
Our evaluation results for maximum-multicommodity-flow
and for maximum-concurrent-flow exemplify this (§4.3).

Our proofs for maximum-multicommodity-flow and for
maximum-concurrent-flow are considerably more subtle than
that of Theorem 1, as both objectives are not concave (the
analogue of convexity for maximization problems). Instead,
we show that the average maximum-multicommodity-flow /
maximum-concurrent-flow score of a TE configuration over
any set of DMs is quasi-concave. This result, which may be
of independent interest, allows us to leverage the analytical
arguments in [20] to show convergence of a suitable stochastic
gradient ascent algorithm to the global optimum, and bound
the number of required iterations.

3.6 Realizing DOTE
Figure 3 illustrates key differences between DOTE and prior
software-defined WAN TE schemes. One key difference is
the use of historical traffic demands and a learnt controller
instead of running an optimization solver, leading to sub-
stantial decrease in deployment overheads and runtimes. In
particular, bandwidth brokers are no longer needed to esti-
mate application demands. Furthermore, rate allocations can,
if necessary, be enforced by piggy-backing on novel traffic
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Figure 3: Illustration of the key differences from previous SD-WAN TE schemes.

shaping techniques that are deployed in modern cloud servers
at the OS-level as well as in NIC/FPGA offloads [1,12,43,47].

Training DOTE. Since DOTE’s decision model is trained
offline on historical data, its operational model can be periodi-
cally replaced by a model trained in the background on more
recent and up to date data, to gracefully adapt to planned
changes in WAN topology (adding capacity, planned addi-
tion/removal of nodes or links) and to temporal drifts in traffic
demand distributions. Our evaluation results (§4) indicate that
DOTE produces high performance TE configurations even
weeks after being deployed, and even if the network topology
changes during this time (e.g., due to failures). This provides
ample time for training substitute TE functions (a process that
requires less than a day on large networks for our empirical
datasets without code and hardware optimizations).

Handling network failures. Tunnelling protocols (e.g.,
MPLS) identify tunnels with failed nodes/links. A traditional
approach in TE to rerouting traffic around failed tunnels is
to let traffic sources redistribute traffic proportionally among
their remaining tunnels [22, 24, 39, 52].7 We incorporate this
simple approach into DOTE and evaluate its effectiveness in
§4), showing that it achieves high resiliency to failures. We
discuss other possible approaches in §5.

4 Evaluation

Using actual traffic demands from three different production
WANs (Abilene, GEANT, and Microsoft’s WAN), we ask the
following questions: (1) How does DOTE compare against an
omniscient oracle with perfect knowledge of future demands?
(2) How does DOTE compare with state-of-the-art prediction-
based TE [4, 22, 24, 36, 40], demand-oblivious TE [8, 32],
and RL-based TE [54]? (3) Can DOTE support different
TE objectives (e.g., MLU [8], maximum-multicommodity-
flow [4, 22, 24])? (4) How long does DOTE take to train and
to apply online at each solver activation? (5) How does DOTE
perform under network faults and drift in traffic patterns?

7Traffic split (0.6,0.3,0.1) becomes (0,0.75,0.25) if the first path goes
down.

#Nodes #Edges Length Granularity
Abilene 11 14 4.5months 5 min.
GEANT 23 37 4 months 15 min.
PWAN O(100) O(100) O(1) months minutes

PWANDC O(10) O(10) O(1) months minutes
GtsCe 149 193

SyntheticCogentco 197 243
KDL 754 895

Table 1: Datasets used to evaluate DOTE

4.1 Methodology

Datasets: Data-driven TE is best evaluated on real-world
datasets; we use the production topology and the traffic de-
mands from GEANT [53], Abilene [3], and PWAN, a pri-
vate WAN at Microsoft. Traffic traces were collected at a
few-minute granularity over several months. We also use
three topologies (GtsCe, Cogentco and KDL) from Topology
Zoo [31] with synthetic traffic (generated using the gravity
model [8, 45]). Table 4 lists the topology sizes and traffic
demands. Nodes in these WAN topologies are datacenters,
edge sites, or peering points. Traffic on PWAN includes both
traffic between datacenters and traffic to/from end users. To
better understand how DOTE performs for each traffic class,
we consider a subset–PWANDC–which only contains large
datacenters and the traffic between them. For each WAN, we
use the earlier 75% of demand matrices (DMs) for training
and the later 25% DMs as the test set.

Tunnel choices are k-shortest-paths, edge-disjoint paths, and
SMORE trees. More specifically, we use (1) Yen’s algorithm
for k-shortest-paths, with k = 8 per commodity (pair of nodes),
(2) edge-disjoint shortest-paths where, for each commodity,
we iteratively compute a shortest-path in the network and
remove all links on that path from consideration until no
more paths exist for that commodity, and (3) tunnels from
SMORE [37] generated using Yates [36].

Comparables to DOTE include: (1) Omniscient oracle,
which is an optimization with perfect knowledge of future
demands and bounds the quality of any WAN TE scheme. (2)
Demand-prediction-based TE methods [4, 22, 24, 36, 40],
which are in production today [22, 24]. We consider a rich
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WAN Online Lat. (s) Precomp. Lat. (s)
DOTE LP DOTE COPE Oblivious

Abilene 0.0005 0.02 1800 180 1
PWANDC 0.003 0.05 1200 7200 15

Geant 0.002 0.04 2400 10800 180
PWAN 0.2 1 36000 > 345600 ∼ 86400

Table 2: Comparing the online latency (to compute a TE
configuration for a demand matrix) as well as the precompu-
tation latency (to train models, to compute demand-oblivious
configurations, etc.) for various TE schemes. 8 shortest paths
are used per demand across all WANs and TE schemes.

collection of possible predictors of future demands: linear
regression, ridge regression, random forest, DNN models, and
autoregressive models (§C). (3) RL-based WAN TE [54],
which leverages a neural network of the same size as DOTE’s
(see below). (4) Demand-oblivious TE [8], which optimizes
the worst-case performance over all traffic demands. (5)
SMORE [37], which picks source-rooted trees for worst-
case demands but adapts splitting ratios over the chosen trees
based on predicted future demands. (6) COPE [55], which
enhances demand-oblivious schemes by also optimizing over
a set of predicted traffic demands.

Metrics: Our TE quality metric is the ratio between the value
obtained by the evaluated TE scheme and the performance ob-
tained by the omniscient oracle, which has perfect information
about future traffic demands. We consider three TE objec-
tives: minimize maximum link utilization (MLU) [8, 14, 27],
maximize multicommodity flow [4, 22, 24, 37] and maxi-
mize concurrent-flow [11, 29]. Note that this ratio is ≥ 1
for MLU (because lower max-link utilization is better) and
≤ 1 for the other metrics (because carrying more flow is bet-
ter). We refer to the relative gap from 1 as the optimality gap.
We also measure the runtimes (latency) of the evaluated TE
schemes on the same physical machine.8

DNN architecture: Unless otherwise specified, results for
DOTE use five fully connected NN layers with 128 neurons
each and ReLU(x) activation except for the output layer which
uses Sigmoid(x). For different TE objectives, DOTE uses a
similar architecture with small changes. We chose this archi-
tecture because it empirically outperformed other investigated
architectures.

Infrastructure and code: We ran our experiments in cloud
VMs and made use of cloud ML training systems. To enable
further research, we have released our code at [2].

Fault model: To examine TE behaviour under network faults,
we randomly bring down a certain number of links (e.g., 1
to 20 while ensuring network is not partitioned), and com-
pare the performance of DOTE (see DOTE’s failure-recovery
scheme at the end of §3.6) and alternatives with an omni-
scient oracle with perfect knowledge of both future failures
and future traffic demands.

8VM with 8 vCPUs and 256GB RAM.

4.2 Comparing DOTE with Other TE Schemes
TE quality. Figure 4 compares DOTE with the other TE
schemes described in §4.1, with the exception of SMORE
(to be discussed in §4.3). The values plotted here are the
maximum link utilization (MLU) normalized by that of the
ominiscient oracle with perfect knowledge of future demands.
The figure shows results on four different topologies. Each
candlestick shows the distribution of MLUs achieved on the
various demand matrices with the boxes ranging from 25th
to 75th percentile and the whiskers going from minimum to
maximum value. The figure also plots values achieved at
various other percentile values. We note a few findings.

• First, optimizing for predicted demands can lead to poor
TE quality (see results for GEANT and PWAN). Note
that the y axis is in log scale. A value of y = 2 indicates
that the link most utilized by the TE scheme is twice as
utilized as the most utilized link in the optimal solution
(produced by the oracle). Optimizing with respect to
predicted demands performs well only on Abilene and
PWANDC, where the traffic demands are predictable.
These results are for a linear-regression-based predictor
that outperforms all other considered predictors on our
real-world traffic datasets (see Appendix C).

• Next, we observe that the RL-based TE scheme [54] has
extremely poor TE quality even on Abilene. This could
be due to the infamous training complexity of RL.

• Third, demand-oblivious TE [8] results in somewhat
decent TE quality on GEANT but not on any of the other
WANs. This could be because optimizing worst-case
performance across all possible demands fails to take
advantage of the specific characteristics of real-world
traffic demands.

• Fourth, COPE [55], which explicitly accounts for his-
torically observed demands, significantly outperforms
demand-oblivious TE. The key issue with COPE is its
extremely high runtimes. Our analysis (see Table 2 and
discussion below) suggests that COPE’s applicability
does not extend beyond topologies with tens of nodes.

• Finally, note that DOTE achieves TE quality that is al-
most always significantly better than the alternatives’
and nearly as good as the omniscient oracle’s. The dif-
ference in TE quality is especially stark at the higher per-
centiles. Relative to the compared TE schemes, DOTE
offers MLU up to 25% better at the median and 170%
better at the 99th percentile.

Runtimes. Table 2 presents a comparison of runtimes across
TE schemes. The table presents the latency of applying each
TE scheme to a new demand matrix and, wherever appro-
priate, the required precomputation time. Demand-oblivious
schemes [8] and COPE [55] do not change the TE configura-
tion online but involve very long precomputation latency and
require very large memory. DOTE performs both precompu-
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Figure 4: TE quality when aiming to minimize the maximum link utilization with 8 shortest paths per demand. Candlesticks
depict results across hundreds of demands; the boxes are from the 25th to the 75th percentile, the whiskers range from min to
max value, dashed lines capture other percentiles of interest. DOTE achieves much lower MLU compared to the alternatives.
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Figure 5: TE quality when aiming to maximize total flow with two different tunnel choices.

tation on historical demands (training the DNN) and online
computation (invoking the DNN). SMORE’s online com-
putation involves solving an LP to optimize over predicted
demand matrices and so its latency is roughly as high as the
LP’s latency in the table. To compute Racke’s routing trees,
SMORE requires several hours on the larger topologies.

The table shows that DOTE’s inference time is faster than
the latency of using LPs to optimize over one (predicted)
DM. The LP’s latency is on par with results in recent stud-
ies [4, 40]. DOTE’s online computation is short because it is
effectively a few matrix multiplications.9 LP computation la-
tency increases super-linearly with the network size and prior
work notes that solver times can exceed several minutes on
networks with thousands of nodes and edges [4, 40]; DOTE’s
inference latency on large WANs, such as KDL (see Table 4),
is still within a few seconds. DOTE’s training time is less
than 12 hours for PWAN and can be accelerated using stan-
dard methods (e.g., by parallelization, SIMD and other model
training enhancements).

9Input is 12 demand matrices and output is splitting ratios or one double
per tunnel per demand. On the large PWAN network, both the input and
output are a few tens of MBs.

COPE’s precomputation latency is a few orders of mag-
nitude higher than that of the demand-oblivious TE, which
is, itself, a couple orders of magnitude higher than that of
prediction-based TE. COPE also has much higher memory
requirements (over 256GB on PWAN); in fact, on PWAN,
COPE did not finish pre-computation even after four days on
a 8-core VM with 256GB running Gurobi [19] vers. 9.1, and
hence Figure 4 includes no results for COPE on PWAN. To
understand COPE’s runtime complexity better, we ran it on
WAN topologies from Topology Zoo [31] that are larger than
GEANT and PWANDC but smaller than PWAN. On Janet-
Backbone which has 29 nodes and 45 edges, COPE ran for
1.5 hours and on SurfNet (50 nodes, 68 edges), COPE did not
finish even in 10 hours. These results suggest that COPE is
inapplicable to large WANs.10

10Per Table 1 in [55], the previously published results on COPE are on
much smaller topologies than considered here.
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Figure 6: TE quality when aiming to maximize the concurrent flow for two different tunnel choices. For each demand matrix,
we compute the fraction of demand satisfied for each source and destination, and sort these values into a vector. Across many
hundreds of demand matrices, the candlesticks plot the average over all such allocation vectors. Note: allocating more flow is
better. The box in each candlestick is the 25th and 75th percentile (fractional allocation) and the whiskers go from min to max
value.
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Figure 7: TE quality when aiming to minimize MLU with all possible edge-disjoint paths.
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Figure 8: TE quality when aiming to minimize MLU with
routing trees chosen by SMORE.

4.3 Generalizing to Other TE Objectives and
Tunnel Choices

Here, we present results for two additional TE objectives –
maximizing multi-commodity-flow and maximizing concur-

rent flow– as well as two other choices for tunnels.

Note that some of the compared alternatives to DOTE,
namely, demand-oblivious TE [8] and COPE [55], do not
readily apply to these TE objectives (as both build on results
from oblivious routing theory that provide provable guaran-
tees for MLU minimization), and it is not clear how to extend
them to other objectives. Our evaluation of DOTE for these
metrics is therefore restricted to benchmarking against the
omniscient oracle and prediction-based TE.

Maximizing Total Flow: Figure 5 compares DOTE with
prediction-based TE on all four WANs for two different tun-
nel choices when the TE objective is to carry as much total
flow as possible while respecting capacity constraints. Ob-
serve that DOTE carries substantially more flow and closely
approximates the TE quality of the omniscient oracle. As
before, the gap between DOTE and prediction-based TE is
larger on WANs where demands are less predictable (i.e., all
WANs but Abilene) and at the higher percentiles. Generally,
DOTE may be able to carry 10% to 20% more flow.
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Maximizing Concurrent Flow: Figure 6 compares DOTE
with the omniscient oracle and prediction-based TE when the
TE objective is to maximize the minimum fraction of demand
satisfied across all demands. Observe that DOTE fully allo-
cates almost all of the demands (the upper candlesticks are
at y = 1), whereas prediction-based TE allocates a smaller
fraction of the demanded volume for many more demands.

Tunnel choice does not qualitatively change our results for
TE performance; contrast Figure 7 and Figure 8 with Figure 4.
Note that when using Racke’s routing trees (as in SMORE)
prediction-based TE coincides with SMORE.

4.4 Coping with Network Failures
Figure 9 shows how DOTE performs, in terms of MLU,
when different numbers of (randomly chosen) links fail in the
PWAN topology. As noted in §3.6, DOTE assumes that source
nodes (or tunnel heads [44]) identify tunnels that fail and re-
balance traffic proportionally among the surviving tunnels.
The figure compares DOTE with two variants of prediction-
based TE: DM Pred. which, similar to DOTE, has no a priori
knowledge of future traffic demands or the link faults, and
FA DM Pred. which is identical to DM Pred. except that it is
fault-aware, i.e., knows the links that will fail. Our quality
metric is still normalized MLU except that we now normalize
based on an omniscient oracle that has perfect knowledge of
both future traffic demands and the failures.

Our results show that DOTE outperforms both demand-
prediction-based TE (DM Pred.) and demand-prediction-
based TE with oracle access to future failures (FA DM Pred.)
for many concurrent link failures with different tunnel choices.
We interpret this result as indicating that the error in demand
predictions weights more heavily on attaining a good TE ob-
jective than the confusion induced by these link failures. Our
results on other topologies (Abilene, GEANT, and PWANDC)
and for the maximum-multicommodity-flow objective show a
similar trend (Figure 13 and Figure 14).

4.5 Robustness to Traffic Noise and Drift
Robustness to unexpected traffic changes. To assess
DOTE’s robustness to noisy traffic, we evaluate DOTE on
the GEANT, Cogentco, and GtsCe WANs [31], where each
demand in the realized DM is independently multiplied by
a factor chosen uniformly at random from [1−α,1+α] for
α ∈ {0.1,0.25,0.35}. Our results (see §D) show that under
such traffic perturbations, the distance, in terms of MLU, from
the omniscient oracle remains low across all evaluated WANs
(e.g., 2%, 2.9%, and 3.8% for α = 0.1,0.25,0.35 for GEANT
with edge-disjoint tunnels).

Robustness to natural traffic drift. We investigate to what
extent the quality of DOTE’s TE configurations deteriorates
when DOTE is not frequently retrained. We quantify the dis-
tance from the omniscient oracle, in terms of both MLU and

maximum-multicommodity-flow, of the average weekly value
achieved by DOTE on the Abilene and GEANT WANs over
4 consecutive weeks (without retraining DOTE). See Table 3
and Table 4 in the Appendix. Our results show that while the
distance from the optimum increases over time, in general,
DOTE remains close to the optimum (within a few % on aver-
age) even weeks after the model is trained. This suggests that
DOTE can provide high quality TE even if it was re-trained
once every month. DOTE’s training time (see Table 2) allows
for much more frequent retraining.

5 Limitations and Future Research

We believe that our investigation of direct optimization for
WAN TE has but scratched the surface and outline below
current limitations of our approach, as well as intriguing di-
rections for future research.

Extending DOTE to support latency-sensitive traffic. To
accommodate latency-sensitive traffic, the following strategy
(similarly to [34]) could be employed: reserve shortest paths
(tunnels) for such traffic and always schedule short/latency-
sensitive traffic flows to these paths.

More expressive neural network architectures. Our real-
ization of DOTE uses a relatively simple neural network that
does not leverage knowledge of the WAN topology. Con-
sequently, the neural network has to (implicitly) learn the
network topology during training. Directly incorporating the
WAN structure into DOTE using Graph Convolutional Net-
works [56] could potentially lead to faster training and/or
better quality solutions.

Extending DOTE to incorporate data-driven tunnel se-
lection. Our discussion of DOTE assumed an underlying
tunnel-selection scheme. DOTE can be extended to support
data-driven tunnel-selection by adding DNN output variables
specifying a probability distribution over a finite set of can-
didate tunnels (e.g., shortest-path, edge disjoint, SMORE).
At the beginning of each time epoch, the tunnels to be used
in that time epoch would be chosen according to this proba-
bility distribution. DOTE’s optimality results extend to this
setting. We defer a more thorough study of data-driven tunnel
selection (e.g., not limited to a finite set of predetermined
candidate tunnels) to future research.

Learning to contend with link failures. We described (§3.6)
an approach for dealing with link failures in the data plane.
An alternative is incorporating fault tolerance into the DNN
training process by introducing random link failures.

6 Related Work

(WAN) TE. TE has been extensively studied [5, 7, 10, 11, 14,
16, 22, 24, 26–28, 37, 39, 57, 59] in a broad variety of settings,
including legacy networks [13, 17], datacenter networks [6],
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Figure 9: Coping with different numbers of random link failures on PWAN; the candlesticks show the distribution over 1700
different randomly chosen failure cases.

and backbone networks [27]. SDN-controlled WAN TE has
also received extensive attention [11, 22, 24, 35, 37–39, 59].

TE via oblivious routing, COPE, and SMORE. Oblivi-
ous routing optimizes worst-case MLU across all possible
DMs [8, 9, 42]. Since oblivious routing does not exploit any
information about past traffic demands, it naturally yields sub-
optimal solutions [8, 37]. COPE [55] optimizes MLU across
a set of DMs spanned by previously observed DMs, while
retaining a worst-case performance guarantee. Since COPE
both extends oblivious routing and optimizes over ranges of
demand matrices, its optimization phase is extremely time-
consuming (§4.2). The key conceptual difference between
DOTE and such “robust TE” schemes is in the goal of the
pre-computation. Instead of emitting a single TE configura-
tion that minimizes some cost function (specifically, MLU)
over some predetermined set of DMs, DOTE’s objective is
to identify a mapping from a vector of DMs from the recent
past to the next TE configuration. DOTE thus achieves higher
flexibility by being able to emit different TE configurations on
a case-by-case basis, and is also able to pick up on temporal
patterns in traffic demands. SMORE [37] employs Racke’s
oblivious routing trees [42] to produce static tunnels that are
robust to traffic uncertainty, with traffic splitting ratios still op-
timized with respect to the (inferred/predicted) future traffic
demands. Thus, SMORE can be thought of as a instantiation
of prediction-based TE.

Online TE [14, 15, 27], wherein traffic configurations (such
as splitting ratios) adapt automatically and in short timescales
to the observed demands is an enticing design point for TE,
but is challenging to achieve. TexCP [27] requires WAN
routers to offer novel explicit feedback, while MATE [14]
relies on changes in end-to-end latency and hence takes much
longer to react and converge and is also less stable [27]. Re-
cently deployed TE schemes [22, 24] (see §2 and Figure 3)
are simpler and easier to deploy because they replace such
distributed, closed-loop, short-timescale control with central-
ized, open-loop and periodic adaptation. We view online TE
as complementary to DOTE; DOTE could be used to periodi-

cally compute a TE configuration while online TE could be
continuously used in between DOTE updates to tweak this TE
configuration in response to changes in network conditions.

Reinforcement-learning-based TE. Demand-prediction-
based and RL approaches to TE are contrasted in [54] in terms
of MLU only on a small network (12 nodes and 32 edges) for
synthetic traffic patterns and a model of hop-by-hop routing
that does not capture routing along tunnels. Our theoretical
and empirical results reveal that DOTE’s stochastic optimiza-
tion scheme outperforms both demand-prediction-based and
RL-based TE.

Some recent work on TE [4, 40] speeds up the multicom-
modity flow computations that underpin TE optimization by
effectively breaking the large LPs into smaller problems that
can be solved in parallel. However, these approaches still rely
on predicted demand matrices (unlike DOTE). DOTE offers
an alternate way to speed up TE: replacing the LP solver with
invocations of a fairly small DNN. This has the potential to
be innately more efficient.

7 Conclusion

We presented a new framework for WAN TE: data-driven
end-to-end stochastic optimization using only historical infor-
mation about traffic demands. Our theoretical and empirical
results establish that this approach closely approximates the
optimal TE configuration, significantly outperforming previ-
ously proposed TE schemes in terms of both solution quality
and runtimes.
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Appendix

A Predictability of WAN TE Traffic

Figure 10(a) plots the inter-data-center traffic demand be-
tween the pair of data centers with the highest average de-
mand over the course of a week. Similarly, Figure 10(b) plots
the normalized volume of customer-facing traffic for the pair
of nodes with the highest average demand over the course of
a week. Demands are shown at 5-minute granularity and are
normalized by the peak demand. As shown in Figure 10(a),
inter-data-center traffic demands exhibit very distinct diurnal
and hourly patterns. Indeed, the figure also presents the pre-
dictions of a linear regression model trained on data from the
3 preceding weeks, which takes as input the traffic demands
observed in the previous hour (at 5-minute granularity), and
outputs the predicted traffic demand for the upcoming 5 min-
utes. In contrast, the predictions of a linear regressor for
customer-facing traffic, as shown in Figure 10(b), are quite
often far from the actual traffic demands.

B Analytical Results

B.1 Minimizing Max-Link Utilization

We next prove that, for an infinitely expressive TE function,
i.e., when each history of DMs can be independently mapped
to a TE configuration, and in the limit of infinite empirical
data sampled from the underlying Markov process’ stationary
distribution, DOTE attains optimal performance. This estab-
lishes that our approach is fundamentally sound, and so high
performance in practice can be achieved by acquiring suffi-
cient empirical data and employing a sufficiently expressive
decision model (e.g., a deep enough neural network).

For the sake of analysis, we make the following simpli-
fying assumptions. We first assume that the set of possible
history realizations, which we denote by H, is finite. Let Dmax
denote an upper bound on the maximum traffic demand be-
tween a source-destination pair, cmin denote the minimum link
capacity, and pmax denote the maximum number of tunnels
interconnecting a source-destination pair. Note that any valid
TE configuration specifies, for each source-destination pair, a
point in the pmax-dimensional simplex (specifying its splitting
ratios across at most pmax tunnels); let R denote the space of
valid TE configurations. Let π : H → R denote a mapping
from history to TE configuration. π can be represented as a
vector with |H|×n2 × (pmax −1) components.11 Since each
element in this vector is itself a vector in the pmax-dimensional
simplex, we have that ∥π∥ ≤

√
|H|n2(pmax −1) .

= B, where
∥ · ∥ is the Euclidean norm. We make the following observa-
tion.

11Note that we dropped the subscript θ in π, as in our analysis we consider
the space of all possible TE configurations, and not a specific parametrization.

Proposition 1. The loss function L(π(Dt−1, . . . ,Dt−H),Dt)
is convex in π and ρ-Lipschitz, with ρ = Dmax/cmin.

Proof. fe is, by definition, linear in the traffic splitting ratios
and so in π. Since the max is a convex function, we have
that L is convex in π. Similarly, since each component in

fe
c(e) is Dmax/cmin-Lipschitz, the maximum is also Dmax/cmin-
Lipschitz.

We now consider an idealized stochastic gra-
dient descent (SGD) algorithm where at each it-
eration k we sample Dt ,Dt−1, . . . ,Dt−H from the
probability distributions P(Dt−1, . . . ,Dt−H) and
P(Dt |Dt−1, . . . ,Dt−H), and update πk+1 = Pro j{πk −ηvk},
where vk ∈ ∂L(πk(Dt−1, . . . ,Dt−H),Dt) denotes a subgradi-
ent of the objective function12, and Pro j denotes a projection
onto the simplex for each (s,d) pair. The final output after K
iterations is π̄ = 1

K ∑
K
k=1 πk.

The next theorem, based on Theorem 14.12 in [49],
bounds the loss of this algorithm. Let L̄(π) =
E [L(π(Dt−1, . . . ,Dt−H),Dt)] denote the expected loss of a
TE function, and let π∗ ∈ argminπ L̄(π) denote the optimal
TE function.

Theorem 2. For every ε > 0, if SGD is run for K ≥ B2ρ2

ε2

iterations with η =
√

B2

ρ2K , then the output of SGD satisfies

E
[
L̄(π̄)

]
≤ L̄(π∗)+ ε,

where the expectation is w.r.t. the sampling by the algorithm.

Theorem 2 shows that without function approximation (the
TE function space spans all possible mappings from history
to TE configuration), and with infinite data (the algorithm con-
tinuously samples from the true demand distribution), SGD
converges to the optimal TE function with arbitrary precision.
In practice, we relax both assumptions. In DOTE we sample
from a large, but finite, dataset of historical demands, and use
a parametric model (specifically, a neural network) to map
from an infinite set of possible histories to valid TE configura-
tions. Our empirical results show that, with enough data and
a deep enough neural network, the approximate TE function
DOTE learns is still very close to optimal.

B.2 Maximum-Multicommodity-Flow and
Maximum- Concurrent-Flow

We begin by stating a general convergence result for quasi-
convex functions that satisfy certain assumptions. We then
proceed to show that both maximum-multicommodity-flow
and maximum-concurrent-flow indeed satisfy these assump-
tions, implying their convergence.

12The objective is not necessarily differentiable everywhere because of
the max, but the subgradient exists for every π.
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(b) Customer-facing traffic

Figure 10: Inter-data-center traffic and customer-facing traffic over the course of a week, along with the predictions of a linear
regression model for the time-series.

B.2.1 General results

We begin by providing an analysis of stochastic quasi-convex
optimization, under general assumptions. In the next sec-
tion, we will show that maximum-multicommodity-flow and
maximum- concurrent-flow are special cases of this setting.13

Our analysis builds on two studies – the analysis of stochastic
normalized subgradient of [20], which is for smooth and un-
constrained problems, and the study of [33], which considered
non-smooth quasi-convex optimization.

A quasi-convex function f (x) satisfies that its level sets,
L( f ;α) = {x| f (x)≤ α}, are convex sets for all α.

We first define a normalized subgradient in the context
of quasi-convex functions, following [33]. The normal
cone to a convex set X at point x is defined by N(X ,x) =
{q ∈ Rn|⟨q,y− x⟩ ≤ 0 ∀y ∈ X} . The set of subgradients at
a point x are given by N(L( f ; f (x)),x). The set of nor-
malized subgradients, Q( f ;x), at a point x, are given by
Q( f ;x) = S(0,1)∩N(L( f ; f (x)),x), where S(0,1) is the n-
dimensional sphere of radius 1. These are directions of ascent
– normalized vectors such that taking an infinitely small step
in their direction is guaranteed to not decrease the function.

In the following, we consider a general stochastic optimiza-
tion problem:

min
x∈X

ED∼P(D) [ f (x,D)] , (1)

where f is quasi-convex in x for every D.
We will further assume the following. Let B(z,r) denote

the n-dimensional ball centered on z with radius r.

Assumption 1. Set X is convex and bounded by
B(0, B̄). The function f is bounded by B. It
is also G-Lipschitz and quasi-convex in x for every
D. Furthermore, Q( 1

M ∑
M
i=1 f (x,Di);x) ̸= /0 for any x /∈

13While we present results for quasi-convexity, the extension of these
results to quasi-concave problems is immediate.

argminy
1
M ∑

M
i=1 f (y,Di), and for every D1, . . . ,DM , we have

that 1
M ∑

M
i=1 f (x,Di) is quasi-convex in x.

Note that the last requirement in Assumption 1 is not imme-
diate, as the sum of quasi-convex functions is not necessarily
quasi-convex.

The stochastic normalized subgradient method we consider
works as follows [20]. At each iteration k we sample a mini-
batch {Di}b

i=1 ∼ P(D) and define fk =
1
b ∑

b
i=1 f (x,Di). We

then update xk+1 = Pro j{xk −ηvk}, where vk ∈ Q( fk;xk) de-
notes a subgradient of the minibatch, and Pro j denotes a
projection onto the set X . The final output after K iterations
is x̄K = argminx1,...,xK

fk(xk).
The analysis in [20] bounds the error of the normalized

subgradient method, for smooth and unconstrained functions.
We next adapt it to our setting.

The next definition adapts a central definition from [20] to
our non-smooth setting.

Definition 1. (SLQC) Let x,x∗ ∈ Rn, κ,ε > 0. We say that
f is (ε,κ,x∗)-strictly-locally-quasi-convex (SLQC) in x if at
least one of the following applies. (1) f (x)− f (x∗)≤ ε. (2)
Q( f ;x) ̸= /0 and for any ∆ ∈ Q( f ;x), and every y ∈ B(x∗, ε

κ
),

it holds that ⟨∆,y− x⟩ ≤ 0.

We next show that the Lipschitz and quasi-convex proper-
ties in Assumption 1 suffice to establish SLQC.

Lemma 1. Let f satisfy Assumption 1. Fix D, and let x∗ ∈
argminx∈X f (x;D). Then f is (ε,G,x∗)-SLQC for all x ∈ X.

Proof. Assume f (x;D)− f (x∗;D) > ε. Let Z denote the
f (x;D)-level set of f (x;D). Let ∂Z be the boundary of Z. By
definition of the level set, for every z ∈ ∂Z, f (z)− f (x∗)> ε.
From the Lipschitz property then, for every z ∈ ∂Z we must
have ∥z− x∗∥ ≥ ε

G . Since Z is convex, we therefore have that
B(x∗, ε

G )⊂ Z. From Assumption 1, Q( f ;x) ̸= /0, and from the
definition of Q( f ;x), we have that for every y ∈ B(x∗, ε

G ), if
∆ ∈ Q( f ;x) then ⟨∆,y− x⟩ ≤ 0.
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We next show that with high probability, the subgradient
of each minibatch is a descent direction for the expected
objective in (1).

Lemma 2. Let Assumption 1 hold, and let x∗ ∈
argminx∈X ED∼P(D) [ f (x,D)]. Assume that the minibatch

size satisfies b = O
(

8nB2 log(GB̄/δ)
ε2

)
. Then, with probabil-

ity at least 1− δ, we have that the minibatch average fk =
1
b ∑

b
i=1 f (x,Di) is (ε,2G,x∗)-SLQC in xk.

Proof. Let

ξ =
1
b

b

∑
i=1

f (x∗,Di)−ED∼P(D) [ f (x
∗,D)] .

From Hoeffding’s inequality, we have that

P(|ξ| ≥ t)≤ 2exp
(
−2bt2

B2

)
.

Thus, if b ≥ B2 log(2/δ)
2t2 we have that with probability 1− δ,

|ξ|< t.
Let x∗k ∈ argminx∈X

1
b ∑

b
i=1 f (x,Di). Let

ξ
′ =

1
b

b

∑
i=1

f (x∗k ,Di)−ED∼P(D) [ f (x
∗
k ,D)] .

Then, using a covering number argument [50], we have that
for b ≥ nB2 log(GB̄/δ)

2t2 , with probability 1−δ, |ξ′|< t. We have
that

1
b

b

∑
i=1

f (x∗k ,Di)≤
1
b

b

∑
i=1

f (x∗,Di)≤ ED∼P(D) [ f (x
∗,D)]+ξ,

and

ED∼P(D) [ f (x
∗,D)]−ξ

′≤ED∼P(D) [ f (x
∗
k ,D)]−ξ

′≤ 1
b

b

∑
i=1

f (x∗k ,Di).

Therefore,

1
b

b

∑
i=1

f (x∗,Di)−
1
b

b

∑
i=1

f (x∗k ,Di)≤ ξ+ξ
′.

Now, similarly to the proof of Lemma 1, assume that
1
b ∑

b
i=1 f (xk,Di) − 1

b ∑
b
i=1 f (x∗k ,Di) > ε. We choose b =

O
(

8nB2 log(GB̄/δ)
ε2

)
such that with probability 1−δ, ξ+ξ′ ≤

ε/2.
We therefore have:

1
b

b

∑
i=1

f (xk,Di)−
1
b

b

∑
i=1

f (x∗,Di)> ε− (ξ+ξ
′)≥ ε

2
.

For simplicity, we denote f̄ (x) = 1
b ∑

b
i=1 f (x,Di). Note that

f̄ is quasi-convex, by Assumption 1. Let Z denote the f̄ (xk)-
level set of f̄ (x). Let ∂Z be the boundary of Z. By definition

of the level set, for every z ∈ ∂Z, f̄ (z)− f̄ (x∗)> ε/2. From
the Lipschitz property then, for every z ∈ ∂Z we must have
∥z− x∗∥ ≥ ε

2G . Since Z is convex, we therefore have that
B(x∗, ε

2G ) ⊂ Z. From Assumption 1, Q( f̄ ;x) ̸= /0, and from
the definition of Q( f̄ ;x), we have that for every y ∈B(x∗, ε

2G ),
if ∆ ∈ Q( f̄ ;x) then ⟨∆,y− x⟩ ≤ 0.

We are finally ready to present the converge result.

Theorem 3. Let Assumption 1 hold. Suppose we run
the stochastic normalized subgradient method for K ≥
4G2∥x1−x∗∥2

ε2 iterations, η = ε/2G, and the minibatch size sat-

isfies b = O
(

8nB2 log(KGB̄/δ)
ε2

)
. Then with probability 1−2δ,

we have that f (x̄K)− f (x∗)≤ 3ε.

Proof. This is a direct application of Theorem 5.1 of [20],
where we used Lemma 2 to guarantee that at each iteration
the minibatch is SLQC, as required in [20]. We note that by
our Definition 1, the proof in [20] holds without change to the
non-smooth setting. The projection onto the set X requires a
straightforward modification to the proof of [20], where the
first equality in their proof of Theorem 4.1 should be a ≤.
The rest of the proofs remain unchanged.

B.2.2 Results for Maximum-Multicommodity-Flow

We formally define the problem as follows.
for each tunnel T , let xT denote the flow on that tunnel,

and let xe = ∑
T :e∈T

xT , for each edge e, denote the total flow on

edge e. We define

γ = max
(

max
e

xe

Ce
,1
)
,

and normalize the flows by γ, yielding normalized flows on a
tunnel,

yT =
xT

γ
,

and correspondingly, total normalized flows from source s
to target t, ys,t = ∑

T∈Pst

yT . Let x = {xT} denote our decision

variables. Given a demand matrix D, the Max-MCF objective
is

fMMCF(x,D) = ∑
s,t

min(Ds,t ,ys,t).

We next show that fMMCF is Lipschitz.

Lemma 3. For any tunnel T and x ≥ 0, xT
γ(x) ≤Cmax.

Proof. Let e∈ T , then by the definitions of γ(x) and xe, γ(x)≥
xe
ce
≥ xT

Cmax
.

Lemma 4. fT (x) = xT
γ(x) is Lipschitz on Rn

+, and its Lipschitz

constant is at most K = 2 · Cmax
Cmin

.
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Proof. Assume, without loss of generality, that f (x)≥ f (y).
Case 1: γ(y) = 1

| f (x)− f (y)|
= f (x)− f (y)

=
xT

γ(x)
− yT

γ(y)

=
xT

γ(x)
− yT

≤ xT − yT

≤ |xT − yT |
≤ ∥x− y∥1

≤ 2 · Cmax

Cmin
· ∥x− y∥1,

where the first inequality is since γ(x) ≥ 1, and the third
inequality is by the definition of ∥x∥1.
Case 2: γ(y) =

ye0
Ce0

> 1, for some edge e0.

| f (x)− f (y)|
= f (x)− f (y)

=
xT

γ(x)
− yT

γ(y)

=
xT

γ(x)
− yT

γ(x)
+

yT

γ(x)
− yT

γ(y)

=
1

γ(x)
· (xT − yT )+

yT

γ(y)
· 1

γ(x)
(γ(y)− γ(x))

≤ 1
γ(x)

· (xT − yT )+
yT

γ(y)
· 1

γ(x)

(
ye0

Ce0

−
xe0

Ce0

)
≤
∣∣∣∣ 1
γ(x)

· (xT − yT )+
yT

γ(y)
· 1

γ(x)

(
ye0

Ce0

−
xe0

Ce0

)∣∣∣∣
≤ 1

γ(x)
· |xT − yT |+

yT

γ(y)
· 1

γ(x)

∣∣∣∣ ye0

Ce0

−
xe0

Ce0

∣∣∣∣
≤ |xT − yT |+

Cmax

Cmin
· |ye0 − xe0 |

≤ 2 · Cmax

Cmin
· ∥x− y∥1,

where the first inequality is since γ(y) =
ye0
Ce0

, γ(x)≥ xe0
Ce0

, yT ≥
0, and γ > 0, the third inequality is since |a+b| ≤ |a|+ |b|,
the fourth inequality is by Lemma 3 and since γ(x)≥ 1, and
the last inequality is by the definitions of ∥x∥1, xe and since
|a+b| ≤ |a|+ |b|.

Proposition 2. The function fMMCF is Lipschitz, and its Lips-
chitz constant is at most ∑s,t ∑p∈Pst 2 · Cmax

Cmin
.

Proof. By Lemma 4 and as a sum and minimum of Lipschitz
functions.

We next state two lemmas that we will use in our analysis.

Lemma 5. For any a,b ≥ 0, c,d > 0 and λ ∈ [0,1], we have
that min

( a
c ,

b
d

)
≤ λa+(1−λ)b

λc+(1−λ)d .

Proof. Let f (λ) = λa+(1−λ)b
λc+(1−λ)d . Then,

f ′(λ) =
(a−b)(λc+(1−λ)d)− (c−d)(λa+(1−λ)b)

(λc+(1−λ)d)2

=
ad −bc

(λc+(1−λ)d)2 .

Also, f (0) = b
d , f (1) = a

c , and f ′(λ) has a fixed sign for any
λ ∈ [0,1]. Therefore, f (λ)≥ min( a

c ,
b
d ).

Lemma 6. Let x = {xT}, x′ = {x′T}, and λ ∈ [0,1]. Let x′′ =
{λxT + (1 − λ)x′T}, and let γ, γ′ and γ′′ be the respective
normalization constants. Then γ′′ ≤ λγ+(1−λ)γ′.

Proof. We have that

γ
′′ = max

(
max

e

x′′e
Ce

,1
)

= max
(

max
e

λxe +(1−λ)x′e
Ce

,1
)

≤ max
(

max
e

λxe

Ce
,λ

)
+max

(
max

e

(1−λ)x′e
Ce

,1−λ

)
= λmax

(
max

e

xe

Ce
,1
)
+(1−λ)max

(
max

e

x′e
Ce

,1
)

= λγ+(1−λ)γ′.

We next show that Max-MCF satisfies Assumption 1.

Proposition 3. The function fMMCF is Lipschitz and bounded.
Its maximum is obtained inside a convex set X. Furthermore,
for every D1, . . . ,DM , we have that 1

M ∑
M
i=1 f (x,Di) is quasi-

concave in x

Proof. By definition, xT ≥ 0 for all T . Let Cmax = maxe Ce,
and consider T -dimensional hypercube X = [0,Cmax]

T . By
definition, for every x ≥ 0 that is outside X , there is an x′ ∈ X
with an equivalent objective value. To see this, let γ the
normalizing constant for x, and set x′ = x/γ. Then,

x′T =
xT

max
(

maxe
xe
Ce
,1
) ≤ xT

max
(

maxe
xe

Cmax
,1
) ≤ xT

xT
Cmax

=Cmax.

But the normalizing factor for x′ is 1, so x and x′ have the
same objective value.

Clearly, fMMCF is bounded by ∑s,t ∑T :e∈T Cmax.
The function is Lipschitz by proposition 2.
Let f̄MMCF(x) = 1

M ∑
M
i=1 fMMCF(x,Di). We shall now show

that for any x,x′ ∈ X , and λ ∈ [0,1], f̄MMCF(λx+(1−λ)x′)≥
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min{ f̄MMCF(x), f̄MMCF(x′)}, proving that f̄MMCF is quasi-
concave. We denote by γ′ and y′ the respective normaliza-
tion constant and normalized flows corresponding to x′. We
also denote x′′ = λx+(1−λ)x′, and let γ′′ and y′′ denote its
corresponding normalization constant and normalized flows,
respectively.

min(
M

∑
i=1

∑
s,t

min(Di
s,t ,ys,t),

M

∑
i=1

∑
s,t

min(Di
s,t ,y

′
s,t))

=min(
M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

xT

γ
),

M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

x′T
γ′
))

=min(
1
γ

M

∑
i=1

∑
s,t

min(γDi
s,t , ∑

T∈Pst

xT ),
1
γ′

M

∑
i=1

∑
s,t

min(γ′Di
s,t , ∑

T∈Pst

x′T ))

≤
λ

M
∑

i=1
∑
s,t

min(γDi
s,t , ∑

T∈Pst

xT )+(1−λ)
M
∑

i=1
∑
s,t

min(γ′Di
s,t , ∑

T∈Pst

x′T )

λγ+(1−λ)γ′

=

M
∑

i=1
∑
s,t

min(λγDi
s,t ,λ ∑

T∈Pst

xT )+min((1−λ)γ′Di
s,t ,(1−λ) ∑

T∈Pst

x′T )

λγ+(1−λ)γ′

≤ 1
λγ+(1−λ)γ′

M

∑
i=1

∑
s,t

min
(

λγDi
s,t +(1−λ)γ′Di

s,t ,

λ ∑
T∈Pst

xT +(1−λ) ∑
T∈Pst

x′T

)

=
M

∑
i=1

∑
s,t

min
(

Di
s,t ,

1
λγ+(1−λ)γ′ ∑

T∈Pst

(λxT +(1−λ)x′T )
)

≤
M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

x′′T
γ′′

)

=
M

∑
i=1

∑
s,t

min(Di
s,t ,y

′′
s,t),

where the first inequality is by Lemma 5, the second inequal-
ity is since min(a,b)+min(c,d)≤ min(a+c,b+d), and the
third inequality is by Lemma 6.

Lemma 7. Let x /∈ argmaxy f (y), x∗ ∈ argmaxy f (y), and let
γ, γ∗ be the respective normalization constants.
If f (x+λ(x∗−x))≥ λγ∗ f (x∗)+(1−λ)γ f (x)

λγ∗+(1−λ)γ for any λ∈ [0,1], then
Q( f ;x) ̸= /0.

Proof. The directional derivative of f along x∗− x at x:

∇x∗−x f (x) = lim
h→0+

f (x+h(x∗− x))− f (x)
h∥x∗− x∥

≥ lim
h→0+

hγ∗ f (x∗)+(1−h)γ f (x)
hγ∗+(1−h)γ − f (x)

h∥x∗− x∥

= lim
h→0+

hγ∗

hγ∗+(1−h)γ ( f (x∗)− f (x))

h∥x∗− x∥

≥ lim
h→0+

γ∗

max(γ∗,γ) ( f (x∗)− f (x))

∥x∗− x∥
> 0.

Therefore, since L( f ; f (x)) is convex, − x∗−x
∥x∗−x∥ ∈Q( f ;x).

Lemma 8. Let x = {xT}, x′ = {x′T}, and λ ∈ [0,1]. Let x′′ =
{λxT + (1 − λ)x′T}, and let γ, γ′ and γ′′ be the respective
normalization constants. Then,
f̄MMCF(x′′)≥ λγ f̄MMCF (x)+(1−λ)γ′ f̄MMCF (x′)

λγ+(1−λ)γ′ .

Proof.

f̄MMCF (x′′) =
M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

x′′T
γ′′

)

≥
M

∑
i=1

∑
s,t

min
(

Di
s,t ,

1
λγ+(1−λ)γ′ ∑

T∈Pst

(λxT +(1−λ)x′T )
)

=

M
∑

i=1
∑
s,t

min
(

λγDi
s,t +(1−λ)γ′Di

s,t ,λγ ∑
T∈Pst

xT
γ
+(1−λ)γ′ ∑

T∈Pst

x′T
γ′

)
λγ+(1−λ)γ′

≥

M
∑

i=1
∑
s,t

(
min(λγDi

s,t ,λγ ∑
T∈Pst

xT
γ
)+min((1−λ)γ′Di

s,t ,(1−λ)γ′ ∑
T∈Pst

x′T
γ′ )

)
λγ+(1−λ)γ′

=
λγ f̄MMCF (x)+(1−λ)γ′ f̄MMCF (x′)

λγ+(1−λ)γ′
,

where the first inequality is by Lemma 6 and the second
inequality is since min(a,b)+min(c,d)≤ min(a+ c,b+d).

Proposition 4. Q( f̄MMCF ,x) ̸= /0 for any x /∈
argmaxy f̄MMCF(y)

Proof. By Lemma 8 where x = x∗,x′ = x, and by Lemma
7.

Since Assumption 1 holds, Theorem 3 guarantees that the
stochastic normalized subgradient method will converge to
an optimal solution of the Max-MCF objective.

B.2.3 Results for Maximum-Concurrent-Flow

Given a demand matrix D, the Max-Concurrent-Flow objec-
tive is

fMCONC(x,D) = min({
ys,t

Ds,t
}s,t∈V,Ds,t>0 ∪{1}).

We assume that when Ds,t ̸= 0, there is a minimal value ε for
Ds,t , corresponding, e.g., to a single packet. We next show
that Max-Concurrent-Flow satisfies Assumption 1.

Proposition 5. The function fMCONC is Lipschitz, and its
Lipschitz constant is at most max

s,t

(
∑p∈Pst

2·Cmax
ε·Cmin

)
.

Proof. By Lemma 4 and as a sum, minimum and multiplica-
tion by a constant of Lipschitz functions.
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Proposition 6. The function fMCONC is Lipschitz and
bounded. Its maximum is obtained inside a convex set X. Fur-
thermore, for every D1, . . . ,DM , we have that 1

M ∑
M
i=1 f (x,Di)

is quasi-concave in x

Proof. The claims in the beginning of proposition 3 hold
for fMCONC, and therefore its maximum is obtained inside a
convex set.

Clearly, fMCONC is bounded by 1.
The function is Lipschitz by proposition 5.
Let f̄MCONC(x) = 1

M ∑
M
i=1 fMCONC(x,Di). We shall now

show that for any x,x′ ∈ X , and λ ∈ [0,1], f̄MCONC(λx+(1−
λ)x′)≥ min{ f̄MCONC(x), f̄MCONC(x′)}, proving that f̄MCONC
is quasi-concave. We denote by γ′ and y′ the respective nor-
malization constant and normalized flows corresponding to
x′. We also denote x′′ = λx+(1−λ)x′, and let γ′′ and y′′ de-
note its corresponding normalization constant and normalized
flows, respectively.

min(
M

∑
i=1

min(

{
ys,t

Di
s,t

}
∪{1}),

M

∑
i=1

min(

{
y′s,t
Di

s,t

}
∪{1}))

=min(
M

∑
i=1

min(


∑

T∈Pst

xT
γ

Di
s,t

∪{1}),
M

∑
i=1

min(


∑

T∈Pst

x′T
γ′

Di
s,t

∪{1}))

=min(
1
γ

M

∑
i=1

min(


∑

T∈Pst

xT

Di
s,t

∪{γ}), 1
γ′

M

∑
i=1

min(


∑

T∈Pst

x′T

Di
s,t

∪
{

γ
′}))

≤
λ

M
∑

i=1
min(

{
∑

T∈Pst
xT

Di
s,t

}
∪{γ})+(1−λ)

M
∑

i=1
min(

{
∑

T∈Pst
x′T

Di
s,t

}
∪{γ′})

λγ+(1−λ)γ′

=

M
∑

i=1
(min(

{
∑

T∈Pst
λxT

Di
s,t

}
∪{λγ})+min(

{
∑

T∈Pst
(1−λ)x′T

Di
s,t

}
∪{(1−λ)γ′}))

λγ+(1−λ)γ′

≤

M
∑

i=1
min(

{
∑

T∈Pst
λxT+ ∑

T∈Pst
(1−λ)x′T

Di
s,t

}
∪{λγ+(1−λ)γ′})

λγ+(1−λ)γ′

=
M

∑
i=1

min(


∑

T∈Pst

λxT+(1−λ)x′T
λγ+(1−λ)γ′

Di
s,t

∪{1})

≤
M

∑
i=1

min(


∑

T∈Pst

x′′
γ′′

Di
s,t

∪{1})

=
M

∑
i=1

min(

{
y′′s,t
Di

s,t

}
∪{1}),

where the first inequality is by Lemma 5, the second inequal-
ity is since min(a,b)+min(c,d)≤ min(a+c,b+d), and the
third inequality is by Lemma 6.
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Figure 11: Accuracy of predicting demands; results from
different prediction methods.

Lemma 9. Let x = {xT}, x′ = {x′T}, and λ ∈ [0,1]. Let x′′ =
{λxT + (1 − λ)x′T}, and let γ, γ′ and γ′′ be the respective
normalization constants. Then,
f̄MCONC(x′′)≥ λγ f̄MCONC(x)+(1−λ)γ′ f̄MCONC(x′)

λγ+(1−λ)γ′ .

Proof.

f̄MCONC(x′′) =
M

∑
i=1

min(


∑

T∈Pst

x′′
γ′′

Di
s,t

∪{1})

≥
M

∑
i=1

min(


∑

T∈Pst

λxT+(1−λ)x′T
λγ+(1−λ)γ′

Di
s,t

∪{1})

=

M
∑

i=1
min(

 λγ ∑
T∈Pst

xT
γ
+(1−λ)γ′ ∑

T∈Pst

x′T
γ′

Di
s,t

∪{λγ+(1−λ)γ′})

λγ+(1−λ)γ′

≥

M
∑

i=1

(
min(

{
λγ ∑

T∈Pst

xT
γ

Di
s,t

}
∪{λγ})+min(

 (1−λ)γ′ ∑
T∈Pst

x′T
γ′

Di
s,t

∪{(1−λ)γ′})
)

λγ+(1−λ)γ′

=
λγ f̄MCONC(x)+(1−λ)γ′ f̄MCONC(x′)

λγ+(1−λ)γ′
,

where the first inequality is by Lemma 6 and the second
inequality is since min(a,b)+min(c,d)≤ min(a+ c,b+d).

Proposition 7. Q( f̄MCONC,x) ̸= /0 for any x /∈
argmaxy f̄MCONC(y)

Proof. By Lemma 9 where x = x∗,x′ = x, and by Lemma
7.

Since Assumption 1 holds, Theorem 3 guarantees that the
stochastic normalized subgradient method will converge to
an optimal solution of the Max-Concurrent-Flow objective.
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Figure 12: Impact of demand prediction accuracy on max-
link-utilization.

C A Closer Look at Demand Prediction

Our results in §4 considered a demand-prediction-based
scheme that utilizes linear regression. We next contrast lin-
ear regression with other prediction methods on our datasets.
Specifically, we consider the following prediction methods:
linear regression, ridge regressing, random forrest, and au-
toregressive model. With the exception of the autoregressive
model, each of these schemes predicts the next traffic demand
for each source-destination pair using only that specific pair’s
recently observed 12 most traffic demands, i.e., the predic-
tion for each pair is independent from the prediction for other
pairs (as in SWAN [22]). The autoregressive model, in con-
trast, predicts the entire next DM from the 12 most recently
observed DMs, to allow for detecting correlations between
different pairs that might be conducive for prediction.

Figure 11 plots the accuracy of the different predictors, as
quantified by the root-mean-squared-error, for the two pub-
licly available WAN datasets. The accuracy is normalized
by the average traffic demand for the dataset and presented
in log-scale. Our results for PWAN and PWANDC exhibit
similar trends. As shown in the figure, linear regression and
ridge regression achieve the best results on average on both
WANs. We also considered a DNN-based predictor with a
single hidden layer with 128 neurons and ReLU activation
functions, but its performance was strictly dominated by lin-
ear regression on the test data (results omitted). Moreover,
treating source-destination pairs individually attains better
accuracy than that provided by the autoregressive model. We
believe that this is because, on the one hand, the previous traf-
fic demands for a single pair already contain a lot of valuable
information and, on the other hand, the much larger input
and output of the autoregressive model (entire DMs vs. single
demands) makes effective learning more difficult.

Figure 12 plots the implications of choosing different
predictors for TE performance, as quantified by the max-
link-utilization, benchmarked against DOTE. Observe that
DOTE outperforms all considered flavors of demand-based-
prediction TE, and also that accuracy in demand prediction
does not always translate to better TE performance, exem-

plifying the potential objective mismatch between the two,
discussed in the Introduction.

D Robustness to Unexpected Traffic Changes

We consider the GEANT, Cogentco, and GtsCe network
topologies with edge-disjoint tunnels. For Cogentco, and
GtsCe we use the gravity model to generate demands for both
train and test. To evaluate the implications of unexpected traf-
fic changes, we add noise to the test set by multiplying each
demand independently by a factor sampled uniformly at ran-
dom from the range [1−α,1+α] for α ∈ {0.1,0.25,0.35}.

Recall that for GEANT, DOTE generates TE configurations
that are extremely close to the optimum (less than 2%). Our
results show that even under random traffic perturbations, the
distance from the omniscient oracle remains low; 2%, 2.9%,
and 3.8% for α = 0.1,0.25,0.35, respectively. For α = 0.35,
the distance from the omniscient oracle was 0.01% in the
median, 13% in the 90th percentile, and no higher than 28%
even in the 99th percentile.

For both Cogentco and GtsCe, DOTE’s trained model is
roughly 0.5% from the omniscient oracle on the test demands
are perturbed. This is because traffic is generated using the
gravity model naturally does not reflect the intricate tempo-
ral patterns and complexity of real-world traffic. Even after
perturbing the traffic in our experiments DOTE achieved near-
optimal performance. Specifically, on Cogentco, the average
distance from the omniscient oracle was 0.54%, 0.57%, and
0.6% for α = 0.1,0.25,0.35, respectively. For α = 0.35, the
distance from the omniscient oracle was 0.56% in the median,
1% in the 90th percentile, and 1.4% in the 99th percentile.
On GtsCe, the average distance from the omniscient oracle
was 0.51%, 0.56%, and 0.61% for α = 0.1,0.25,0.35 respec-
tively. For α = 0.35, the distance from the omniscient oracle
was 0.57% in the median, 1% in the 90th percentile, and 1.4%
in the 99th percentile.

Tunnels Week 1 Week 2 Week 3 Week 4
Abilene 8 SP 0.7 0.3 1.0 1.5
Abilene edge-disjoint 2.1 2.4 2.4 2.0
GEANT 8 SP 1.4 2.7 2.9 3.1
GEANT edge-disjoint 0.7 1.6 2.0 2.5

Table 3: Average weekly distance from the omniscient oracle
achieved by DOTE for MLU across 4 consecutive weeks

Tunnels Week 1 Week 2 Week 3 Week 4
Abilene 8 SP 1.6 2.1 3.9 6.2
Abilene edge-disjoint 1.1 1.4 3.1 5.5
GEANT 8 SP 4.9 4.7 5.0 4.8
GEANT edge-disjoint 6.3 6.8 6.9 6.4

Table 4: Average weekly distance from the omniscient ora-
cle achieved by DOTE for maximum-multicommodity-flow
across 4 consecutive weeks
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E Stochastic Optimization Loss Function Pseu-
docode

Function 1 Stochastic Optimization Loss Function Pseu-
docode

G = (V,E,c) // capacitated directed graph that models the
WAN topology
U = {(i, j)|i ∈V, j ∈V, i ̸= j} // all pairs of nodes
T = ∪(s,t)∈U Ps,t // the set of all tunnels
A|U |×|T | // specifies, for each pair of nodes i∈U and tunnel
j ∈ T whether tunnel j interconnects the nodes in i

Ai, j =

{
1 j ∈ Pi

0 otherwise
B|T |×|E| // specifies, for each tunnel i and edge j, whether
tunnel i contains edge e

Bi, j =

{
1 j ∈ i
0 otherwise

C|E|×1 // vector representing WAN link capacities
Ci,1 = c(i)

function LOSS(DNNout put ,DMnext )
DNN|T |×1

out put // the output of the DNN

DM|U |×1
next // the (actual) next demand matrix

// × and / are element-wise operations
// 1. Compute the splitting ratios
PathsSplit |T |×1 = DNNout put × (AT (1.0/A ×

DNNout put))
// 2. Calculate the flow on each edge
FlowOnEdges|E|×1 = BT ((AT × DMnext) ×

PathsSplit)
// 3. Compute the maximum-link-utilization
MaxLoad = max(FlowOnEdges/C)
return MaxLoad

end function

F Additional Failure Results

Analogous to Figure 9, Figure 13 shows the behavior un-
der faults for the Abilene, GEANT and PWANDC topolo-
gies respectively. Figure 14 shows the results for maximum-
multicommodity-flow.
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(b) GEANT
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(c) PWANDC

Figure 13: Understanding the behavior of DOTE under failures on different WAN datasets. The results are qualitatively similar
to Figure 9.
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Figure 14: Coping with a random link failure when aiming to maximize the total flow for two different tunnel choices.
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