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Cloud
Native

RPC: Fundamental Component in Clouds
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RPC Latency is Crucial for App Performance
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RPC Latency Anomaly is Difficult to Diagnose
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RPC Latency Anomaly is Difficult to Diagnose

5

Network stack

Ethernet
IP

UDP TCP

App NIC Network Network stack

Ethernet
IP

UDP TCP

AppNIC

Sampling

Active probing

Telemetry

SNMP counters

Incomplete Visibility Inconsistent Semantics

Any ideas what happened to RPC#2?

Not sure… Got IP and time?

Yeah, check 192.168.1.22 @15:00?

Emm, I see a burst, RPC#2 maybe affected.
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Why Difficult?
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What's the Right Unifom Model for RLA Locating?
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Motivation for Using Buffer to Locate RLAs
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~500 Production RLA tickets
in Alibaba Cloud Storage Service

90% expose buffer anomalies
among all RLA tickets



Buffer Chain Abstraction

9

Network
stack

NIC Switches

Network
stack

NIC

RPC

Packet

Application Application



BufScope: Diagnosing RLAs based on Buffers
- Complete visibility at all layers - Consistent RPC-level semantics - Low overhead
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Design Challenges

11

Network
stack

NIC Switches

Network
stack

NIC

RPC

Packet

Application Application

How to define events 
for various buffers

How to obtain RPC semantics from
packets in NIC and switch

How to reduce
CPU overhead

• Drop for lossy buffer
• Pause for lossless buffer
• Out-of-order for TCP buf
• …

• RPC semantics are encapsulated in packet payload

• For software monitoring 
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Congestion
for all buffers

Order
Sensitivity

Priority
Awareness

Enqueue features

Event Definition based on Buffer Classification
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Congestion
for all buffers

Order
Sensitivity

Event Definition based on Buffer Classification
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Congestion
for all buffers

Order
Sensitivity

Event Definition based on Buffer Classification
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Example#1: multi-priority queues in lossy network
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Congestion
for all buffers

Order
Sensitivity

Event Definition based on Buffer Classification
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Example#2: TCP receive buffer
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Obtaining RPC Semantics in NIC and Switch
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Per-packet RPC-level Semantic Injection
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BufScope Implementation with Low Overhead
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Case Study 1: Polling Hang in Host Thread
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Case Study 2: Priority Contention in Recv NIC
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Evaluation Setup
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Microbenchmarks
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BufScope: Diagnosing RLAs based on Buffers
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Thanks for your interest in BufScope

gkh18@mails.tsinghua.edu.cn
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