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Introduction

= Data explosion

= Global data production expected to exceed 180 ZB by aws

2025 1]
= Cloud storage providers 3 B Eicnbuciars
Google Cloud = Azire Enterprise

» Mechanisms .

—_/
DALENVIC
« Distributed file systems [2] IBM Cloud

= Storage Architectures 3]

= Data Deduplication 4!
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Introduction
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= Data Deduplication 5]

= Identify and eliminate duplicate data No,
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= Deduplication Overview

= File Chunking and Hashing

= Fingerprint Comparison

= Data Storage

Server
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= Content-Defined Chunking (CDC) L6l =
=
= Hash-based and Hashless :
Client 2
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Motivation - Vector Accelerated CDC

= CDC is computationally intensive

» Idea: Accelerate with SIMD (AVX / SSE) CPU BCRC @55-CRC OGear B55-Gear

Istructions

1.5 1.2X — 1.8x speedup

= Existing approaches

- SS-CDC [8] 0.5 II I

= Low speedups despite using AVX-512 instructions
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4KB 8KB 16KB

(a) Chunking Speeds on
Random Data

W UNIVERSITY OF
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Motivation - Vector Accelerated CDC

» Fundamental inefficiencies Outgoing Incoming
byte byte
= Rolling hash algorithms (8! \ /

10 1AF | 131 51 1 A2 | F4 | FF | A2 | C3 | 11 | 12

—-—— -

= Dependency between adjacent bytes

Sliding
= Solution: Process different regions of the file Window
with SIMD 10 | AF | 13 AF | 13 | 51
« Expensive scatter/gather instructions Hash = x Hash =y

y =x + f(51) — g(10)
f(x) and g(x) are functions

w% UNIVERSITY OF
[8] Fan Ni et al. SS-CDC: A two-stage parallel content-defined chunking for deduplicating backup storage. SYSTOR, 2019. @ WAT E R Loo
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VectorCDC

New vector acceleration method for hashless CDC
= Use AVX-friendly tree-based search and packed scanning
= Compatible with a wide range of existing hashless CDC
= 21x higher throughput over SS-CDC

= No impact on deduplication space savings

, 1
Vs - K. Seq Scan M':\/);lr:gm F4|F4|F4
EH > Vector 64-byte
Vi 2 VMAX__ Vo O VMAX V2 op = | —> 3. Mask = 07
[E1[p3]se 21[12F2] | packed > F2|D1[82
7 A N Load ¥V 7 1. Packed Load
E1lp3ls59 |21l 12| F2}---|AA|lA5|EE| 43| 34 | 59 F2 | D1 | 82 | A3 | 43 | 66 | 12 | 66 | EE | C4 | C4 | B2
) Fixed-Size Window for Maximum Value Search g ) Data Region for Range Scan g
. UNIVERSITY OF
a) Tree-based Search b) Packed Scanning @ WATERLOO
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Outline

Background
= Hashless CDC
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Background - Hashless CDC

= Hashless CDC
= AE 7]
=« RAM Dl
= MAXP Lol

RAM L9]

10 |AF | 13 |51 |A2|F4 |12 |FF| A2 | C3| 11

10 13 | 51

Fixed Size
Window

Maximum Value
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Background - Hashless CDC

= Hashless CDC
= AE 7]
=« RAM Dl
= MAXP Lol
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Background - Hashless CDC

= Hashless CDC
= AE 7]

=« RAM Dl
10 |AF | 13 | 51 A212 FF|A2 | C3 | 11
= MAXP [wo]

Chunk Boundary

oflsls] (5 ye= g

Fixed Size
Window
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Background - Hashless CDC

= Hashless CDC
= AE 7]

=« RAM Dl !
10 |AF |13 | 51 |A2 | F4 {12 | FF| A2 |C3 11
= MAXP [wo]

Chunk
Boundary
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Background - Vector Instructions

= Special CPU instructions with SIMD capabilities [1!]

= Used in math / multimedia applications

= Vector registers

= 128 — 512 bits (16 — 64 bytes) wide

= SSE-128

V2 10| 11| 12| 13

. bl

= AVX-512 \V4

W UNIVERSITY OF
[11] James Smith et al. Vector instruction set support for conditional operations. ACM SIGARCH Computer Architecture News, 2000 @ WAT E R Loo
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Outline

Design
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VectorCDC Design

= Identify common phases among all
hashless CDC algorithms

= Extreme Byte Search
= Range Scan

= Extreme Byte Search

= Accelerate with novel tree-based search

= Takes advantage of pipelining

VectorCDC: Accelerating Data Deduplication with Vector Instructions, FAST' 25

SSE / AVX
Register

Sequential

Fixed Size Window

Extreme Byte Search
for maximum value
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VectorCDC Design

= Identify common phases among all
hashless CDC algorithms

= Extreme Byte Search

= Range Scan

= Extreme byte search

= Accelerate with novel tree-based search

= Takes advantage of pipelining

= Range Scan

= Packed Scanning
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VectorCDC Design

= Identify common phases among all
hashless CDC algorithms

= Extreme Byte Search

= Range Scan

= Extreme byte search

= Accelerate with novel tree-based search

= Takes advantage of pipelining

= Range Scan

= Packed Scanning
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Accelerating RAM with VectorCDC

RAM 9]

I
|

10 |AF | 13 | 51 | A2 | F4 | FF | A2 | C3 | 11 | 12 10 | AF | 13 | 51 A2HFF A2 | C3| 11| 12
|
|
; Chunk Boundary
I
|

1 1 1
10 13 | 51 0 3|5 Fy > p—
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Extreme Byte Search Range Scan
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Evaluation

B>

[ ]
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Chunking Throughput

Configuration: 8 KB chunks [ 1. VRAM is 12-15x faster than alternatives! ]

24.7 GB/s 26.7 GB/s

3 ' 3 |

| |

| |

2 | 2 |

' |

| 7 |

7 |
2z % | = . % |
E‘B o =3O ] l 71 m o =m il % :
Hash-based I Hashless Hash-based | Hashless
(a) DEB — VM Backups (b) RDS — Redis Database Backups

) BAE BCRC BSS-CRC OFastCDC ey o
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Speedups

[ 2. VectorCDC achieves higher speedups than SS-CDC! ]

2 30
A
1.2X] g7 7
1 Z Z 15 16x
17X 4 o 7
/ Il ¢¢
.., MAL7 maéll’ ,
2 DEB RDS =20 7 o
° 5 'DEB RDS
B CRC BSS-CRC OGear @SS-Gear ERAM ®BVRAM-512
(a) Speedups with SS-CDC (b) Speedups with VectorCDC

[ 3. VRAM is 21x faster than SS-Gear! ]

WATERLOO
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Summary

= Data deduplication is used to improve storage efficiency

« Content-defined chunking algorithms critical to system performance

» VectorCDC

= Redesign hashless CDC with SSE/AVX-friendly techniques

= 21x higher throughput than state-of-the-art vector accelerated CDC

P

» Code: https://github.com/UWASL/dedup-bench -='° i
ARTIFACT ARTIFACT ARTIFACT ' E:g:i. -
EVALUATED | | EVALUATED | | EVALUATED ?:::;
&y ocmnon | | € rocmmon | | € msocmmon a0 o 2208 2edes
92 ] (UNIVERSITY OF

AVAILABLE REPRODUCED E g 'i;? 5
@ WATERLOO
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= No negative space savings impact
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