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Abstract
Content-defined Chunking (CDC) algorithms dictate the

overall space savings achieved by deduplication systems.

However, due to their need to scan each file in its entirety,

they are slow and often the main performance bottleneck

within data deduplication. This paper presents VectorCDC,

a method to accelerate hashless CDC using SSE/AVX CPU

instructions. Our evaluation shows that VectorCDC achieves

21−46× higher throughput than existing vector acceleration

techniques, without affecting the space savings achieved.

1 Introduction

The amount of data generated and stored on the internet is

growing at an explosive rate [1]. Cloud storage providers

are racing to support this data growth by using novel storage

paradigms [2, 3], deploying distributed file systems [4, 5] and

caches [6, 7], using mechanisms such as data deduplication

[8, 9], and investing in data protection [10].

Previous studies by Microsoft [11] and EMC [12] show

that a large amount of redundancy exists in the data stored on

the cloud. Data deduplication [8] is used to conserve storage

space by identifying and eliminating this redundant data. Data

deduplication consists of four phases [9], of which data chunk-

ing and chunk hashing are the most compute-intensive [8,13].

In the data chunking phase, incoming data is divided into

small chunks, typically of size 1− 64 KB. Numerous data

chunking algorithms exist in current literature [14–19] and

can be broadly classified into hash-based and hashless al-

gorithms [13]. As chunking occurs whenever new data is

uploaded, this phase runs millions of times on the critical

path, making it a prime candidate for optimization.

We present VectorCDC, a technique to accelerate data

chunking algorithms using vector instructions. Vector instruc-

tions [20] are supported by most modern CPUs, and have been

previously used to accelerate mathematical operations [21,22]

and multimedia applications [23].

SS-CDC [24] has previously explored accelerating hash-

based chunking algorithms using vector instructions. Due

to the difficulties of leveraging vector instructions for hash-

based chunking, they resort to processing non-adjacent data

regions within a single vector operation, leading to relatively

small speedups (§3). Unlike SS-CDC, VectorCDC accelerates

hashless chunking algorithms. Hashless algorithms run faster

than most hash-based ones by avoiding computationally in-

tensive rolling hash functions. However, they may achieve

slightly lower space savings in certain data sets.

This paper identifies two phases common to all hashless

algorithms; Extreme Byte Searches and Range Scans. We ac-

celerate the search for extreme bytes with a novel tree-based

search, dividing the scanned region into multiple sub-regions,

processing each region using vector instructions, and using a

tree-based approach to combine their results. We accelerate

range scans with packed scanning, packing multiple adja-

cent bytes into vector registers and comparing them using a

single vector operation. Our evaluation (§5) shows that us-

ing these methods, VectorCDC achieves 21×−46× higher

chunking throughput than SS-CDC’s approach, without af-

fecting the space savings achieved by hashless algorithms.

We have made our code publicly available by integrating it

with DedupBench1 [13].

2 Background

Data deduplication consists of four phases [9]:

• Data Chunking: Data is divided into small chunks typi-

cally of size 1−64KB using chunking algorithms.

• Chunk Hashing and Comparison: These chunks are

hashed using a collision-resistant hashing algorithm such

as MurmurHash3 [25] or SHA-256 [26]. Chunk hashes

are compared against previously seen hashes to identify

duplicate chunks.

• Metadata Creation: Metadata needed to reconstruct the

original data from stored chunks i.e. recipes are created.

1https://github.com/UWASL/dedup-bench
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• Metadata and Chunk Storage: Non-duplicate chunks

and recipes to recreate the original data are saved on the

storage medium.

Space savings [13] is an important metric in deduplication,

representing the overall disk space conserved. It is defined as:

Space Savings =
Original Size−Deduplicated Size

Original Size
×100

(1)

2.1 Data Chunking

Data chunking and chunk hashing are typically the most

compute-intensive phases in deduplication [8]. While chunk

hashing has been accelerated up to 53× using GPUs [27] and

faster hashing algorithms [25, 28], data chunking needs more

attention.

Dividing the data into fixed-size chunks is fast, but results

in poor space savings on most datasets [17]. Deduplication

systems in production instead use Content-Defined Chunking

(CDC) algorithms, which divide data into chunks based on its

characteristics. Numerous CDC algorithms exist in current

literature [14–19, 29] and can be broadly classified into hash-

based and hashless algorithms.

Hash-based algorithms [15–17, 19] slide a fixed-size win-

dow over the data. When the hash value of the window’s

contents matches a target mask, they insert a chunk boundary.

This creates a new data chunk ranging between the current

and previous chunk boundaries. As recomputing the hash each

time the window moves is expensive [17], they use rolling

hash functions. Note that these hash-based CDC algorithms

are only used during the Data Chunking phase and do not

affect Chunk Hashing and Comparison.

Hashless CDC algorithms [14, 18, 29] instead use local

minima/maxima to insert chunk boundaries. For example,

RAM [18] inserts chunk boundaries when a byte outside the

window is at least as large as the maximum valued byte in the

window. As these do not involve rolling hashes, they are up to

2−3× faster than most hash-based CDC algorithms. While

hashless algorithms may achieve slightly lower space savings

on certain datasets (§5.1), they are still used in production

systems as the difference is small.

3 Motivation: Hash-Based CDC with AVX

SS-CDC [24] proposed using AVX-512 instructions to accel-

erate hash-based CDC algorithms. They decouple the rolling

hash and boundary detection phases, running the rolling hash

on the entire source data to identify boundary candidates in

the first phase, and determining boundaries sequentially in

the second. This allows both stages to be independently ac-

celerated with AVX instructions. However, many hash-based
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Figure 1: SS-CDC [24] Speedups on Random Data

algorithms such as FastCDC [15] and TTTD [19] use mini-

mum chunk-size skipping to improve throughput i.e., when-

ever a chunk boundary is found, they skip scanning the next

minimum_chunk_size bytes. When SS-CDC runs the rolling

hash phase on the entire source data, the throughput benefits

of minimum chunk size skipping are eliminated.

Secondly, rolling hash algorithms rely on the hash value

matching a target value to identify chunk boundaries. The

rolling hash value at a particular byte depends on the hash

value obtained by rolling until the previous byte, compli-

cating vectorization efforts. SS-CDC [24] overcomes this

by using AVX scatter and gather instructions to load 64

non-adjacent bytes into a single vector register and roll over

them using one vector operation. However, these scatter

and gather instructions are expensive [30], limiting perfor-

mance gains.

Figure 1 shows the chunking throughput obtained by run-

ning AVX-512 accelerated versions of CRC (SS-CRC) and

Gear-based chunking (SS-Gear) [24] against their native unac-

celerated counterparts. This experiment used randomized data

and an Intel Ice Lake machine described in §5. We ran each

algorithm with chunk sizes of 4−16 KB. SS-CRC achieves

0.51 GB/s, a speedup of 1.59× over CRC. Similarly, SS-Gear

achieves 1.1 GB/s, a speedup of 1.18× over Gear. These small

speedups result from the problems described above.

VectorCDC avoids all these issues by choosing hashless

CDC algorithms. VectorCDC accelerates these algorithms

using tree-based search and packed scanning approaches.

VectorCDC does not use expensive scatters / gathers and

is compatible with minimum chunk size skipping, resulting

in higher throughput and speedups.

4 Design

Hashless CDC algorithms such as AE [14], RAM [18] and

MAXP [29] slide windows over the source data to determine

chunk boundaries. We identify two common phases across

all hashless CDC algorithms: the Extreme Byte Search and

Range Scan phases. We accelerate each of these phases using

different AVX-based techniques, discussed in detail below.
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Figure 2: Accelerating Extreme Byte Search

4.1 Tree-based Extreme Byte Search

Algorithms such as AE [14], RAM [18] and MAXP [29]

all consist of a subsequence that identifies the extreme byte

(maximum/minimum) in a fixed-size window. The size of this

window depends upon the expected average chunk size and

can be as large as 4−8KB. As this phase may need to be per-

formed more than once per chunk, we propose accelerating it

using a novel tree-based search approach. Let us consider the

search for a maximum value using 512-bit AVX instructions

(Figure 2).

We first divide the fixed-size window into smaller sub-

regions, loading all the bytes into AVX-compatible m512i

variables in Step 1. We load these bytes in a packed fashion i.e.

each m512i variable contains 64 adjacent bytes. We then use

vector mm512_max instructions to find the maximum among

packed byte pairs (Step 2). For instance, among bytes "E1"

and "21", byte value "E1" is the maximum. The resulting

pairwise maximums are packed into a destination variable (V5

in the figure).

Step 3 compares the resulting variables V5 and V6 from Step

2 using vector instructions to find the maximum among byte

pairs again. We repeat this process, building a tree of m512i

variables until we are left with a single variable V7 containing

the maximum-valued 64 bytes from across the entire region.

We scan these bytes sequentially in Step K to determine the

maximum valued byte.

4.2 Packed Scanning for Range Scans

Hashless CDC algorithms also consist of a range scan sub-

sequence, where bytes are serially compared against a target

value. We propose to accelerate this scanning process using

vector instructions. Let us consider a case where we compare

bytes sequentially to see if they are greater than or equal to a

target value (such as in RAM [18]). Figure 3 shows our pro-

posal to accelerate this using packed scanning with AVX-512

instructions.

We first load the maximum value ("F4" in Figure 3) into an

AVX-compatible m512i variable V1. We then pack 64 adjacent

bytes from the scan region into another m512i variable V2. We

Figure 3: Accelerating Range Scan

compare these 2 registers using mm512_cmpge vector compare

instructions, which generate a 64-bit integer mask containing

the comparison results. If this mask has a value greater than

0, a chunk boundary exists within the scanned 64 bytes. Its

exact position is determined using the mask value. If the mask

equals 0, no boundary exists within the scanned region and

we proceed with loading the next 64 bytes into V2 to repeat

the process.

It is worth noting that our packed scanning approach is

compatible with minimum chunk size skipping. Unlike SS-

CDC’s approach, chunk boundary detection and insertion can

both occur in Range Scans i.e., whenever a chunk bound-

ary is detected, the next minimum_chunk_size bytes can be

skipped.

4.3 Putting it together: AE and RAM

RAM [18] first scans a fixed-size window at the beginning

of the chunk to find a maximum value (Figure 4a). After

this, it inserts a chunk boundary at the first byte outside the

window which is at least as large as the maximum valued

byte. In VectorCDC, RAM is a combination of an Extreme

Byte Search phase for a maximum value followed by a Range

Scan phase.

(a) RAM

(b) AE

Figure 4: AE and RAM Algorithms
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Figure 5: Space Savings with 8KB chunks

Similarly, AE [14] scans for a byte larger than all the bytes

before it i.e. a target byte (Figure 4b). Once found, a fixed-size

window after this byte is scanned to determine the maximum

valued byte within it. If the target byte is larger than the maxi-

mum valued byte, a chunk boundary is inserted, else scanning

continues for a new target byte. AE can be represented as a

combination of multiple Range Scan phases each followed by

a single Extreme Byte Search phase.

Thus, RAM requires only one Extreme Byte Search and

Range Scan phase per chunk while AE may require multi-

ple phases for each chunk. As discussed in §5.2, this causes

AE to experience a lower speedup when accelerated with

VectorCDC.

Finally, while other hashless algorithms such as MAXP

[29] can also be accelerated using VectorCDC, their native

versions are slower [14,18] than AE and RAM and have been

omitted from the rest of our paper.

5 Evaluation

This section outlines our efforts to evaluate VectorCDC

against the state-of-the-art.

Implementation. We accelerate AE [14] and RAM [18]

using VectorCDC with 700 lines of C++ code. We have made

our code publicly available with DedupBench [13].

Testbed. We run all our experiments using machines from

the Cloudlab [37] platform. We use an AMD EPYC Rome

(c6525-25g from CloudLab Utah) and an Intel Ice Lake

(sm220u from CloudLab Wisconsin) for our experiments. The

AMD EPYC consists of a 16-core AMD7302P with hyper-

threading, 128 GB of RAM, and two Mellanox 25 GBps NICs.

Dataset Size Information XC

DEB 40GB
65 Debian VM Images obtained

from the VMware Marketplace [31]
18.98%

DEV 230GB
100 backups of a Rust [32] nightly

build server
83.17%

LNX 65GB
160 Linux kernel distributions in

TAR format [33]
19.87%

RDS 122GB
100 Redis [34] snapshots with

redis-benchmark runs
33.54%

TPCC 106GB
25 snapshots of a MySQL [35]

VM running TPC-C [36].
37.39%

Table 1: Dataset Information

The Ice Lake consists of two 32-core Xeon Silver 4314 CPUs

with hyperthreading, 256 GB of RAM and a 100GBps Mel-

lanox NIC.

Note that all our runs are on the Ice Lake unless otherwise

specified. All our results are the averages of 5 runs and the

standard deviation was less than 5%.

Alternatives. We evaluate the following hash-based CDC

algorithms:

• CRC: Native (unaccelerated) version of the CRC-32

chunking algorithm from SS-CDC [24].

• FastCDC: Native version of FastCDC [15].

• Gear: Native version of the Gear-hash based chunking

algorithm [16].

• RC: Rabin’s chunking algorithm from LBFS [17].

• SS-CRC / SS-Gear: AVX-512 versions of CRC and Gear

accelerated using SS-CDC [24].

• TTTD: Two-Threshold Two-Divisor algorithm [19].

We also evaluate the following hashless CDC algorithms:

• AE: Native version of AE [14]. We use AE-Max.

• RAM: The native Rapid Asymmetric Maximum [18]

algorithm.

• VAE / VRAM: SSE-128, AVX-256 and AVX-512 ver-

sions of AE and RAM accelerated with VectorCDC.

Datasets. Table 1 shows the datasets used within our evalu-

ation as well as the space savings achieved by using fixed-size

chunking (XC) on them with 8KB chunks . By comparing

the space savings achieved by XC on these datasets to those

achieved by native CDC algorithms (Figures 5a - 5e), we note

that the datasets possess varying degrees of byte-shifting. For

instance, XC achieves a space savings of only 37.39% on the

TPCC dataset at 8KB while CDC algorithms achieve 86-87%.

We have made the DEB dataset publicly available 2 [38].

Metrics. We evaluate each alternative’s achieved space

savings, chunk size distribution, and chunking throughput on

all the described datasets.

2https://www.kaggle.com/datasets/sreeharshau/

vm-deb-fast25
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Figure 6: Chunking Throughput with AVX-512 instructions and 8KB chunks

5.1 Space Savings

Figures 5a - 5e show the space savings achieved by all alter-

natives with 8KB chunks. We omit the results for other chunk

sizes as the trends were similar.

Hash-based algorithms exhibit space savings values close

to each other across datasets. RAM and AE achieve slightly

lower space savings than the best hash-based algorithm on

some datasets (Figure 5c). On the other hand, they slightly

outperform all hash-based algorithms on other datasets (Fig-

ure 5d). Overall, RAM and AE achieve space savings values

within 6% of hash-based algorithms on all datasets and chunk

sizes, showing that hashless algorithms remain competitive

with hash-based algorithms for data deduplication.

Note that SS-CRC, SS-Gear, VAE, and VRAM achieve the

same space savings as their native counterparts i.e. vector-

acceleration does not impact the space savings achieved by

CDC algorithms. This aligns with the results previously ob-

served for SS-CRC and SS-Gear [24]. To ensure the correct-

ness of our vector-accelerated implementations, we compared

their chunk size distributions to those of their native counter-

parts and verified that they were equal. We omit these results

from the paper due to space constraints.

5.2 Chunking Throughput

Figures 6a and 6b show the throughput achieved by all algo-

rithms on DEB and RDS with a chunk size of 8KB. Note that

we have cropped the y-axis to 3 GB/s to avoid the figure being

skewed by VRAM. The results on other datasets and chunk

sizes were similar. We have omitted them for clarity.

Throughput Comparison. The fastest among the native

hash-based algorithms are FastCDC [15], Gear [16], and CRC

[24] achieving 2 GB/s, 0.95 GB/s, and 0.4 GB/s respectively.

We have accelerated each of these using SS-CDC; SS-Gear

achieves 1.2 GB/s and SS-CRC achieves 0.53 GB/s.

The native hashless algorithms AE [14] and RAM [18]

come in at 1.5− 1.6 GB/s, much faster than most of their

hash-based counterparts. VRAM, our vector-accelerated RAM

implementation, achieves 24-26 GB/s, 21× and 46× faster

than SS-GEAR and SS-CRC respectively. The throughputs of

all algorithms do not vary significantly across datasets.

Speedup Comparison. Figures 6c and 6d show the

speedups achieved by AVX-512 accelerated algorithms over

their native counterparts. Accelerating hash-based algorithms

using SS-CDC achieves a speedup of 1.2−2×. For instance

on DEB, SS-CRC exhibits a throughput of 0.53 GB/s over CRC

at 0.4 GB/s. On the other hand, VRAM achieves a speedup

of 16× over RAM. This demonstrates that AVX instructions

can be leveraged far more efficiently to accelerate hashless

algorithms compared to hash-based algorithms.

FastCDC. We did not observe any speedup when accel-

erating FastCDC [15] with SS-CDC [24]. One of the main

optimizations used by FastCDC is minimum chunk size skip-

ping. However, as noted in §3, decoupling the rolling-hash

phase from the boundary identification phase eliminates the

throughput benefits of minimum chunk size skipping, nullify-

ing any speedup provided by vector-acceleration. VectorCDC

achieves 12× higher throughput than FastCDC.

Accelerating AE. We also accelerated AE [14] using Vec-

torCDC. Figure 7 shows the speedup achieved by VAE when

accelerated using SSE-128/AVX-256 instructions on the DEB

dataset with 8KB chunks. The results for other datasets and

chunk sizes were similar. We see that VAE-128 and VAE-256

only achieve 2.9 GB/s and 5.2 GB/s, speedups of 2× and

3.45× over AE while VRAM-128 and VRAM-256 achieve

speedups of 8.7× and 12.3× over RAM. However, note that

VAE is still faster than every other CDC algorithm.

Unlike RAM, the rolling window in AE has a target con-

dition depending on all the bytes before it (§4.3). The byte

at the head of the window must be greater than all the bytes

before it. The target byte is found using a Range Scan. Each

time such a byte is discovered, Extreme Byte Search is run to

find the maximum value in the window following the target

byte. To insert a chunk boundary, this maximum valued byte

must be smaller than the target byte. If not, the Range Scan

begins again. Thus, AE requires multiple iterations of Range

Scan and Extreme Byte Search per chunk while RAM only

requires one iteration of each, causing the lower speedup seen

in Figure 7. This demonstrates that RAM is inherently more

vector friendly than AE.
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Figure 7: VectorCDC on DEB with SSE-128/AVX-256 instruc-

tions and 8KB chunks

5.2.1 Speedups with AVX-256 and SSE-128 instructions

AVX-512 instructions are currently only supported by a hand-

ful of Intel CPUs. A large number of Intel and AMD CPUs

do not support AVX-512 but support SSE-128 and AVX-256

instructions. While §4 discusses VectorCDC’s design using

AVX-512 instructions, the same methods can be applied to

AVX-256 and SSE-128 instructions as well. Figure 7 shows

the throughput achieved by VRAM implemented using these

instructions (VRAM-128 and VRAM-256). We use the DEB

dataset and 8KB chunks for this experiment, running it on

both Intel and AMD machines.

VRAM achieves similar throughputs on both platforms,

achieving 13.3 GB/s and 19.5 GB/s with SSE-128 and AVX-

256 instructions respectively. This demonstrates that Vector-

CDC is compatible with a large range of CPUs while retain-

ing its throughput benefits over hash-based AVX algorithms.

5.2.2 Throughput breakdown

Figure 8 shows the individual impact of accelerating Extreme

Byte Search and Range Scan in VRAM using SSE-128 instruc-

tions. We use the DEB and LNX datasets for this experiment and

run VRAM with an 8KB chunk size. VRAM-EBS represents

RAM running with only Extreme Byte Search acceleration

while VRAM-128 accelerates both phases.

In DEB, we see that VRAM-EBS achieves a throughput of

10 GB/s. Accelerating Range Scan provides an additional

speedup of 3 GB/s. On the other hand, VRAM-EBS only

achieves 5.7 GB/s on LNX while accelerating Range Scan

provides an additional speedup of 11 GB/s.

This is related to the datasets’ characteristics and the RAM

algorithm. On average, RAM finds chunk boundaries faster

on DEB than LNX once the Extreme Byte Search is complete.

RAM’s actual average chunk size on DEB is 1KB smaller than

that on LNX. Thus, RAM spends more time in Range Scan on

LNX than DEB, explaining Figure 8. Thus, accelerating both

phases using vector instructions is crucial to performance, as

the impact of each phase depends on dataset characteristics.

0
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B
/s

RAM VRAM-EBS VRAM-128

Figure 8: VRAM Throughput Breakdown with SSE-128

6 Related Work

Deduplication optimizations. Several other efforts exist

to optimize the remaining phases of data deduplication.

StoreGPU [39] accelerates chunk hash computation using

GPUs, SiLo [40] and Sparse Indexing [41] target hash com-

parison, and HYDRAStor [42] targets chunk and metadata

storage. These are orthogonal to our efforts as we accelerate

the data chunking phase.

Chunking optimizations. RapidCDC [43] uses chunk lo-

cality to accelerate chunking throughput. MUCH [44] and

P-Dedupe [45] use multiple threads to accelerate chunking.

All these techniques implement their optimizations on top

of existing CDC algorithms and VectorCDC is compatible

with all of them. Our previous work [46] that examines the

impact of low-entropy on CDC algorithms is orthogonal as

vector-acceleration does not impact algorithm characteristics.

Secure deduplication systems. Several efforts build end-

to-end deduplication systems for encrypted data [47]. They

mainly target encryption schemes [48, 49] for the underlying

data or focus on reducing attacks on the system [50]. Vector-

CDC is compatible with all these approaches.

7 Conclusion

We present VectorCDC, a methodology for accelerating

content-defined chunking using vector instructions. Vector-

CDC avoids the pitfalls of previous work that accelerates

CDC algorithms by choosing hashless CDC instead. Vec-

torCDC accelerates these algorithms using novel tree-based

search and packed scanning methods. Our evaluation shows

that VectorCDC achieves 21−46× higher throughput than

existing AVX-based CDC techniques. We have made our code

publicly available by integrating it with DedupBench [13].
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A Artifact Appendix

Abstract

We have made the code for VRAM-128, VRAM-256 and

VRAM-512 publicly available on GitHub as a part of Dedup-

Bench3 [13].

Scope

DedupBench [13] allows for the quick and easy comparison

of numerous CDC algorithms on any dataset. It reports met-

rics such as the deduplication space savings and chunking

throughput for each algorithm. Using DedupBench, the fol-

lowing claims in our paper can be verified:

• Space Savings: Accelerating hashless algorithms with

VectorCDC does not affect the space savings they ex-

hibit.

• Chunking Throughput: VRAM, powered by Vector-

CDC, achieves 16×–42× higher chunking throughput

than alternative CDC algorithms. VRAM-512 achieves a

16× speedup over RAM.

Contents

We have bundled the following CDC algorithms into the

DedupBench repository:

• AE: The hashless Asymmetric Extremum [14] algo-

rithm.

• CRC: The native CRC-32 based chunking algorithm

from SS-CDC [24].

• FastCDC: FastCDC [15] with chunk size normalization.

• Gear: Gear-based chunking [16].

• Rabin: Rabin’s chunking algorithm from LBFS [17].

• RAM: Rapid Asymmetric Maximum [18] algorithm.

• SeqCDC: The hashless SeqCDC [51] algorithm.

• TTTD: Two-Threshold Two-Divisor Algorithm [19].

• VRAM: SSE-128, AVX-256 and AVX-512 versions of

VRAM.

For ease of use, we have also provided scripts to run all

algorithms on any user-defined dataset and plot graphs. The

repository README file contains further details and usage

instructions.

3https://github.com/UWASL/dedup-bench

Hosting

The code for VRAM is hosted on Github within the Dedup-

Bench [13] public repository. It can be obtained from the

main branch via the git [52] framework. Commit 17c5209 or

later contains all the code used within this paper.

The DEB dataset used in our evaluation is publicly hosted

on Kaggle 4 [38]. It can be downloaded and used with Dedup-

Bench to obtain some of the results from our paper.

Requirements

The machines used to develop DedupBench were obtained

from CloudLab [37]. The details can be found in §5.

All of the native (unaccelerated) CDC algorithms in Dedup-

Bench are universally compatible with all processors. VRAM-

128, VRAM-256 and VRAM-512 require CPUs with SSE-128,

AVX-256 and AVX-512 instruction set support respectively.
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