
This paper is included in the Proceedings of the 
23rd USENIX Conference on File and Storage Technologies.

February 25–27, 2025 • Santa Clara, CA, USA
ISBN 978-1-939133-45-8

Open access to the Proceedings 
of the 23rd USENIX Conference on 

File and Storage Technologies 
is sponsored by

DNA data storage: A generative tool for 
Motif-based DNA storage

Samira Brunmayr, Omer S. Sella, and Thomas Heinis, Imperial College London
https://www.usenix.org/conference/fast25/presentation/brunmayr



DNA data storage: A generative tool for Motif-based DNA storage

Samira Brunmayr
Imperial College London

Omer S. Sella
Imperial College London

Thomas Heinis
Imperial College London

Abstract
DNA possesses extremely high information density and dura-
bility. In order to become a commercially viable medium such
as magnetic tape and hard disk drives, the cost per bit has to
decrease considerably, while the write bandwidth needs to
increase. Both are governed by DNA synthesis, the process of
writing data to DNA, which is currently very expensive and
slow. Assembly of DNA strands from motifs, i.e. short DNA
sequences, is an economical and faster way of representing
data using DNA. Each motif carries a letter in an alphabet.
Trading the quaternary alphabet {A,C,T,G} for longer frag-
ments, namely motifs, allows an increase in write bandwidth
and reduces cost. The success of the underlying chemistry,
specifically with the assembly of motifs into polymers that
faithfully represent the source binary data, is sensitive to the
formation of secondary structures and the correct annealing
of the motifs in a unique way. In this work, we develop a
mathematical framework and a method to generate a set of
motifs that agree with a predefined set of constraints regard-
less of the order they are combined. The set of constraints can
also be easily adjusted to align with technological advances
and their evolving requirements. We show that our approach
generates motifs that always conform to the constraints in
a more efficient manner than previous works and randomly
generated motifs.

1 Introduction

Deoxyribonucleic acid (DNA) has the potential to store large
amounts of digital data; up to 1018 bytes per mm3. Further-
more, it has a half-life of 500 years [2], which is significantly
higher than Hard Disk Drives (HDDs) and magnetic tape. In
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addition, DNA will always be relevant to humans, and so se-
quencing methods, or in this case, a read head, will always be
available. These properties make DNA an excellent candidate
for long-term archival storage of digital data.
Representing data at the nucleotide level, where each nu-
cleotide corresponds to a pair of bits, albeit appealing from an
information density point of view, relies on DNA synthesis.
Synthesis, which refers to a variety of chemical or enzymatic
processes, is at an acceptable price point for life science ap-
plications, but still too slow and costly for DNA data storage.
The cost of writing one TB of data using state-of-the-art DNA
synthesis [1, 20] is higher than 400 million USD, assuming a
coding density of 2 bits per base. Conventional synthesis of
DNA strands is thus not a viable option for commercialisation
of DNA as a data-carrying medium. A novel approach [26]
suggests the use of predetermined strings of nucleotides, also
known as motifs [10], to form an alphabet, which in turn
encodes data bits. Concatenation of symbols in the alphabet
then corresponds to the concatenation of motifs using bridged
oligonucleotide assembly, and results in a DNA strand that
can be sequenced using one of several standard methods. This
approach leads to a cheaper writing process since the motifs
can be produced in advance on a large scale using Polymerase
Chain Reaction (PCR) which is very cost-effective. Costly
DNA synthesis is thus only used once to start a pool of mo-
tifs and is no longer required in writing data to DNA. To
carry information, motifs contain a payload subsequence P,
corresponding to a letter in an alphabet. To allow bridging
assembly, this payload is sandwiched by one or two keys, S0
and S1, as shown in Figure 1 (top left). To combine motifs
together, additional single-stranded DNA sequences, called
bridges, that depend only on the keys, i.e., their reverse com-
plements S′1 and S′2 are used, as further depicted in Figure 1.
Reverse complementarity of S1 and S2 to S′1 and S′2 leads to
annealing, which is followed by enzymatic ligation. The final
step is the addition of missing bases to make double-stranded
DNA, through Polymerase Chain Reaction (PCR), also shown
in Figure 1.
If multiple distinct keys are used in the design, then multi-
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Figure 1: A payload sandwiched between two keys comprises
a complete motif (top left). A bridge (top right) comprised of
the concatenation of the reverse complements of S1 and S2.
Motif 1, which ends with key S1, and Motif 2, which starts
with key S2, anneal to the bridge (middle). Polymerase chain
reaction follows in completing missing nucleotides (bottom).

ple motifs can be joined in one reaction, thereby effectively
parallelizing, and thus accelerating the write process.
Encoding of data into motifs (rather than nucleotides) turns
the problem of writing data onto DNA into a constrained com-
binatorial problem of designing keys and payloads. Specifi-
cally, a good set of motifs maintains the following properties:

1. Payloads should be uniquely and distinctly recognizable
when the data-carrying DNA strand is sequenced

2. Keys should only anneal to designated reverse comple-
mented bridges

In addition, as with most approaches of storing data on DNA,
certain constraints on the resulting sequence should be met in
order to ensure successful storage and reading of data:

1. GC-content limitations, i.e., the ratio of G and C nu-
cleotide pairs should be bounded from above and be-
low to ensure the double strand can be separated into
single strands through denaturation such that it can be
sequenced

2. Reducing the chance of secondary substructure forma-
tion, i.e., avoiding self-complementarity which through
self-annealing can lead to hairpins and other secondary
structures which render sequencing impossible

3. Avoiding homopolymers, i.e., avoiding the repetition of
the same nucleotide for longer stretches

4. Elimination of reserved words and restriction sites which,
if not avoided, may lead to unpredictable behaviour

It might be tempting to generate keys and payloads randomly.
We show in Section 5 that this is unlikely to work. We there-
fore propose

1. A mathematical formulation of construction as a Markov
Decision Process (MDP) in Section 2, along with a
stochastic tool to generate motifs, i.e., keys and payloads,
that satisfy the aforementioned biological constraints, as
well as

2. A validation tool to check that designed motifs satisfy
the biological constraints regardless of which motifs are
joined and no matter the order in which they are joined.

As we show in Section 5, our generative tool only gen-
erates motifs that satisfy the constraints. We made the
code for the generative tool, as well as the generated
set of motifs used in this work in the following link:
https://zenodo.org/records/12575601 and the validation tool
can be found under https://zenodo.org/records/12575387.

2 Mathematical Formulation

We first assume that the set of keys, K , is given, and proceed
to construct a set of payloads P by induction starting from
the empty set. To simplify the construction, all keys are
assumed to have the same length LK and all payloads are
assumed to have the same length LP.

2.1 Formulation as a Markov Decision Process
A partial payload is constructed in steps, extending it by one
nucleotide at each step. At each step, a reward is assigned
to each nucleotide from the set {A,T,C,G} of possible ex-
tensions. The higher the reward, the more likely it is that a
payload containing the corresponding base in that position
would conform to all constraints. By normalizing the rewards,
we obtain a categorical distribution over the set {A,T,C,G}
of possible extensions. A stochastic algorithm then chooses
the next nucleotide in the sequence based on this distribution.
The higher the reward for a nucleotide, the higher the proba-
bility it is selected.
Once the number of nucleotides selected reaches the designed
length of the payload, LP, i.e., the payload reaches full length,
the payload is no longer partial and is committed by the algo-
rithm to the growing set of payloads P . Construction of a new
payload is then attempted the same way, accounting for the
new pool of payloads and starting from the empty payload,
until no more payloads that conform to the constraints can be
constructed.

2.2 An Integrated Reward Function
The reward, pi for choosing an action ai, i.e., extending the
current sequence by appending i ∈ {A,C,T,G} to it, is a
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weighted sum of individual rewards corresponding to the
various constraints that are to be avoided in this optimiza-
tion problem. We turn to define for each base i ∈ {A,C,T,G}
and each constraint, x, a non-positive number which we will
refer to as log score: ls(i,x). We could then apply positive
weights wx > 0 to each log score ls(i,x) and sum them across
constraints for each base:

ls(i) = ∑
x∈constraints

wx × ls(i,x) (1)

Since wx > 0 and ls(i,x)< 0 we have that the sum in Eq. 1 is
non-positive as well, and we can then define the reward for
choosing base i as:

pi =
els(i)

∑
j∈{A,T,C,G}

els( j)
(2)

And assure that 0 ≤ els(i) ≤ 1.
Since pi is inversly proportional to ls(i,x), we define ls(i,x)
as a function of x such that:

1. ls(i,x)≤ 0

2. ls(i,x) is monotonically increasing in "violation of con-
straint x".

Note that there is an abuse of notation and an implicit assump-
tion here, as we use x to note the type of constraint, but also
some numeric quantity relating to it. The following details
of the individual reward functions will make it clear that this
assumption holds.

2.3 Homopolymer Log Score
Let p0 be the partial payload currently being constructed, and
let P be the set of payloads already committed. We consider
the length of the longest homopolymer containing the last base
i, appended to p0, that can be found within any combination of
p0 with itself or any payload in P and denote it by homLen(i)
and depicted in Figure 2.

Figure 2: Illustration of a sequence being constructed where
the base Adenine (A) has been appended (in red). In this
example, homLen(A) = 5.

Since we are trying to avoid homopolymers as they cause
insertion, deletion and substitution errors in a sequence during
PCR [22], we can define the homopolymer log score:

ls(homLen, i) =−(hhom)
homLen(i)/maxHom +1 (3)

where hhom is a hyperparameter used to shape the reward for
homopolymers, and maxHom is the maximal allowed length
of consecutively repeated bases. The shape parameter hhom
allows us to control the sensitivity, or rate at which the score
is affected by homLen, as illustrated in Figure 3.

Figure 3: Homopolymer log score where the maximal allowed
length of consecutively repeated bases maxHom = 5 and for
shape hyperparameters hhom = 5, hhom = 15 and hhom = 30.
The closer the homopolymer length gets to the constraint
boundary, the smaller the log score gets, so the smaller the
probability is to select that base. The hyperparameter hhom
controls the slope of the function. The larger it is, the steeper
the gradient of the log score will be as the homopolymer
length gets closer to the boundary.

2.4 GC-Content Log Score
GC-content in a sequence is simply the percentage of bases
that are either Guanine (G) or Cytosine (C). While Chemical
synthesis may not be constrained by GC-content, any sub-
sequent Chemical processes (like PCR) could be adversely
affected by GC-content which is too high or low [9]. For this
reason, we require a maximum GC-content maxGC parame-
ter and a minimal GC-content parameter minGC. Ultimately,
the GC-content of any combination of motifs is required
to exist between minGC and maxGC. Consider the current
payload, p0, extended by i ∈ {A,C,T,G}, and the two quanti-
ties curMaxGC and curMinGC of current maximum GC and
minimum GC, respectively, that could be achieved using any
combination of p0 extended by i with the set of keys and the
set of payloads committed so far. Intuitively, the log score
should reflect at least the worst one of the two deviations:

(curMaxGc−maxGC),(minGC− curMinGC) (4)

We also need to consider the length of p0 and the possibility
of the current GC-content being adjusted by the nucleotides
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added later on in the construction. As the length of p0 be-
comes close to its full potential, i.e.: LP, the log score for
GC-content becomes more critical, as there will be no more
steps of the construction to offset. That is why we calculate
the log score for GC-content as:

ls(GC, i) =−max{0, WGC × (curMaxGc−maxGC),

WGC × (minGC− curMinGc))}
(5)

where the weight WGC accounts for the length of S0:

WGC = (hgc)
|p0|/LP −1 (6)

2.5 Hairpin Log Score
Hairpins are formed when a DNA strand contains a subse-
quence S followed by its reverse complementary S′, with some
subsequence L between them as depicted in Figure 4. This
may lead subsequence S to align and anneal to its reverse
complementary S′ forming a stem, with the subsequence L
forming a loop. Hairpins, like any secondary substructures,
make the accessing and sequencing of DNA sequences more
difficult. The length of L, i.e., the number of nucleotides be-
tween S and S′, as well as the length of the subsequence S are
factors that influence the stability of the hairpin formed by
S, L and S′ as they increase the chances of the subsequences
annealing to their reverse complements [15, 24]. The more
stable the hairpins are, the more energy is required to unfold
them [16]. So in the context of DNA storage, the aim is to
avoid hairpins altogether or at least ensure they are unstable
enough to be easily unfolded. Reduced stability is achieved
by reducing the length of such subsequences S and S′. Given a
range [loopSizeMin, loopSizeMax], we force all hairpins with
a loop size in that range to have a stem less than maxHairpin.

Figure 4: A hairpin is characterized by a stem and a loop.

Let s0 be the sequence being currently constructed with
added base i at the end, and let S be the set of sequences
that have already been generated. Consider an index, j such
that j ∈ [|s0|−maxHairpin, |s0|]. Let |s0| be the length of s0,
and let h be the length of the longest hairpin stem for hair-
pins with loop sizes between loopSizeMin and loopSizeMax,
which stem starts at position l for l ∈ [|s0|−maxHairpin, |s0|].
|s0| ≤ maxHairpin is the longest window size of consecutive
positions starting from the last added base, such that all bases
have been used at least once in all motifs.

lshairpin(i) =
[

∑
hstart

−(hhairpin)
hstart/maxHairpin +1

]
(7)

where hstart is the length of the longest hairpin stems of
all hairpins with a loop size between loopSizeMin and
loopSizeMax, and with the stem starting at position start for
any hhairpin is a shape hyperparameter.

start ∈ [|s0|−maxHairpin, |s0|] (8)

However, one of our motifs design choices is that we want
to be able to combine any payload with any other payload.
This means that if we are trying to avoid forming a hairpin
with stems s1 and s2, where s2 is in the current motif we are
generating and s1 is in a different motif, we would have to
avoid forming a hairpin with a stem s1 for every single motif
in the motifs set (illustrated in Figure 5).

Figure 5: On the left are the previously generated motifs, and
on the right is the motif that is being currently generated. In
this example, a hairpin of size 2 cannot be avoided since the
next base (red question mark) cannot be A, T, C nor G.

To reduce the chances of the problem mentioned before from
happening, we wish to avoid a scenario in which all four
bases A, T, C, G are used at the same position across all
motifs within a window of maxHairpin bases.
We consequently introduced a log score on the similarity of
each motif:

lssimilarity, i =−(hsimilarity)
s/maxHairpin +1

where hsimilarity is the shape hyperparameter associated to the
similarity between motifs. s ≤ maxHairpin is the longest
window size of consecutive positions starting from the last
added base such that all bases have been used at least once in
all motifs.
Combining the two log scores mentioned above, the final
hairpin log score is:

lshairpin, i =

[
∑

hstart

−(hhairpin)
hstart/maxHairpin +1

]
+ lssimilarity, i

(9)

2.6 No Key in Payload Log Score
The correct assembly of motifs is based on the annealing
of keys to their reverse complement. The appearance of a
key in a payload may lead to unintended annealing, which
may lead to data corruption. Moreover, key-payload collisions
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reduce DNA storage capacity [25]. Therefore, avoiding the
appearance of keys in the payload is a good design choice.
We define the log score associated to a set of keys as:

lsnoKeyInPayload(i) =−(hkey)
seqLen/Lk +1 (10)

Where LK is the uniform length of the keys, and where, as
usual, hkey is a shape hyperparameter. The variable seqLen is
the length of the largest substring of the key that is present
in the payload beginning from the last added base i to the
sequence.

3 Methods

Given a set of constraints, we are able to produce a set of
conforming Motifs using a stochastic tool that accepts: a set
of constraints, a set of positive shape hyperparameters, and
a set of positive weight hyperparameters.

3.1 Generation of keys
Generation of keys is similar to the generation of payloads.
The states of the Markov Chains used in the generation of
keys consist of:

1. the set of constraints which we wish the motifs to con-
form to,

2. the list of already generated distinct keys, and

3. the key being currently generated,

Each state can transition to 4 different states each containing
the same elements as the previous state, except that the key
being currently generated has an additional base (A, T, C, G -
a different one for each state) appended to it, as described in
Figure 6.
This means that given a fixed set of constraints C, the maxi-
mum number of states SK , and maximum number of transi-
tions TK that the Markov Chain contains is:

SK = TK = 4keySize×keyNum (11)

where keySize is the key size and keyNum is the maximum
number of keys, both defined in C.

3.2 Generation of payloads
Similarly, the states of the Markov Chains used in the pay-
loads generation consist of:

1. the set of constraints which we wish the motifs to con-
form to,

2. the list of previously generated distinct keys,

3. the set of already generated payloads, and

4. the payload being currently generated.

Each state may transition to one of four states containing the
same elements as the previous state, except that the payload
being currently generated has an additional base (A, T, C, G -
a different one for each state) appended to it.

Figure 6: Example of a Markov Chain used to generate pay-
loads with constraints C and list of keys K. The transition
probabilities to choose a base A, T, C or G as the next base
are pA, pT , pC, pG respectively.

This means that given a fixed set of constraints C, the maxi-
mum number of states SP, and maximum number of transi-
tions TP that the Markov Chain contains is:

SP = TP = 4palyoadSize×payloadNum (12)

where payloadSize is the payload size and payloadNum is
the maximum number of payloads, both defined in C.

4 Related Work

After more than a decade of research into DNA as a digi-
tal data storage medium [8, 12], it is mainly the sequencing
side that saw considerable breakthroughs. In contrast, DNA
synthesis is still costly and slow, making an end-to-end, DNA-
based, storage system previously envisioned, [5,6] unrealistic.
This could be why some research groups turned their atten-
tion to methods that either rely on a synthesis process not
suited for molecular biology [3, 28], or avoid DNA synthe-
sis altogether [7, 27]. Our use of MDPs to generate a set of
motifs generally falls into the category of Constraint Pro-
gramming [19], and has some similarity to text completion
methods [4,17,18]. The main difference, is the option to score
all possible options and choose from them. Another similar
task is that of constructing molecules based on physical con-
straints in three-dimensional space [23]. In our work, however,
we consider a relatively small set of constraints, and reward
has to be calculated for only four bases. If the calculation of
reward becomes too extensive, or if more than four bases are
considered, it may become more sensible to train a model to
generate Motifs. For a full survey on DNA data storage we
refer the reader to Heins et al. [14].
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5 Validation and evaluation

5.1 Pass / fail validation tool
Independent of the method a set of keys and payloads is gen-
erated, we implemented a pass / fail validation tool. This tool
takes as input:

• Maximal allowed length of consecutive identical bases.
• Hairpin stem maximal length.
• Hairpin loop maximal size.
• Hairpin loop minimal size.
• GC content maximal and minimal bounds.
• A list of distinct keys with a fixed length
• A set of payloads with a fixed length

A motif M is said to violate a constraint from the above list if
either:

1. Motif M violates a constraint, or
2. A combination of motif M with other motifs (possibly

with itself) violates a constraint.

5.2 Evaluation Against a Single Constraint
To evaluate our work, we compared the Motif Generation Tool
with other existing encoding tools, namely DNA Fountain by
Erlich et al. [11], Euclid by Sella et al. [21], the shortmer
combinatorial encoding scheme by Preuss et al. [17], as well
as randomly generated DNA sequences. This comparison was
carried out by determining the time taken to generate a motif
set consisting of only 1 motif (i.e., a single payload and key),
conforming to each constraint separately. This procedure was
performed on a quad-core Intel processor machine and was
repeated for motifs with lengths between 3 and 100 bases.
The results are illustrated in Figure 7. The tools by Erlich et
al. and Sella et al. allow for sequence generation, conform-
ing to constraints related to homopolymers and GC-content.
However, none of the tools takes hairpins into account. It
can be observed that, even though it is faster to generate a
set of motifs that conform to the constraints by randomly
generating them, as the length of the motifs increases, the
Motif Generation Tool outperforms random generation. The
only exception to this trend is when evaluating against the
GC-content constraint, since the expected GC-content of ran-
domly generated sequences is 50%. For the tool by Preuss et
al., the minimum time taken across all constraints is 377ms,
while for the Euclid tool, it is above 8 minutes, which are
both far greater than the maximum time taken by the Motif
Generation Tool, which is 25ms. Similarly for the DNA Foun-
tain tool, the values have also been observed to be greater
than those of the Motif Generation Tool. Moreover, due to
design choices, the motif sizes were limited to a minimum
of 60 bases, and not all motif sizes were achievable in our
chosen test range.

Figure 7: Time taken to generate a set of motifs consisting of 1
motif of varying lengths conforming to 3 separate constraints:
a) GC-content between 25% to 65%, b) having no homopoly-
mers with more than 2 bases, and c) having no hairpins with
stem size greater than or equal to 2 bases and loop size of 1.
Any times greater than 250ms are not shown. When evaluated
against the homopolymer and hairpin constraints, the Motif
Generation Tool always outperforms the DNA fountain [11]
and the shortmer combinatorial encoding [17]. When com-
pared against the random generation, while the Motif Genera-
tion Tool initially performs worse, its performance is better
as the motif length increases. For the GC-content constraint,
the Motif Generation Tool also outperforms the other tools,
except for randomly generated sequences which are observed
to have linear performance, as the expected GC-content of
randomly generated sequences is 50%.

5.3 Evaluation Against a Set of Constraints

In this section we review the performance of the tool for
biological and technological constraints shared with us by
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Parameter Value Description
keySize 20 Size of the keys (in bp)
keyNum 8 Maximum number of keys desired to be generated
payloadSize 60 Size of the payloads (in bp)
payloadNum 15 Maximum number of payloads desired to be generated
maxHom 5 Maximum allowed length of consecutively repeated

bases
maxHairpin 1 maxHairpin is the maximum allowed hairpin

stem length for hairpins with loop size in range
[minLoopSize, maxLoopSize]

minLoopSize 6
maxLoopSize 7
minGC 25 Minimum allowed GC-content (in %)
maxGC 65 Maximum allowed GC-content (in %)

Table 1: Summary of parameters used to determine constraints.

a commercial DNA provider, Integrated DNA Technologies
(IDT) [1] and can be found in full in prior works [20].
A summary of these constraints can be found in Table 1. Be-
low, we will give a brief explanation as to why they were
chosen.
Homopolymers of length up to 20 base pairs can be synthe-
sised, but homopolymers of length 5 or smaller can be se-
quenced with better accuracy, leading us to set maxHom = 5.
Hairpins with loop sizes of 6 to 7 bases tend to be most
stable, leading us to set loopSizeMin= 6 and loopSizeMax=
7. No data was shared on exact stem sizes which increase
hairpin stability have been provided, so to avoid any hairpin,
we choose maxHairpin = 1.
GC-Content of 25% to 65% are commonly cited leading us
to set minGc = 25 and maxGc = 65.
Keys were selected to have a size of 20 base pairs. To provide
at least 60% of data content from the total DNA, we set the
payload uniform size to 60 since:

p
2×20+ p

≥ 0.6 =⇒ p ≥ 60 (13)

where p is the payload size.

This places the maximum size of a motif at 2×20+60 = 100
base pairs, well within a range that could be synthesised and
sequenced.
To tune hyperparameters, we used two rounds of grid search.
We then used those hyperparameters, to run the Motif Gen-
eration Tool for the constraints given in Table 1 for a total
of 5 minutes on a quad-core Intel processor machine, and
determined the average time taken to generate a set of mo-
tifs successfully. To compare the performance of the Motif
Generation Tool, we tried to generate motifs using the same
constraints with DNA Fountain by Erlich et al. [11], Euclid
by Sella et al. [21], shortmer combinatorial encoding scheme
by Preuss et al. [17], and by randomly generating sequences.
The results are depicted in Table 2. It can be seen that only
the Motif Generation Tool managed to generate a set of mo-
tifs conforming to the constraints within a time frame of 5
minutes.

6 Conclusions

Using DNA Motifs to represent data, as presented by Yan
et al. [26], opens a cheaper alternative to representing data

Motif
Generation

Tool

DNA
Fountain [11] Euclid [21] Preuss et

al. [17]
Randomly
generated

Time taken to generate a set of
motifs without any constraints

(seconds)
2.3×10−2 1.22×10−1 >5min 5.30×10−1 2.1×10−3

Time taken to generate a set of
motifs conforming to the

constraints in Table 1 (seconds)
2.54 >5min >5min >5min >5min

Table 2: Tools comparison on time taken to generate a set of motifs run on a quad-core Intel processor machine. >5min means
that no motif has been generated within a 5-minute time frame.
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using DNA as a medium. In this work, we presented a genera-
tive tool for sets of DNA motifs that conform to a prescribed
set of constraints. Our approach relies on a Markov Decision
Process (MDP) [13] to produce sets of motifs, based on a para-
metric reward function. The reward function we presented
takes into account a set of constraints on homopolymers, hair-
pins and GC-content. When comparing the Motif Generation
Tool to existing tools, namely DNA Fountain by Erlich et
al. [11], Euclid by Sella et al. [21], the shortmer combina-
torial encoding scheme by Preuss et al. [17], and randomly
generated sequences, it can be observed that the Motif Gener-
ation Tool outperformed the other tools as motif length and
number of constraints increased. When testing the Motif Gen-
eration Tool on all constraints concurrently in Section 5.3, the
tool managed to produce a set of motifs conforming to current
technological and biological constraints, shared with us by a
commercial DNA synthesis provider and reported by Sella et
al. [20]. On the other hand, we were not able to generate such
sets of motifs on any of the other previously mentioned tools.
The motif generation tool we present here, is a first step in
the automation of reliable DNA sequence generation for data
storage, which can adapt to the technological advances which
come with evolving constraints.
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