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Abstract

Zero-knowledge succinct non-interactive argument of knowl-
edge (zk-SNARK) serves as a powerful technique for proving
the correctness of computations and has attracted significant
interest from researchers. Numerous concrete schemes and
implementations have been proposed in academia and in-
dustry. Unfortunately, the inherent complexity of zk-SNARK
has created gaps between researchers, developers and users,
as they focus differently on this technique. For example, re-
searchers are dedicated to constructing new efficient proving
systems with stronger security and new properties. At the
same time, developers and users care more about the imple-
mentation’s toolchains, usability and compatibility. This gap
has hindered the development of zk-SNARK field.

In this work, we provide a comprehensive study of
zk-SNARK, from theory to practice, pinpointing gaps and
limitations. We first present a master recipe that unifies the
main steps in converting a program into a zk-SNARK. We
then classify existing zk-SNARKSs according to their key tech-
niques. Our classification addresses the main difference in
practically valuable properties between existing zk-SNARK
schemes. We survey over 40 zk-SNARKSs since 2013 and
provide a reference table listing their categories and proper-
ties. Following the steps in master recipe, we then survey 11
general-purpose popular used libraries. We elaborate on these
libraries’ usability, compatibility, efficiency and limitations.
Since installing and executing these zk-SNARK systems is
challenging, we also provide a completely virtual environment
in which to run the compiler for each of them. We identify
that the proving system is the primary focus in cryptogra-
phy academia. In contrast, the constraint system presents a
bottleneck in industry. To bridge this gap, we offer recom-
mendations and advocate for the open-source community to
enhance documentation, standardization and compatibility.
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1 Introduction

Imagine you have a friend who is red-green colour-blind
and doubts that red and green are actually distinct colours.
You want to prove to your friend that the two colours are
indeed different. Our question is: How do you do that without
revealing the actual colours of the objects you're using?

The above colour-blind verifier [1] is a classical problem
when thinking about zero-knowledge proof (ZKP) with daily
life scenarios. The solution is also easy to understand: You
prepare a red ball and a green ball for your friend and ask her
to choose one as her favorite. Then she conceals both balls,
chooses one ball randomly and asks you to tell if it is her fa-
vorite. If red and green are indeed different, you can succeed
with probability 1, otherwise, you can only succeed with prob-
ability 1/2°. Your friend can repeat this process to convince
herself that the probability of coincidence is negligible.

A natural formalism of the above thought experiment yields
an interactive form of ZKP, where there are one or many
rounds of interactions between the verifier and the prover [2],
a.k.a. the interactive proof (IP). IP is a breakthrough in ZKP
field as it has been used to prove the knowledge of solutions in
all problems within non-deterministic polynomial time (NP)
space (e.g., 3-colour problem and boolean satisfiability prob-
lem), which extends the capability of ZKP from daily scenar-
ios to computational models [3]. IP is powerful but may need
multiple rounds of interaction, which increases the commu-
nication burden and is unrealistic for some applications like
blockchain or confidential machine learning. Non-interactive
zero-knowledge (NIZK) proof focuses on the protocols where
the prover just sends one message (i.e., the proof) to the veri-
fier and the verifier can decide to accept it or not. The main
purpose of NIZK is to solve latency issues caused by interac-
tivity. Luckily, IP and NIZK can be bridged through generic
transforms, e.g., Fiat-Shamir transform [4] which allows the
prover to generate hash values as if they are random messages
given by the verifier. Following the theoretical progress, IP

3In our simplified question you are not motivated to convince your friend
that red and green are the same.



and NIZK protocols for the 3-colourability problem and 3-
satisfiability have been proposed [3, 5]. However, these works
suffer from large asymptotic costs and are not practical. To
better address real-world scenarios, NIZK is further required
to have succinctness, which means the time and memory used
by the prover and verifier are bounded. NIZK with succinct-
ness, a.k.a. zk-SNARK has been the mainstream of the ZKP
research with practical applications. The relations of ZKP,
NIZK and zk-SNARK are shown in Figure 1.

ZKP (zero-knowledge)

zk-SNARK
(succinctness)

Figure 1: Relations of inclusion for ZKP, NIZK and
zk-SNARK.

Evolved from ZKP and NIZK, zk-SNARK provides a
mechanism for a distrustful party to prove the knowledge of
NP relations, where the generated proof reveals nothing about
the private witness. This valuable property makes zk-SNARK
a powerful cryptographic primitive, enabling the verification
of computation correctness without exposing private inputs.
In the past several years, a surge of groundbreaking scientific
achievements has emerged across zk-SNARK applications,
including but not limited to financial services like blockchain
payments [6, 7, 8], smart contract [9, 10], and other academic
areas like machine learning [11, 12], multiparty computa-
tion [13, 14, 15] and post-quantum cryptography [16, 17].
The zk-SNARK also has a promising market outlook. Till
today, there are more than 10 widely used blockchains based
on zk-SNARK and it has been estimated that only the trans-
action fee for generating ZK proofs will reach 10 billion by
2030 [18]. Besides blockchain services, many companies like
Axiom [19], FedML [20], and Giza [21] are cooperating to
build ZK ecosystems for privacy-preserving machine learning
and other applications.

Despite zk-SNARK having great generality, succinctness
and the potential for wide usage just like encryption and
signature algorithms, there are gaps between research and
practice that prevent the development of zk-SNARK. Re-
searchers and practitioners have different focuses on three
concepts of zk-SNARK: constraint system, proving system,
and compiler. Constraint system represents the problems that
we want to prove, such as some specific NP relations like
the 3-satisfiability. Proving system represents specific crypto-
graphic techniques that generate proof of the relation. Com-
pilers are practical tools that convert a high-level program
we want to prove to the constraint system in a mathematical
form.

Researchers mainly focus on designing different proving
systems for different constraint systems, aiming to achieve
special properties. Till today, there are schemes with very
practical properties, such as constant proof size, linear prover,
post-quantum security, and transparent setup. However, these
properties are not integrated into one single scheme and
there are trade-offs. To understand these trade-offs, one needs
to have substantial knowledge of zk-SNARK mathematical
background which is arduous from a practical perspective, pre-
venting a practitioner from choosing an appropriate scheme
for her application. Besides, the most time-consuming and
error-prone part for practitioners is using the compilers. As
reported in [22, 23, 24, 25], programmers struggle to correctly
implement their own zk-SNARK applications and there are
hundreds of vulnerabilities due to the misunderstanding of
the compiler’s language.

We identify a few gaps between academia and industry per-
spectives in the zk-SNARK field: (1) A user requires expert
knowledge to choose a scheme, and (2) The importance of
the compiler has been underestimated. To this end, we are
interested in the following research questions:

RQ1: How to present a unified master recipe outlining
the design principles and optimizations behind different
zk-SNARKSs?

RQ2: Can we provide guidelines on selecting zk-SNARKSs
in different real-world scenarios?

RQ3: From the master recipe and experiments, by scru-
tinizing prior works, can we provide novel insights for
academic researchers and library designers?

Our work: To address these questions, we conduct a sys-
tematic review of zk-SNARKSs and their libraries. First, we
establish a unified master recipe to outline the design prin-
ciples of mainstream zk-SNARKSs. This recipe includes key
steps: compiling a high-level program into a circuit, passing
the circuit to a proving system to generate an IP, and applying
a generic transformation to produce the final zk-SNARK. Ad-
ditionally, we explore the main applications of zk-SNARK,
such as confidential blockchain, zero-knowledge machine
learning, and cryptographic uses.

Using the master recipe, we classify proving systems and
trace their evolution in each category. This helps non-expert
users choose suitable zk-SNARK schemes. We then evaluate
all 11 state-of-the-art zZk-SNARK libraries based on perfor-
mance and usability. By analyzing performance, we recom-
mend best practices for implementing zk-SNARKSs based on
different needs. Additionally, we identify common issues in
current libraries and advocate for better documentation and
standardization.

We emphasize the goal of this paper and its open-source
materials aim at four distinct types of readers: (1) researchers
who want to move beyond theory to practice by understanding
state-of-the-art libraries; (2) developers who want to imple-



ment a component as zk-SNARK toolkit; (3) programmers
who want to implement their own zk-SNARK applications;
and (4) users who want to understand if a certain zk-SNARK
application meets their requirements. We believe that our
efforts are necessary and can facilitate the practitioners to
utilize zk-SNARK achievements.

Summary of Contributions: While we are not the first to
review this topic, we position our work as the first to sys-
tematize the research and practice field over the past decade,
which tackles the emerging challenges using state-of-the-art
libraries. In summary, we have made five main contributions:

* We establish a unified master recipe showing how a high-
level program is converted into a zk-SNARK, from the
origin to the end. Within the master recipe, we establish a
comprehensive overview in Section 3, considering different
circuits, constraint systems, techniques, and applications
used in the practical zk-SNARKSs.

* Under the guideline of the master recipe, we further survey
more than 40 zk-SNARKSs and provide a comprehensive
comparison table for the proving systems. We discuss how
the master recipe and the investigation help mitigate the
gaps.

* We survey all 11 zk-SNARK libraries and make compar-
isons based on performance and usability. We recommend
the best practice implementations and analyze each li-
brary’s architecture, toolkits and documentation.

* We provide our well-designed test code examples in docker
containers, which we believe will help the development
of zk-SNARK open source society and users utilize the
achievements of zk-SNARK field. All our codes and docu-
ments are posted on a permanent repository and available
athttps://doi.org/10.5281/zenodo.14682405.

* Based on comprehensive analyses, we provide key insights
and suggestions from 3 perspectives: library selection
and programming for non-experts, future directions for
researchers, and suggestions for library designers.

Related Work: Prior surveys on ZKP fall into two cate-
gories. First, surveys on zk-SNARK constructions and the-
oretical applications. For example, Feng and Mcllin [26] in-
troduce zk-SNARK basics and its use for NP computations.
Nitulescu [27] focuses on Quadratic Arithmetic Programs
(QAP)-based zk-SNARK:S. Li et al. [28] classify zk-SNARKSs
by techniques but focus on niche implementations like con-
straint systems and layered circuits. Others [29, 30] discuss
range proofs and offer practical advice. These works, however,
cover only a small portion of zk-SNARKS and are largely aca-
demic. In contrast, our work bridges theory and practice, of-
fering broader insights. Second, surveys on vulnerabilities in
practical zk-SNARK implementations. Prior works highlight
issues in the circuit layer [23, 31, 32], compilation phase [24],
and application-specific integrity layer [33, 34]. Chaliasos
et al. [25] summarize these vulnerabilities comprehensively.
Our work differs by providing a comprehensive walk-through
for zk-SNARK practitioners and focusing on usability, effi-

Abbreviation Full Form

AIR Arithmetic Intermediate Representation
CRS Common Reference String

DEIP Doubly Efficient Interactive Proofs
(e)DSL (embedded) Domain-Specific Language
FFT Fast Fourier Transform

FRI Fast Reed-Solomon IOP of Proximity
HDL Hardware Description Language

1(O)P Interactive (Oracle) Proof

IPA Inner Product Argument

ITP Information-Theoretic Proof

MPC Multi-Party Computation

NIZK Non-Interactive Zero-Knowledge

NP Non-deterministic Polynomial Time

PL Programming Language

(L)PCP (Linear) Probabilistically Checkable Proof
PCS Polynomial Commitment Scheme
PIOP Polynomial Interactive Oracle Proof
QAP Quadratic Arithmetic Program

QSP Quadratic Span Program

RI1CS Rank-1 Constraint System

STARK Scalable Transparent ARguments of
Knowledge

ZKP Zero-Knowledge Proof

ZKML Zero-Knowledge Machine Learning

zk-SNARK  Zero-Knowledge Succinct Non-Interactive
Argument of Knowledge

zk-VM Zero-Knowledge Virtual Machine

Table 1: Abbreviations and Corresponding Full Names

ciency, compatibility, and library selection, aiming to reduce
errors for practitioners unfamiliar with cryptography while
emphasizing software security.

2 Background

In this section, we focus on the concept of zk-SNARK and
introduce the definition in Section 2.1, as well as the main-
stream techniques in Section 2.2. In addition, we summarize
all abbreviations and their full names in Table 1. With these
symbols, we discuss the research development of zk-SNARK.

2.1 Notions of IP, NIZK and zk-SNARK

Here we introduce the formal notions of IP [35], NIZK [36]
and zk-SNARK [37], which are popular used in the ZKP field.
The similarity between these notions is that, for a fixed NP
relation R, the prover can convince the verifier that for the
public input x they know a witness w such that (x,w) € R. The
difference is that IP allows multiple rounds of communica-
tion while NIZK and zk-SNARK are non-interactive. Besides,
zk-SNARK further has efficiency requirements.
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Definition 2.1 (IP). Let R be a binary relation induced by a
NP language L. On common input x and prover’s input w, we
denote the interaction between the prover P and the verifier
V as (P(w),V)(x). A pair (P,V) is called an IP system for L
if there exists a negligible function € such that the following
properties hold:

* Completeness: If (x,w) € R, then Pr[(P(w),V)(x) =1] = 1.

o Soundness: If (x,w) ¢ R and for any malicious prover P*,

we have Pr[(P*(w),V)(x) = 1] < g(|x]).

Definition 2.2 (NIZK). A NIZK proof consists of three algo-
rithms (Setup, Prove, Verify) that are defined as follows:

* Setup(pp) — (pk,vk): On input a public parameter pp, it
outputs a proving and verification key pk and vk.

* Prove(pk,x,w,R) — m: On input pk, an instance and wit-
ness pair (x,w), and the relation R, it outputs a proof 7.

* Verify(vk,x,t) — {0, 1}: On input vk, x, and T, it outputs 1
or 0 to show if 7 is accepted or not.

Besides, a NIZK proof needs to satisfy the following three
properties:

* Completeness: Given (x,w) € R, the honest prover results
in the verifier outputting 1.

* Soundness: Given (x,w) ¢ R, a malicious prover interacting
with the verifier can only make it output 1 with negligible
probability.

* Zero knowledge: Given (x,w) € R, a simulator can pro-
duce a view of an honest prover with a possibly malicious
verifier that is computationally indistinguishable from an
actual execution transcript of the prover with the verifier.
Note that the simulator does not get w, while the prover
gets w, so the proof does not contain information of w from
the perspective of the verifier.

A NIZK proof is termed a zk-SNARK if the proof size and
verification time are bounded by the size of the statement to
be proven:

* The proof size is polylogarithmic in the circuit size.
* The verification time is polylogarithmic in the circuit size.

There are other notions like Scalable Transparent ARgu-
ments of Knowledge (STARK) [38] and Doubly Efficient
Interactive Proofs (DEIP) [39], presenting a similar ZKP
system like zk-SNARK. These notions actually belong to
zk-SNARK, and the main difference is that they incorporate
new properties. For example, STARK requires a transparent
setup, a construction of zk-SNARK in the standard model,
and post-quantum security; DEIP requires quasi-linear com-
plexity on the prover side. In this paper, we use zk-SNARK
to represent the efficient NIZK proofs for simplicity.

2.2 Cryptographic Techniques

In this section, we introduce interactive oracle proof (IOP),
which is a generalization of IP. We also introduce the poly-
nomial commitment scheme (PCS), which can instantiate

the oracles in IOP. We attach great importance to IOP and
PCS because they help build the structure of the mainstream
proving systems. We refer to the references [40] for more
information, including their concrete constructions.

Definition 2.3 (IOP). Let x be a common input known by ver-
ifier and prover, w be a witness string only known by prover,
and r(x) € N be the round complexity on x. An IOP system
with r(x) rounds asks that for each round, the prover sends
a message (which may depend on witness w and prior mes-
sages) to the verifier which is given oracle access, and the
verifier responds with a message to the prover. After interact-
ing with the prover, the output of the verifier is either accept
or reject.

Specifically, given R as a binary relation induced by a NP
language L and a soundness error € € [0, 1], we say that a pair
of interactive randomized algorithms (P, V) is an IOP system
for L with € if it satisfies the properties below.

* Completeness: If (x,w) € R, then Pr[V(P(x,w),x) =

accept] = 1.

o Soundness: If (x,w) ¢ R, then for any proof t, Pr[V (n,x) =
accept] <e.

As a special case of IOP, polynomial IOP (PIOP) denotes a
similar interactive process where a proof produces oracles that
evaluate polynomials with a degree lower than a given bound.
To ensure privacy, PIOP is typically instantiated through a
PCS, which we define as below.

Definition 2.4 (PCS). The PCS allows a prover to commit to
a polynomial f and later prove that the committed polynomial
was correctly evaluated at a specified point. A PCS consists
of four algorithms: Setup, Commit, Open, and VerifyPoly.

* Setup(1*) — ck: On input a security parameter K, it outputs
a commitment key ck.

« Commit(ck, f) — com: On input ck and a polynomial f, it
outputs a commitment com to f.

* Open(ck, f,com,i) — (f(i),): On input ck, f,com, and a
given point i, it outputs the evaluation f (i) and a proof 7.

* VerifyPoly(ck,com, i, f(i),n) — {0,1}: On input ck,com,
i, f(i), and T, it outputs 1 if 7 is accepted and 0 otherwise.

We emphasize PIOP with PCS is the mainstream technique
in constructing zk-SNARK currently. With different instan-
tiations of a PCS, one can achieve the required properties
needed in a zk-SNARK (e.g., short proof size, transparency,
and post-quantum security). There are also other techniques
like the quadratic arithmetic program (QAP) used to construct
a constant-size probabilistically checkable proof (PCP) as
zk-SNARK [37]. Here, we give a brief introduction to them.

Definition 2.5 (PCP). Let R be a binary relation induced by a
NP language L and € € (0, 1) be a probability. We say that R €
PCP(r,q) if there is a probabilistic polynomial-time algorithm
V for the verifier satisfying the following properties:



* Efficiency: After the proof 7 is generated from the witness
w, V uses at most » random coins and reads at most g bits
of 1 to verify it.

» Completeness: If (x,w) € R, then Pr[V (x,m) = 1] = 1.

* Soundness: If x ¢ L, then for all &, Pr[V (x,7) = 1] <E&.

IP, PCP and IOP are all called Information-Theoretic Proof
(ITP) which serves as an abstraction of the final zk-SNARK
scheme. There are two differences among them. First, IP and
IOP allow interaction without explicitly generating the proof
7, while PCP is non-interactive. Second, PCP and IOP use
oracles that the verifier can access freely. The oracles serve as
a block box to provide additional computation power for the
verifier and simplify the protocol design. To help better under-
stand these concepts, we provide a sudoku puzzle example in
Appendix A.

Definition 2.6 (QAP). A QAP Q over a field IF involves three
sets of m+ 1 polynomials, L = {lx(x)}, R = {rx(x)}, O =
{ok(x)}, for k = {0,...,m}, and a target polynomial g(x). We
say that an assignment (cy,...,c,) satisfies Q if g(x) divides
p(x) (with the quotient denoted as #(x)), where

p(x) = L(x)-R(x) = O(x), (1)

L(x) = lp(x) + X3 (cx - L(x)), R(x) = ro(x) + X4 (ck -
rx(x)), and O(x) = oo (x) + X ; (ck - 0k (x)).

Especially, a circuit with addition and multiplication gates
(arithmetic circuit) can be directly represented by QAP by
instantiating the polynomials. With this property, QAP has
been widely used and abstracted as a constraint system called
RICS. In this paper, we do not distinguish these two concepts.

3 Overview

In this section, we introduce the master recipe of construct-
ing a zk-SNARK and discuss the development within each
component in Figure 2. To construct a zk-SNARK for general
programs, an original program (written in a specific high-level
language) is first converted to a circuit form called compila-
tion. Then different constraint systems are utilized to repre-
sent the circuit satisfiability problem in mathematical form,
a.k.a. Arithmetic Intermediate Representation (AIR). Then
we need cryptographic protocols to prove the satisfiability of
an AIR. For instance, giving an R1CS, we need an informa-
tion theoretical protocol to actually prove it. The techniques
to instantiate such protocols mainly determine the properties
of the final zk-SNARK, such as transparency, post-quantum
security and efficiency. They are also our main classification
criteria. Finally, we take a generic transformation to transform
the instantiated information theoretical proof into zk-SNARK.
Despite the variations in tools and implementation details, the
majority of research topics in zk-SNARK fall into our master
recipe, and we discuss each component in detail as follows.

Compiling High-level Programs: Generally, a compiler in
zk-SNARK implementation compiles a high-level program
into AIR that fits a certain constraint system. Currently, the
compilers only compile languages that are specific to ZK.
These languages are different from the commonly used, gen-
eral languages like C and Python. Their behaviors are specific
to defining a circuit, and the tools and libraries in commonly
used languages cannot be recognized by a ZK compiler.
Constraint Systems: With efficient compilers, the high-level
program is compiled into the AIR of the circuit, which con-
tains all cryptographic expressions for the relationship be-
tween the program’s input and output. Generally, a circuit
is an abstraction of high-level computation, and a constraint
system is a mathematical NP statement that we want to prove.
In most cases, these two are similar, and in this paper, we
do not distinguish them. Here, we show a classical exam-
ple where a circuit-like function is transformed to NP lan-
guage R1CS. Assume we want to prove the computation of
fw,a,b) =w-(a+b)+ (1 —w)(a-b). If we denote vari-
able y as the output, we can represent the computation by
adding variable constraints: w- (a+b) =y, (1 —w)-a =y,
b-y» =y3, (y1 +y3) -1 =y. Following the QAP definition in
Definition 2.6, the form of R1CS constraint system is:

(ngE

(o) + ¥ (- 1k ))) - (o) + ¥ (ex- re0)))
k=1

1

(ck -0k (x)))-

@)

M= 7

= (00(x) +
k

Il
R

Since we totally have 6 variables w,a, b, y1,y2,y3, m is set as
6. Besides, consider that there are 4 constraints. Polynomials
l;,r; and o; are evaluated at 4 points and their values should
equal the coefficients of the corresponding variable. For in-
stance, let w denotes ¢, we have [1(1) =1 and [;(2) = —1,
while other points on /; equal 0 as w does not exist.
Common constraint systems include R1CS [37], plonk cir-
cuit [40] and their variants such as layered circuits [38, 41]
and custom plonk [42]. These constraint systems differ in
algebraic structures for high-level computation, making it
troublesome for a non-expert developer to understand them
completely. For instance, all wire values in plonk circuit are
evaluated in one polynomial, while in R1CS the evaluations
only encode the existence and coefficients of the variables. In
most libraries, the languages that define a circuit are related
to underlying constraint systems, and developers are required
to understand these systems.
Proving Systems: Proving systems refer to the protocols be-
tween the prover and verifier, proving the correctness of a well-
defined circuit. A specific proving system [37] for the above
R1CS example utilizes the bilinear group. The basic idea is

that the prover generates group elements gL(") , gR(x) , go(") and
¢'™, then the verifier checks if
e(gL(x),gR(x)) — e(gt(x)’gq(x)) . e(go(x),g), 3)
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Figure 2: The master recipe. General steps of converting a high-level program to a zk-SNARK.

where L(x),R(x), O(x),q(x),#(x) are defined in Definition 2.6,
e is bilinear mapping function, and g is the generator of the
group. The advantage of such a proving system is that the
proof only consists of a few group elements.

The proving system is the core component in a zk-SNARK
and has been widely studied in research. A main consideration
in choosing proving systems is the desired properties, such as
scalability, transparency, post-quantum security and universal
setup. Currently, practical zk-SNARKSs with constant proof
size and fast verifier are based on QAP techniques [37, 43] or
pairing PCS [40, 44]. Those zk-SNARKSs require a trust setup.
To eliminate the trust setup, there are zk-SNARKSs utilizing
PCS based on discrete logarithm problem [45, 46, 47] or hash
function with code theory [48, 49]. The above schemes all
have a slow prover, which is quasi-linear. To achieve a fast
prover with linear time, several works [42, 50, 51, 52] de-
sign multilinear IOP and multilinear PCS. However, these
approaches utilize more rounds of communication, which sig-
nificantly increases the proof size. Due to the complicated
categories of zk-SNARKSs, it requires expert knowledge of
the underlying construction of zk-SNARKSs to choose an ap-
propriate scheme for a particular application. In Section 4 we
solve this problem by providing a comprehensive classifica-
tion of existing proving systems.

Optimizers: Nowadays, PIOP-based zk-SNARKs have
achieved the optimized asymptotic complexity for general
circuits by introducing linear provers, sublinear proof size
and sublinear verifiers. However, the efficiency in specific
circumstances can still be improved. For example, recur-
sive [53, 54, 55] or aggregate proof [45, 56] shrinks the proof
size where the verifier needs to verify a sequence of compu-
tations. Elastic proof [57] and parallel proof [58] allow the
prover to adjust the memory and time when proving dynami-
cally. Lookup tables [59] specify the range of the witness to
shrink the size of the generating circuit. It is also possible to
improve the performance of modern CPU architecture and
specific schemes by optimizing elliptic curve operations [60].

Applications: We can use a general purpose zk-SNARK in
various applications and prove different computations: (1)
In the confidential blockchain, zk-SNARK can be utilized to
prove a transaction is valid (e.g., if the sender has sufficient
funds, the transaction is properly signed and the value is in
a certain range) without revealing the details of the trans-
action to the public, which solves the privacy problem in
Bitcoin. Existing blockchain applications include zcash [6],
Ethereum [61], zkSync [62], and Aztec [63], etc. (2) In zero-
knowledge machine learning (ZKML), zk-SNARK can be
used to verify the correctness of training process without re-
vealing the underlying data. This allows the prover to train a
model in a verifiable way without sharing her local datasets.
Existing ZKML applications focus on generating the proof for
decision trees [64], federated learning [65], and convolutional
neural networks [12], etc. (3) In cryptography, zk-SNARK
has been employed to build post-quantum signatures [17],
verifiable differential privacy mechanisms [66], and oblivious
transfer [67], etc.

Takeaways. Determine the scope of the open problems — With
the master recipe, a practitioner can better determine the scope of
their work, position their problems and understand how the pieces
work together as a zk-SNARK. For instance: (1) The latest works
which reduce prover time include developing more efficient proof
systems, improving circuit compilers and leveraging hardware
acceleration (optimizer). (2) In [43], a theoretical problem is pro-
posed if three elements are the optimized proof size for zk-SNARK.
The question is positioned in the proving system and interested
readers can focus on its progress without being distracted after
understanding the functionality of other components.

4 Classification of Proving Systems

In this section, we discuss proving systems, the core of
zk-SNARK field. We classify zk-SNARKSs into two cate-
gories termed as PCP and IP based on the information-
theoretic proof. We discuss the techniques used to construct
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Table 2: Classification of ZKPs from different perspectives. Post Quantum: O: not post-quantum secure, @: plausible post-quantum secure,
O: partial works in the category are post-quantum secure. Scalability: For R1CS, the circuit size N denotes the number of multiplication gates.
For plonk circuit, N is the sum of the addition gate and the multiplication gate. For layered circuits, the circuit size N = dg, where d and g are
the depth and width of the circuit, respectively. In these circuits, / denote the input size. The asymptotic complexity in scalability stands for the

optimized scheme in the category.

a zk-SNARK in each category and summarize the properties
essential for both researchers and developers, such as trans-
parency, post-quantum security, universal setup and efficiency.
A comprehensive classification table is provided in Table 2.

4.1 PCP-based zk-SNARKSs

Probabilistically checkable proof (PCP, see Definition 2.5)
allows for the verification of proofs with extremely high prob-
ability by checking only a tiny, randomly chosen portion of
the proof. This is in stark contrast to traditional proof verifi-
cation, which requires reading the entire proof.

Earlier works [36, 78] of PCPs have high asymptotic
complexity and do not focus on general computation mod-
els. In 2013, Gennaro et al. [37] proposed the first efficient
zk-SNARK for general circuits utilizing the quadratic span
program (a.k.a. QSP, a weak form of QAP) technique. The
basic idea of this category is to construct a set of polynomial
equations and use pairings to verify these equations. As an
example, to check the validity of Equation 3, one needs four
group elements gL gR() o0() apd ') (g(x) can be pre-
defined when instantiating QAP). However, more elements
are required to make sure these four elements are indeed
computed from the linear combinations of the polynomial
coefficients. Besides, we also need to ensure that the same co-
efficients are used in each linear combination, which we call
consistency checks. These checks are based the the Knowl-
edge of Exponent (KoE) assumption [79] and the security
guarantee for the group operations is g-type assumption, dis-
cussed in [37]. Specifically, the consistency check consists of
two aspects:

* Polynomial consistency check: The prover computes
g% and g*™), and the verifier checks if e(gX¥), g%) =
(g ) holds. For all polynomials, the prover also com-
putes group elements for R(x),0(x),#(x) and carries out
this check on them.

* Variable consistency check: Given random values
Bs,Br, Po generated by trusted setup, the prover computes
[17 (Pt +Brril)+Boci)yei a5 part of the proof, denoted
as g7, The verifier checks if e(g-(¥), gP7) . e(gR™) gBr).
e(gOW), gBot) = (g% g¥).

To shrink the proof size, Danezis et al. [68] replace gBl,
gBV and gB” with three basic group elements g;,g,,8,. Such a
replacement saves the need for y and eliminates one element
from the proof. In 2016, Groth [43] integrated the validity
check, polynomial and variable consistency checks into one
equation using only three pairings. The proof size was further
reduced to an optimized three elements. Following these the-
oretical advances, practical work has been done on building
concrete implementations. Those works focus on designing
a compiler for QAP [68, 80, 81]. Since Groth16 [43] is the
optimized QAP-based approach in theory, follow-up works
further analyze the security properties [82] and apply it to
specific applications together with different models, such as
multiparty setup [83], universal reference string (URS) [69]
and recursive proof [84].

The proof size in these systems remains constant, and the
time for a prover is linear. These attributes are particularly ad-
vantageous and have facilitated real-world implementations,
such as ZCash [6] and Pinocchio coin [68]. Nevertheless, a
significant limitation of QAP-based systems is the substantial
overhead in prover running time and memory consumption,
which poses challenges for scaling to large statements. Addi-
tionally, each statement necessitates a separate trusted setup.

4.2 1IP-based zk-SNARKSs

Interactive proof (IP) is a generalization of PCP in which the
verifier can send random messages to the prover for multiple
rounds. The construction of IP is divided into two steps: (1)
construct a proof which models the message sent by the prover
as oracles; and (2) instantiate the oracles with well-defined



cryptographic techniques. The first part is also known as
PIOP where the prover needs to send a commitment of a
polynomial. The technique in the second part is PCS which
convinces a verifier that evaluations of a polynomial sent
by the prover are correct. IP can eliminate the trust setup,
long common reference string (CRS), and slow prover in
QAP-based zk-SNARKS, and it has been a mainstream in the
design of state-of-the-art proving systems.

4.2.1 GKR-based IP for Layered Circuits

Earlier IPs are mainly designed for layered circuits where
each gate can only connect to the layer above. Goldwasser-
Kalai-Rothblum (GKR) protocol [85] is designed to prove
the satisfiability of such a circuit by a layer-to-layer reduction.
The basic idea in this category is that for each layer the prover
proves that the gate’s output is correctly computed from last
layer’s output. Denote the number of gates in the i-th layer
as S; and s; = logS;, the label of the wire is a, the value of
wire a in layer i as V;(a), and the wire predict ADD;(a, b, c)
and MUL;(a,b,c) (return 1 when a,b,c combine an addition
or multiplication gate, respectively). The GKR prover proves
for each wire c in each layer i, the following equation holds:
Viti(c) = (ADD(a,b,¢) - (Vi(a) + V(b))
a,be{0,1}% 4)
+ MULi(a,b,¢) - Vi(a)Vi(b))

The first GKR protocol has cubic complexity prover, which
proves Equation 4 by sending commitments of the circuit
values V;(c) and their linear combinations. Several follow-up
works [39, 41, 70, 71] extend the functions V,ADD,MUL in
Equation 4 to polynomials as if they are defined in a large field
and utilize polynomial evaluations to optimize the complex-
ity to quasi-linear. The GKR-based approaches are doubly
efficient, meaning that they have a quasi-linear prover along
with an efficient verifier where the verifier time is linear to the
input of the layered circuit. Despite the advancements of the
GKR protocol, a significant limitation is that it only works
on layered arithmetic circuits. This introduces a significant
overhead when padding general circuits to layered circuits
using dummy gates.

4.2.2 PIOP for General Circuits

To construct zk-SNARKSs for general circuits such as R1CS
and plonkish circuit, a new construction of IP has been pro-
posed. It utilizes a generalized form of IP called PIOP, which
models the message sent by the prover as polynomial oracles,
which returns polynomial evaluations. To get an IP, the ora-
cles in PIOP must be instantiated with a PCS, which evaluates
a polynomial on a specific point with soundness and privacy.
We discuss the features of three different constructions of PCS
for univariate PIOP and briefly outline the idea of multivariate
PIOP.

Univariant PIOP: The idea of univariant PIOP is to model
the computation in the general circuit as a polynomial and
then prove its properties. The prover uses a polynomial 7 to
encode the values in the whole computation trace, such as the
inputs and wire values, and a gate polynomial S to encode all
the addition and multiplication gates, e.g., S(a) =0 if a is an
addition gate and S(a) = 1 represents a multiplication gate.
The prover proves the circuit satisfiability by the following
equation for any y:

ST () +T ()] + (1= S))T ()T (wy) = T(a?y), (5)

where o is a gate offset, T'(y), T (wy), T (®”y) denote the left
input, right input and output of gate y, respectively. There
are various other polynomial relations related to 7 and S to
ensure the circuit is correct such as zero-test, product-test and
permutation-test. All the tests are proved by utilizing PCS,
where the prover sends the commitment of these polynomials
first and then evaluates them on the point given by the verifier
with zero knowledge. The soundness and privacy of all the
tests are based on underlying PCS which can fall into three
categories.
PIOP with pairing. The polynomial commitment by Kate, Za-
verucha and Goldberg (KZG) [86] has evaluation proofs that
consist of only a single bilinear group element, and verify-
ing an evaluation requires only a single pairing computa-
tion. To evaluate f(u) = v on point u, the prover constructs
f(x)—v=(x—u)t(x) for some polynomial ¢ (x) and computes
the proof as T =g’ (%), where s is a secret value computed in
the trust setup. The verification is done through a pairing oper-
ation e(com/g",g) = e(g*/g",m) (com is the commitment for
the polynomial generated in the setup). However, this asymp-
totically optimal performance comes at the cost of a trusted
setup that outputs g* and s must be deleted after generation.
Many efforts have been made to integrate the KZG PCS
into zk-SNARKSs. Plonk [40] utilizes the PCS to evaluate
Equation 5, achieving a short proof and fast quasi-linear
prover. Similar to Plonk’s technique, Marlin [44] applies the
KZG PCS to instantiate PIOP to prove the satisfiability of
RICS. It achieves better efficiency for certain types of compu-
tation that map well to R1CS (addition gates do not contribute
to R1ICS’s complexity). Some other works [87, 88, 89, 90]
add more features to the zk-SNARK in this category like
updatable setup and accelerators.
PIOP with inner-product argument (IPA). To eliminate the
trust setup in pairing-based PCS, BulletProof [45] instantiates
the PIOP through a new PCS using IPA-based techniques.
The idea of IPA PCS utilizes algebraic tricks. By proving a
polynomial f with degree m equals v at point u (i.e., f(u) =
Yo c;ju' = v where ¢; is the coefficient), the prover folds the
polynomial to two parts as f(u) = fz(u) +u"/? fr(u). By first
proving the correctness of the folding and then recursively
invoking the procedure, the prover is able to get a logarithmic
proof and a linear proving and verifying time related to the
polynomial degree.




Following this technique, Hyrax [39] represents the coeffi-
cients in a matrix achieving O(+/m) prover complexity as a
refinement. Dory [91] improves the verifier time to logarith-
mic by introducing a linear combination of the polynomial’s
coefficients. Other works further optimize the performance in
this category achieving both logarithmic time in prover and
verifier sides [46, 92, 93, 94]. Several works find IPA PCS is
suitable for range proofs and have continued to design opti-
mizers such as aggregate proof, recursive proof and updatable
proof in blockchain settings [53, 56, 75, 92, 95, 96, 97]. As
IPA PCS is based on the hardness of the discrete logarithm
problem, the resulting schemes are not post-quantum secure.
PIOP with code theory. To achieve both transparent setup and
post-quantum security, Ligero [98] utilizes the linear code in
code theory to construct a PCS. In linear code, an [n,k,A]-
code has three properties: (1) it can encode an arbitrary mes-
sage to a codeword; (2) the minimum distance (Hamming) be-
tween any two codewords is A; and (3) any linear combination
of codewords is also a codeword. In Ligero, Reed-Solomon
code [99] is used which views the message as a k — 1 degree
polynomial and views the codeword as its evaluations at n
fixed points. In PCS, the m + 1 coefficients of the polynomial
are first encoded into O(y/m) codewords. Then the prover
commits to the codewords using the Merkle tree to enable the
existence check of specific codewords. To verify the evalua-
tion f(u) = v, the verifier sends a message (1, u,...,u%V™)
requesting the prover to do linear combinations of the code-
words using the message as coefficients. The prover checks
(1) the result is generated using the codeword committed
before (utilizing the Merkle tree); and (2) the result is a code-
word in the same class of the encoding codewords. As the
message is O(y/m)-length, the prover size and verifier time
both have O(y/m) complexity. A bottleneck in the prover side
is encoding the polynomial requires FFT which has O(/m)
complexity.

Later works generalize the idea of polynomial encoding
by dividing the coefficients in the polynomial into multi-
dimensions and encoding them into more codewords [100,
101] to achieve time-space tradeoff. In [51], a different code
encoding algorithm is used to further accelerate the prover.
In Fractal [48] and other subsequent works [49, 102], a
novel variant called Fast Reed-Solomon IOP of proximity
(FRI) [103] is used. FRI treats the polynomial coefficients as
a O(m)-sized vector and recursively encodes it by folding it in
half each time to achieve logarithmic proof size. By applying
all above-mentioned advanced techniques in code theory, ex-
isting code PCS can achieve a logarithmic verifier and proof
size, a linear prover and post-quantum security.
Multivariant PIOP: Though efficient PCS can shrink the
proof size and reduce the workload of the verifier, the usage
of FFT to construct the key polynomial in the univariate PIOP
has been a bottleneck on the prover side as it introduces a
quasi-linear complexity. To resolve this efficiency issue, sev-
eral works [41, 42, 50, 51, 52, 104] aim at multi-variant poly-

nomial evaluation for eliminating FFT. Those works require
modifying the PIOP protocol and PCS to a multivariant type
and then using the sumcheck protocol for proving. The key
polynomial can be constructed using the multilinear extension
technique which only needs linear time.

MPC-in-the-head: Several works prove the computation by
letting the prover simulate the multiparty protocol [16, 76, 77,
105, 106]. The technique is called "MPC-in-the-head”. Since
it incurs great overhead of the proof size and verifier, this kind
of zk-SNARKSs has not been widely implemented.

Takeaways. Trade-off between efficiency and security-Linear
PCP achieves constant proof size but at the cost of a trust setup.
The zk-SNARK:s in other categories try to mitigate this issue and
all incur a sublinear proof size. In PIOP, compared to the usage
of KZG PCS and IPA PCS, the code-based PCS incurs a signifi-
cant constant overhead in proof size and prover time though the
asymptotic complexity is similar.

Guidelines for choosing an appropriate proving system— As
a summary of this section, Table 2 serves as a guideline for
practitioners to choose their appropriate proving systems. We
address a few important properties: (1) determine whether a trust
setup is accepted. If yes, more considerations shall be taken when
choosing the trust third party; (2) determine the appropriate
scalability. For instance, blockchain applications prefer a fast
verifier and small proof size in order to save transaction fee and
the schemes in PIOP with pairing PCS category can be a good
choice; and (3) determine if post-quantum security is necessary
and choose code-based schemes if yes.

5 Library Evaluation

We survey 11 general-purpose popular ZK libraries, all of
which contain implementations for zk-SNARK protocols
aforementioned. Our survey follows the steps in Figure 2
where a high-level program is first converted to an interme-
diate representation, a.k.a. a circuit, specified by a constraint
system. Then, the circuit is passed to a proving system, which
implements specific zk-SNARK techniques to output a proof.
We limit our scope to zk-SNARK schemes proposed in the
last decade with open-source implementations. Note that the
industry in this field is rapidly developing, and some pop-
ular protocols, such as halo2 [47] and Plonk [40], do not
have peer-reviewed published papers yet. We include those
libraries as long as they have basic tools for implementing
a circuit (e.g., gadget functions or compiler), their proving
systems are popular (at least 5 citations in our references),
and they are widely used (e.g., in commercial privacy-focused
blockchain projects, or open-source project which have more
than 200 GitHub stars and forks). In this section, we compare
each library from the perspectives of usability and efficiency”.

4All our codes and documents are available at https://doi.org/10.
5281/zenodo.14682405.
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Library Year Language Technique glerrf:;;lily Compiler Ii)sflrxs dE())(::;p le f;(;énple Online support ~ Academic  Commercial {;;Z;le

libsnark [107] 2014 C++ LPCP-QAP v eDSL [} O ° © X X 02/2024
bellman [108] 2017 Rust PIOP-IPA v \ O (@] o (@] X v 07/2024
libSTARK [109] 2018 C++ IP-GKR X \ [ ] O o O v X 12/2018
dalek [74] 2018 Rust PIOP-IPA X \ [ ] ([ ] ([ ] © X X 01/2024
libiop [110] 2019 C++ PIOP-FRI X \ [ ] O o O v X 05/2021
snarkjs [111] 2019 JavaScript PCP,PIOP v DSL [ ] o [ [ ] X v 04/2024
Spartan [112] 2019 Rust PIOP v eDSL ) © o © X X 04/2024
gnark [113] 2022 Go PCP,PIOP v eDSL [ ] () [ [ ] X v 07/2024
arkworks [114] 2022 Rust PCP,PIOP v DSL ) O o © X X 01/2023
halo2 [53] 2022 Rust PIOP-IPA v eDSL [ ] o [ [ ] X v 02/2024
plonky?2 [54] 2023 Rust PIOP v eDSL [} [ ] [ ] [ ] X v 08/2024

Table 3: Comparison table of ZKP implementation libraries. In Circuit generality, v: targets general circuit, X: targets specific
circuit. In docus, example codes and online support column, @: full support, ©: partial support, O: lack of support.

5.1 Basic Information

We first survey basic information about these libraries, in-
cluding language, technique, circuit generality, compilers and
documentation. Our findings are summarized in Table 3. The
language refers to the programming language that implements
the library. The techniques fall into four categories, with PIOP-
based schemes being the most common. Circuit generality
indicates whether a library supports general circuits. In Sec-
tion 3, we classify R1CS and Plonk circuits as general, while
layered circuits and range proofs are not. The latter two can
be adapted to general circuits but at an efficiency cost.

Compilers refer to tools that convert high-level languages
into circuit constraints, which we categorize in Section 5.3.
We also identify valuable documentation types: user docu-
mentation (installation, usage, and testing) and example docu-
mentation (sample code for applications). Some projects offer
additional support via GitHub issues or email.

While some libraries target commercial applications like
blockchain transactions, others are research-focused. Due to
page limits, detailed discussions on basic information, toolk-
its, and documentation for each library are provided in Ap-
pendix B.

5.2 Usability Issues

Note that some of the attributes in Table 3 represent critical
challenges in engineering, which we explain below.

Various Languages and Compatibility: Implementations
of zk-SNARK schemes are limited across programming lan-
guages. For example, Plonk [40] is only implemented in Rust,
making it challenging to use in applications written in other
languages. Developers needing Plonk-based schemes must
use Rust, which may not align with their preferences. Addi-
tionally, none of the libraries provide interfaces for compati-
bility. While components like constraint systems and proving
systems can be separated in code, their functions and tools
are confined to their respective libraries. For instance, we at-
tempted to use circuits generated in 1ibsnark with 1ibiop’s
proving systems to test Aurora and Fractal, as suggested by

[115]. However, we faced significant challenges due to in-
compatible circuit formats, as there are no interface functions
or documentation to bridge the gap.

Misuse of Circuits: Current libraries are not all focused on
the general circuits. For instance, Bulletproof [45] targets
range proofs and is not competitive enough compared with
other schemes targeting general circuits like R1CS when de-
signing complex applications. However, an appropriate choice
requires expert knowledge of constraint systems, which is
impractical for programmers. We believe the master recipe
in Section 3 and the classification table and explanations in
Section 4 can help mitigate this problem by enabling a practi-
tioner to choose an appropriate scheme for her application.

Misuse of Curves: The choice and usage of curves in each li-
brary are often implicit, leading programmers to overlook this
critical configuration. However, selecting an inappropriate
curve can reduce efficiency or introduce vulnerabilities. For
instance, if the computation exceeds the finite field’s limits,
the system becomes unsafe, yet programmers may remain
unaware. A common example is in blockchain range proofs,
where programmers must ensure the curve’s bit size exceeds
the maximum transaction value; otherwise, severe commer-
cial losses can occur. To address this, we documented the
curves used in the surveyed libraries and provided guidelines
for proper configuration.

Lack of Compilers: Many libraries lack a compiler to con-
vert high-level code into circuit representations, forcing pro-
grammers to manually add constraints. At the circuit level,
programmers must handle intricate details like curve opera-
tions, loops, and permutations. For example, implementing
a hash function like SHA256 requires tens of thousands of
constraints, placing a significant burden on the programmer.
Additionally, this task demands deep familiarity with both the
programming language and the constraint system.

Lack of Documentation: Here, we find that in many libraries,
example documents are rather limited. For example, arith-
metic circuits operate over a finite field whose size must be
set in advance, but very few documents tell how to choose
the size. The programmer is responsible for avoiding field



overflow, which requires preliminary knowledge of complex
field operations.

We have taken steps to address or mitigate these issues. For
language and compatibility challenges, we created runnable
Docker images for our test sample codes, enabling program-
mers to configure their environments without relying on cross-
platform functions. To tackle circuit and curve misuse, we
provided comprehensive guidelines in earlier sections and
included a detailed discussion of curves in our project. For
compiler-related problems, we categorized existing compil-
ers in each library and analyzed their strengths and weak-
nesses to help programmers understand compiler concepts
in the ZK context. Regarding documentation, we developed
open-source materials, including a wiki-book documenting
all APIs related to our master recipe components and three
walk-through tutorials for our sample code in each library.

5.3 Compilers

We identify compilers as the bottleneck of zk-SNARK appli-
cations for two reasons. Firstly, during the implementation
of our test code, most of the codes are for compilers and we
have spent most of time debugging compiler-related issues.
Secondly, according to [25], more than 90% of the vulnera-
bilities are found at the circuit level due to misunderstanding
the compiler’s languages. Here we discuss the categoriza-
tion of existing compilers for practitioners to understand their
features and functionality.

5.3.1 Categorization

Commonly used compilers for zk are categorized into
Domain-Specific Languages (DSLs), Embedded Domain-
Specific Languages (eDSLs), and Zero-Knowledge Virtual
Machines (zk-VMs). The input of DSL is an independent file
with syntax tied to circuit constraints, separate from library
functions, and its output is a separate file containing circuit
information. The input of eDSL combines library functions
related to the constraint system, often using gadgets (built-in
functions for complex constraints like inner products or loop
specifications); gadgets are tools, not compilers, that help
build compiler inputs, and the output of eDSL is a data struc-
ture for the proving system. The input of zk-VM is opcodes
compiled by general-purpose compilers, and its output is cir-
cuit information. We discuss the strengths and drawbacks of
these compilers as follows.

Domain-specific languages (DSLs): DSLs are special-
ized programming languages designed for specific prob-
lem domains, offering tailored syntax to efficiently express
constraints in arithmetic circuits for zk-SNARK. Current
DSLs are categorized as hardware description languages
(HDLs) [116] or programming languages (PLs) [117, 118,
119, 120]. HDLs describe circuit synthesis directly in wire
form, providing elegant syntax but posing challenges for pro-

grammers due to their independent wire-based structure and
limited data type abstraction, as inputs are represented as sig-
nal data structures. In contrast, PLs define constraints in high-
level programming languages, supporting various data types
and resembling languages like Rust or Python. This makes
PLs more accessible to programmers without wire form cir-
cuit knowledge, offering the easiest way to define constraints.
However, PLs’ flexible syntax increases vulnerability risks
and introduces efficiency issues. Currently, learning DSLs is
challenging due to the lack of standardization, with each DSL
having an entirely different syntax.

Embedded Domain-Specific Languages (eDSLs): eDSLs
for zk-SNARK have gained popularity in recent years and
are implemented as functions within general-purpose pro-
gramming languages, making them distinct from traditional
compilers in the context of programming languages. In
this paper, we generalize the concept of a compiler to in-
clude any tool that transforms its input into a circuit def-
inition. eDSLs are designed to describe circuit synthesis,
similar to HDLs, but they target wire form circuits while
offering greater expressiveness and ease of use by inherit-
ing data structures and programming features from the em-
bedded language. Examples of eDSLs include implemen-
tations in Golang [113], Rust [53, 54, 108, 114, 121, 122],
C&C++[107, 110], Java [123], and TypeScript [124]. These
eDSLs streamline the development of ZK proofs by integrat-
ing circuit definition and proof generation into a single file,
simplifying code and enabling programmers to leverage exist-
ing library functionalities. However, writing code in eDSLs
requires developers to explicitly distinguish between in-circuit
and out-circuit operations, necessitating expert knowledge of
the specific language and library design.

Zero-Knowledge Virtual Machines (zk-VMs): zk-VMs tar-
get the opcode of the fetch-decode-execute cycle, replicating
the computation trace for general programs (typically smart
contracts) and generating corresponding ZK proofs. They
support various instruction set architectures (ISAs), including
Ethereum Virtual Machine [125, 126, 127], RISC [128, 129],
and custom ISAs [130, 131, 132]. zk-VMs are compatible
with existing high-level programming languages and can
leverage features of existing compilers, such as gcc. How-
ever, despite targeting low-level opcodes, zk-VMs are not
fully compatible with top-level applications and often require
minor or major program modifications, which can be error-
prone and difficult for programmers to manage. Additionally,
zk-VMs use a Turing machine computation model instead of
circuits, introducing significant overhead. While zk-VMs re-
duce the burden of writing constraints for programmers, they
may suffer from efficiency issues, particularly for large-scale
applications.

5.3.2 Compatiability

We assess the compatibility of these compilers according to



two properties:

Cross-compatibility: This indicates whether the compila-
tion result of a compiler can be utilized by another one. DSL
compilers offer moderate cross-compatibility as they separate
the constraint system and the proving system. With the stan-
dardization of compilation results in the future, the libraries
can only focus on providing the proving systems by taking
DSL results as inputs. The eDSL compilers have low cross-
compatibility as they define the circuit within a programming
language which makes it difficult to use their defined circuit
in platforms with other languages. Even in the same language,
the compilation result may not be compatible because gad-
get functions are different, as we find in 1ibiop [110] and
libsnark [107]. The zk-VMs have low cross-compatibility
as they are only designed for some specific high-level pro-
grams.

Syntax-compatibility: This indicates whether the input lan-
guage of a compiler has a similar syntax to another one.
Syntax-compatibility is important as it allows a programmer
familiar with a language to move to another one without com-
prehensive studies. Unfortunately, we find even in the same
category, the languages of the compiler have a completely
different syntax and it will be hard to learn them all. In DSL,
HDL is a hardware circuit language while PL is more like a
general programming language. In eDSL, the syntax depends
on the basic language of the library, ranging from C, C++,
Rust, Go and JavaScript. In zk-VM, only opcodes from smart
contract languages are well supported and opcodes from other
general languages will not pass the compilation.

Takeaways. Absence of universal standardization — Current
compilers are categorized as DSL, eDSL and zk-VM, and each
has pros and cons. We identify two issues related to compatibility.
Firstly, even in the same category, there are significant differences
in the syntax, which makes it difficult to migrate projects and
confuse programmers. Secondly, even for the same circuit, the
compilation result cannot be used by a proving system in another
library, though the compilers are designed separately from the
proving system. We thus call for a universal standardization for
these compilers including a standard language syntax and the
compilation output.

5.4 Experimental Evaluation

In this section, we benchmark the performance of
zk-SNARKSs on three sample programs. These programs are
all well-designed and popular in real-world applications. All
our experiments are conducted on a server equipped with an
Intel Xeon Silver 4314 CPU running at 2.40 GHz. The system
is powered by 64 GB of RAM and the operating system used
is Ubuntu 20.04.6 LTS. Our results are reported in Table 4
and here we make two comments.

Firstly, we compare the performance results with the
asymptotical complexity of each scheme and give interesting

findings that optimal theoretical complexity does not always
result in better performance. We discuss why this is the case
and recommend researchers discuss more suitable applica-
tions for their approach.

Secondly, we believe the quantitative results of our sample
programs are meaningful as a reference to practical appli-
cations for specific proving systems, but we emphasize that
the results would not accurately represent the performance
abilities of each scheme. The circuits used in each scheme are
different in theory or have different implementations in prac-
tice. Besides, the security models vary in transparent setup,
post-quantum security, universal reference string, etc., and in
academic papers, they are only compared to counterparts in
the same category. In our evaluation, we aim to show the com-
mon characteristics of each scheme and provide an intuitive
comparison from an engineering perspective.

5.4.1 Sample Programs

We carefully design sample programs to evaluate the effi-
ciency and usability of each library.

A Cubic Expression: Our first example is a cubic expression
proof that the prover proves that she knows x that satisfies a
polynomial x> +x+5 = y. This example tests the usability of
a library and checks whether it is possible to add constraints
manually for arbitrary small-size circuits without compilers.
It also tests the basic efficiency of implemented schemes on
small-sized circuits.

Range Proof: Our second example proves that a value x is in
a certain range [0,23%). Range proof is a popular application in
blockchain because it enables confidential transactions. Some
systems like Bulletproof [45] are not designed for general
circuits but for range proofs. This example compares such
schemes with other general-purpose ones.

Hash Function: Our third example is SHA256 hash function.
The prover proves that she knows a value x such that y =
SHA256(x) and only y is known to the verifier. A SHA2 hash
function is inefficient and has more than 30,000 constraints,
which is impossible without compilers. For those libraries
that only have proving systems, we test random circuits in the
same quantity of constraints instead. The hash example tests
the efficiency of the proving systems for large constraints.
Additionally, it tests different constant systems, e.g., R1ICS
and Plonk, when representing the same function.

5.4.2 Experimental Setup

In this section, we talk about the criteria for choosing schemes
for evaluation and evaluation metrics.

Inclusion & Exclusion Criteria: We aim to build a com-
prehensive benchmark for more zk-SNARK schemes both
from papers accepted at top Crypto & security conferences
and industry popular projects (due to the long review cycle,
several schemes have not yet been published but have various



. Cubic expression Range proof Hash
Library - Scheme | g N p v s CRS N P % S CRS N P \% S
Grothl6 0.86 3 0.008 0.001 0.13 7.56 39 0.023 0.001 0.13 4.19k 27.30k 0.92 0.001 0.13
libsnark BCTV14 1.74 3 0.013 0.004 0.28 9.63 39 0.024 0.004 0.28 6.28k 27.30k 0.97 0.004 0.28
GM17 2.11 3 0.010 0.002 0.13 15.21 39 0.035 0.002 0.13 10.30k 27.30k 1.78 0.002 0.13
nark Groth16 4.65 3 0.002 0.002 0.56 17.09 22 0.005 0.003 0.70 100.50k 153.00k  0.28 0.002 0.70
g Plonk 31.09 4 0.010 0.004 1.32 40.11 90 0.003 0.014 1.44 78.91k 599.20k  9.55 0.002 1.44
Groth16 5.87 2 078 0.70 0.79 26.22 33 0.76 0.70 0.79 33.00k 59.00k 2.19 0.71 0.79
snarkjs Plonk 1320 4 0.83 0.71 2.20 195.14 100 0.94 0.73 2.20 100.50k 241.70k  549.95 0.76 2.20
FFlonk 19.67 4 0.81 0.72 2.20 291.62 100 0.97 0.70 2.20 11044.20k 241.70k 556.31 0.71 2.20
Ligero \ 4 0.04 0.01 608.00 \ 32 0.04 0.02 608.00 \ 27.28k 2.195 2.081 3.01k
libiop Aurora \ 4 0.022 0.004 3540 \ 32 0.026 0.007 50.78 \ 32.77k 7.44 0.41 125.98
Fractal \ 4 0.014 0.007 54.69 \ 32 0.044 0.013 156.25 \ 32.77k 8.83 0.012 201.44
Spartan Spartan ‘ \ 4 059 0.32 9.67 ‘ \ 32 1.07 0.45 15.29 ‘ \ 32.77k 103.20 2.07 67.49
arkworks  Grothl16 ‘ 2.05 3 0.036 0.033 0.25 ‘ 15.48 33 0.037 0.037 0.25 ‘ 22.32k 58.94k 3.40 0.036  0.25
halo2 Halo2 ‘ \ 2 0.001 0.001 11.97 ‘ \ 33 0.002 0.002 117.04 ‘ \ 242.65k 4.16 0.13 3.97
plonky2 Plonky2 ‘ \ 2 1536 0.19 145.33 ‘ \ 9 1542 0.19 145.32 ‘ \ 261.98k 27496 0.28 175.59
dalek Bulletproofs ‘ \ ‘ \ 0.008 0.001 0.66 ‘ \

Table 4: Main results. CRS: the size of a common reference string (KB), N: the number of constraints in a circuit, P: running
time of generating a proof (s), V: running time of verifying a proof (s), S: the size of a proof (KB). Since some zk-SNARKSs
don’t need trust setup, they have no CRS and we mark them with ‘\’. Since Dalek-bulletproofs is used to generate range proofs
and not for general circuits, we do not evaluate the Cubic expression or Hash on it.

applications). We then made an initial attempt to run each
approach, following the instructions in README on their
GitHub homepages and applying the frontend and backend
programming styles documented in their evaluation settings.
We exclude libraries that either (1) are implemented by au-
thors as materials for the paper or (2) fail to compile and with
limited documentation or online support. In the end, we eval-
uate twelve schemes in 9 libraries, with three (Groth16 [43],
BCTV14 [81], GM17 [133]) under the category of QAP (Sec-
tion 4.1), one (Ligero [98]) under GKR interactive proof
(Section 4.2.1), and eight (Plonk [40], Aurora [49], Spar-
tan [50], Bulletproof [45], Halo2 [47], Plonky2 [54], Frac-
tal [48], FFlonk [134]) under PIOP (Section 4.2.2).
Evaluation Metrics: As each scheme has different proper-
ties and security models, we choose five general criteria, i.e.,
(1) the size of common reference string, (2) the number of
constraints in the circuit, (3) the running time of the prover, (4)
the running time of the verifier, and (5) the size of the proof.
We assess different schemes with our three basic examples
while more complex examples, such as scenarios that need to
verify many proofs at once and a sequence of range proofs,
are excluded. Some optimizers like recursive [53] or aggre-
gate proof [75] may perform well in these complex scenarios,
but testing them is beyond the scope of this work.

5.4.3 Performance Highlight

Best Practice: For different application scenarios, we rec-
ommend the best scheme along with its implementation.
Groth16 [43] is the best practice for applications that need a
fast prover, a small proof size, and can tolerate a trust setup.

gnark [113] implements Groth16 more efficiently in Go,
while snarkjs [111] provides an implementation of Groth16
in Rust with more compatibility (using a DSL compiler).
Plonk [40] is the best practice for applications that need a
transparent setup and are not sensitive to the slight increase
of the proof size. For the widely used range proof, we recom-
mend dalek [74], which is designed for range proof, specif-
ically. We also recommend gnark [113], arkworks [114],
snarkjs [111], halo2 [53] for study or research purposes
as they have well-formed documents and running a proof in
these libraries follows a complete walk-through of our master
recipe.

6 Discussion

According to our findings, we advocate for documenta-
tion, standardization, and designing specific proving systems,
which we explain in detail as follows.

Documentation: Universally, the biggest obstacle when us-
ing zk-SNARK libraries is the lack of documentation. The
community has dedicated thousands of hours to produc-
ing the work presented here, but not enough documentation
makes these contributions less accessible. In the context of
zk-SNARK field, we recommend two kinds of documents.
One is the user document, which contains not only the neces-
sary steps to run an example in the library but also the details
of gadgets API in eDSL or the language syntax in DSL about
how to define a circuit. The lack of documentation about the
compiling phase hinders the library from the cryptographic
developers. Besides, We find online support valuable when



experimenting with these libraries where the issues in Github
solved most of our problems. We also find a walk-through
of examples provided by the developers of the library is very
helpful. We thus advocate for dynamic documentation such
as executable codes (as the docker resources we provided)
and enough support through mail or Github.
Standardization: We advocate for two types of standardiza-
tion. One is about the feature in the zk-SNARK field. Many
of these libraries are designed around a particular feature, e.g.,
small proof with a trust setup in 1ibsnark [107], transparent
and fast prover in arkworks [114]. The library’s documen-
tation about these core features is implicit, and developers
need to understand underlying cryptographic techniques to
choose an appropriate scheme. The standardization can help
developers compare essential features across libraries and
also set a more consistent baseline for performance. The other
standardization we advocate is for the compiler. The existing
libraries use different approaches such as DSL, eDSL and
zk-VMs for defining circuits, which makes it difficult to reuse
existing tools due to non-standardization of compilers.
Specific Proving Systems: During our exploration, we
find some libraries are designed for specific tasks, such as
halo2 [53], plonky2 [54] for recursive proof and dalek [74]
for range proof. It remains an open question if proving sys-
tems for specific scenarios will perform better than generic
proving systems. Designing such specific proving systems
requires cooperation between the theory progress and engi-
neering.

7 Conclusion

In this paper, we systematically summarized research of
zk-SNARK from theory to practice. We begin by present-
ing a master recipe for zk-SNARK, which outlines the key
steps in constructing zk-SNARKSs. We then examined each
component in the recipe from both theoretical and engineer-
ing perspectives and identified gaps between them. Extensive
efforts were made to evaluate different zk-SNARK libraries,
and based on our findings, we offered recommendations for
programmers and developers while providing new insights
for future research.
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velopers working on zk-SNARK applications.
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In line with these principles, we ensure that all evaluated
zk-SNARK libraries are available with their links provided
in the references. Our artifacts consist of a completely vir-
tual environment (Docker image), a walk-through tutorial
for every test code and an API wiki book in which to run
the compiler for each system and are available at https:
//doi.org/10.5281/zenodo.14682405 as per the confer-
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A Sudoku example for ITP

Scenario: When convincing someone that a Sudoku puzzle
has a unique solution, we can use IP, PCP or IOP and compare
their difference.

IP: The verifier can ask any question she likes to the prover
who has the complete solution, such as:

* "What’s the number in row 3, column 5?"

e "Why can’t the number 8 be in the 7th box?"

» "Explain how you deduced the number in row 2, column

"

PCP: The prover writes the complete solution on a very
large piece of paper (the PCP proof). The verifier is allowed
to randomly choose a few cells to check (random oracle access
to the proof):

¢ "Check the number in row 2, column 8."

¢ "Check the number in row 6, column 3."

¢ "Check the number in row 9, column 9."

IOP: The prover also provides oracles like PCP but the
verifier has more kinds of interactions.

* First, the prover writes some hints on several sheets of
paper (oracles), such as "the sum of each row and column
is 45", "each box contains digits from 1 to 9", or a specific
deduction step.

* Then, the verifier can ask questions about the hints, such as
"show me the arrangement of numbers in row 3", or "show
me the numbers in box 5".

¢ Last, the verifier can randomly check parts of the hints
provided.

B Library Surveys

We survey each library in detail, including 1ibsnark [107],
bellman [108], 1ibSTARK [109], dalek [74], 1ibiop [110],
snarkjs [111], gnark [113], arkworks [114], halo2 [53],
Spartan [112], and plonky2 [54]. We discuss the chal-
lenges we encountered when implementing the sample pro-
grams and elaborate on limitations noted in the tables on
the overall usability of each library. We compare the differ-
ences between academic and commercial projects and ad-
dress recommendations to help the developer improve their
projects. We also mention the history and the great contri-
butions those projects made to zk-SNARK field. We pro-
vide the detailed discussion in our open source materials
in https://doi.org/10.5281/zenodo.14682405 for in-
terested readers.
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