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Abstract

The combination of Oblivious RAM (ORAM) with Trusted
Execution Environments (TEE) has found numerous real-
world applications due to their complementary nature. TEEs
alleviate the performance bottlenecks of ORAM, such as net-
work bandwidth and roundtrip latency, and ORAM provides
general-purpose protection for TEE applications against at-
tacks exploiting memory access patterns. The defining prop-
erty of this combination, which sets it apart from traditional
ORAM designs, is its ability to ensure that memory accesses,
both inside and outside of TEEs, are made oblivious, thus
termed doubly oblivious RAM (O,RAM). Efforts to develop
O,RAM with enhanced performance are ongoing.

In this work, we propose H,0,RAM, a high-performance dou-
bly oblivious RAM construction. The distinguishing feature
of our approach, compared with the existing tree-based dou-
bly oblivious designs, is its first adoption of the hierarchical
framework that enjoys inherently better data locality and paral-
lelization. While the latest hierarchical solution, FutORAMa,
achieves concrete efficiency in the classic client-server model
by leveraging a relaxed assumption of sublinear-sized client-
side private memory, adapting it to our scenario poses chal-
lenges due to the conflict between this relaxed assumption
and our doubly oblivious requirement. To this end, we intro-
duce several new efficient oblivious components to build a
high-performance hierarchical ORAM (H,0,RAM). We im-
plement our design and evaluate it on various scenarios. The
results indicate that Hy,0,RAM reduces execution time by up to
~ 10? times and saves memory usage by a factor of 5 ~ 44
compared with state-of-the-art solutions.

1 Introduction

With the growing adoption of cloud computing, there have
been rapidly arising concerns about the security and privacy
of data outsourced to the cloud. In this evolving landscape,
trusted execution environments (TEEs) play an increasingly
prevalent role due to their ability to provide enhanced security
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features (e.g., isolation, confidentiality, and integrity) without
significant performance overhead, reliance on trusted third
parties, or the need for non-colluding servers. Furthermore,
virtual machine-based TEEs (e.g., Intel TDX [44], AMD
SEV [4]) require minimal adaption efforts to migrate existing
applications into secure environments. Consequently, many
cloud providers [23, 36, 69] have incorporated TEEs as part
of their infrastructure offerings.

In brief, TEEs [4, 44, 68] provide high-level security by
isolating the execution of selected code and data from the
main operating system, thus shielding them even from system
administrators. Within the processor, a memory encryption
engine transparently encrypts and decrypts confidential data
as it moves to and from the main memory, using keys derived
from a root key permanently embedded in the processor. Fur-
thermore, users can verify the integrity of the application or
the system that operates within the TEEs via an attestation
process [47], thus ensuring that computations are executed
correctly and privately in the untrusted cloud.

However, many works [12, 13, 14, 22, 55, 56, 59, 71, 105]
have shown the shortcomings of TEEs that compromise user
privacy. Some of them violating the intended security model
(e.g., those from speculative execution [14, 22] and power
analysis [59]) are due to design or implementation flaws and
will be patched by the corresponding manufacturers. In con-
trast, side-channel attacks [55, 56, 105] related to memory
access patterns generally remain beyond the security goal of
mainstream TEESs, representing a persistent challenge.

This work focuses on concealing the memory access pat-
tern that has been shown to be devastating in many applica-
tions [15, 39, 46, 60, 65, 104, 111] in TEEs. Since the sem-
inal work of Goldreich and Ostrovsky [34], oblivious RAM
(ORAM) has been recognized as a general and standard solu-
tion toward this goal. After decades of continuous develop-
ment, ORAM has undergone significant advances with con-
siderable efforts dedicated to performance optimization. A
promising line of work [18, 24, 27, 70, 84, 88, 89, 96, 110]
leverages TEEs to deploy a trusted client in the TEE to ac-
cess the untrusted server with minimal latency and high band-
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Figure 1: Simplified tree-based/hierarchical oblivious map access with n data blocks.

width. This effectively mitigates one of the critical perfor-
mance bottlenecks in the classic client-server model, i.e., net-
work latency due to high bandwidth demands and round-trip
complexity. Meanwhile, the use of TEEs, in turn, brings a
new consideration, i.e., ensuring that data accesses are oblivi-
ous both outside and within the TEE itself. Thus, such solu-
tions [18, 70, 84, 88, 96] are coined as doubly oblivious RAM
(DORAM). To better distinguish it from distributed ORAM
or differentially ORAM, we rename it as O,RAM.

ORAM roadmap. Informally, ORAM conceals on which
data blocks a client operates and whether these operations are
reads or writes. This is achieved by accessing extra dummy
blocks, shuffling the data periodically, and consistently writ-
ing the data back after each read. As discussed in [8], one
prevalent category of tree-style ORAM designs, derived from
Path ORAM [95], excels in concrete efficiency, but falls short
of achieving optimal theoretical complexity. To get the value
of akey k in such designs as shown in Fig. |, one has to recur-
sively execute the following four steps until reaching the max-
imal possible height of a binary search tree, e.g., [1.441og, n]
for an AVL tree. (1) starting from the root node, it oblivi-
ously compares k with the current node value v to determine
whether the left/right node is the next one. ) to get v, it in-
vokes Path ORAM’s access protocol using the path identifier
id stored in the node. (3) the access protocol retrieves a path
by id together with a randomly picked path. It linearly scans
all the values retrieved and its stash to get the value v. Each
node in Path ORAM, referred to as a bucket, contains ~ 4 data
blocks, and the stash holds @(logn) blocks. (3) afterwards, an
eviction operation obliviously re-arranges the real data blocks
over two retrieved paths and the stash as close to the leaves
as possible w.r.t. the path invariance.

The other category derived from the foundational square-
root ORAM [33] draws more theoretical interest in the past.
It typically comprises logn levels, with each level increasing
geometrically in size and structured as oblivious hash tables
(to be precise, oblivious w.r.t. non-recurrent lookups). To
retrieve a value associated with id, the access protocol (i),
as shown in Fig. 1, visits each nonempty level and re-writes
the target data block back to the first one. A lookup in an
oblivious hash table generally completes in O(1) time. (@)
to maintain obliviousness, it extracts data from the first i

levels and rebuilds them into the (i + 1)-th level after every
2! accesses. This rebuilding process, essentially relying on
oblivious shuffling, dominates the computation overhead of
hierarchical ORAM designs [6, 8, 77]. This line of work
has recently achieved groundbreaking progress in achieving
asymptotic optimality [6, 25]. However, its practical efficiency
is largely constrained by the huge constant hidden in the big-
O notation. Asharov et al. [8] continue to optimize along
this path, making it the first concretely efficient hierarchical
scheme by allowing a sublinear yet reasonable-size client-side
memory that does not expose access patterns.

Insight: Under the premise of comparable complexity, hierar-
chical ORAM exhibits better concrete efficiency than tree-style
ORAM due to its better data locality and parallelization. As
described above, data blocks are scattered along paths in tree-
style ORAM, whereas in hierarchical ORAM, data blocks
are continuously aligned at each level, facilitating better uti-
lization of the cache and bandwidth of the chip. Meanwhile,
hierarchical ORAM is more amenable to parallelization as the
most time-consuming rebuilding process (i), which mainly
relies on oblivious shuffling, can be easily parallelized. Al-
though the eviction process in tree-style ORAM can also be
partially parallelized, the volume of data involved is too small
to justify the performance overhead caused by threading. Fur-
thermore, while there are indeed some studies [17, 24, 102]
exploring the parallelization and scaling of tree-style ORAMs,
these efforts mainly focus on scaling a batch of operations
rather than parallelizing the internal computation for individ-
ual operations. Such a batch process technique is not ideal for
many tasks, such as computing shortest paths, determining
maximum flow, or data accesses with sequential oder.

Given the achievable similar asymptotic complexity be-
tween hierarchical and tree-style ORAMs, we hence prefer
the hierarchical one as our technical roadmap for further opti-
mization. In specific, our work builds upon FutORAMa [8]
that represents a leading advancement in hierarchical ORAM.
In essence, their approach assumes a reasonable yet non-
constant, local memory that inherently does not expose access
patterns (which does not apply to our scenario). In addition,
they have implemented several elegant optimizations in the
oblivious rebuilding and extraction processes of large hash
tables, approaching asymptotically optimal complexity.



The challenge. Developing an efficient doubly oblivious ver-
sion of FutORAMa [8] is non-trivial, as its high performance
is heavily dependent on the use of sublinear-sized private
memory that inherently conceals any access pattern. Without
delving into excessive specifics, FutORAMa [8] randomly dis-
tributes the data blocks at each level into bins (configured as
hash tables), and then secretly selects a small subset of these
blocks from each bin to a secondary and similarly configured
structure. The key point is that the client could leverage its
private local memory to handle both small levels and multiple
bins at large levels in a non-oblivious (i.e., highly efficient)
way. A straightforward approach that replaces local memory
with existing O,RAM designs [18, 70, 84] would incur sub-
stantial overhead. Our empirical evaluation shows that even a
simple look-up in such a naive replacement (i.e., with a Path
ORAM) incurs much more overhead than our final solution.

Therefore, the primary challenge lies in constructing effi-
cient doubly oblivious bins, i.e., hash tables, that are of small
to moderate size (concretely, less than ~ 218 data blocks or
tens to hundreds of megabytes). This challenge arises for two
main reasons: 1) each hash bin leveraged in large levels must
be implemented efficiently and obliviously; 2) while individ-
ual access times of small levels are significantly lower than
those of large ones, optimizing their efficiency is also crucial
as they are much more frequently accessed and rebuilt.

While several studies [6, 19, 35, 52, 77] have investigated
efficient hash table designs for ORAM, most focus on opti-
mizing large hash tables by decomposing them into several
moderately sized ones, which are typically implemented as
oblivious Cuckoo hash tables [19, 35]. These approaches are
hence not applicable to our scenario. As for the existing obliv-
ious Cuckoo hashing schemes, they face two main issues: 1) a
time-consuming oblivious build process; and 2) the necessity
for a linear scan over a stash for a lookup to achieve negligible
overflow or failure probability. As acknowledged in [26, 99]
and further confirmed in [70, 73], the minimum size require-
ment of a stash significantly slows down the overall lookup
of a Cuckoo hash table. This is because, for the oblivious
access of a few dozen data blocks, a linear scan remains the
most efficient method. In concrete terms, existing Cuckoo
hashing designs require a linear scan over hundreds or thou-
sands of data blocks for a single operation, severely affecting
their concrete performance. In short, existing approaches are
inadequate to construct doubly oblivious hash tables w.r.t.
non-recurrent lookups that are concretely efficient, especially
for those of small to moderate size.

Our approach. To address the above issues, we tailor three
oblivious hashing schemes, as shown in Fig. 2, along with a
naive linear scan to handle varying scenarios.

In specific, the bucket hash scheme, as shown in Fig. 2a,
uses a pseudorandom function (PRF) to assign each block
across buckets of uniform size. Each lookup requires a linear
scan within the bucket identified by the PRF. The key aspect
here is to derive the minimal bucket size to achieve a negli-
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Figure 2: Tailored hashing schemes used in this work.

gible bucket overflow probability caused by hash collisions.
These bucket hash tables, detailed in §3.1, are well-suited for
managing small to moderately sized levels.

Our Cuckoo hash scheme, adapted from the elegant de-
sign [106] as shown in Fig. 2b, removes the stash without
sacrificing its negligible overflow probability. The key mod-
ification in the stashless design is simple yet powerful: use
slightly more hash functions, each enjoying disjoint table
entries. However, there are still two technical issues to be
addressed: 1) the work does not specify how to obliviously
build and access such hash tables. The existing designs for
oblivious Cuckoo hash tables [19, 35] are also not suitable
for our scenario, as they are tailored for mechanisms with
only two hash functions. To address this, we propose a new
oblivious bipartite graph matching algorithm that may also
be of independent interest in other domains. We note that
the complexity of this (relatively) expensive process remains
independent of data block size, thus providing substantial ben-
efits to our design in scenarios involving large blocks. 2) the
asymptotic failure probabilities in [106] are only tight for suf-
ficiently large n, which deviates from our focus on moderate
n. We hence derive a more concrete bound and employ numer-
ical methods to compute more precise and relevant estimates,
proving that 3 ~ 6 hash functions are sufficient to achieve a
negligible failure probability. These stashless Cuckoo hash
tables, detailed in §3.2, excel in scenarios where the number
of lookups exceeds that of the data blocks they store.

The two-tier hash scheme, adapted from FutORAMa [8]
and illustrated in Fig. 2c, closely resembles the bucket hash.
Its performance benefits from the ability to safely place data
blocks into major hash bins/tables in a non-oblivious (i.e.,
efficient) way, given that 1) the input data are randomly shuf-
fled, and 2) a small portion of each major bin is secretly and
obliviously relocated to a secondary hash table. This approach
effectively avoids the need for a relatively costly oblivious bin
placement process. Each lookup involves accessing a major
bin identified by the PRF and the secondary hash table. Due
to the minimum size requirement for the major bin to prevent
both data overflow and underflow, this design is preferable



for large levels. Further details are provided in §3.3.

In addition, we derive theoretical complexity analysis for
the three oblivious hashing schemes mentioned above. How-
ever, asymptotic analysis alone is insufficient for identifying
the practically fastest scheme and parameters across various
real-world scenarios, as factors such as parallelization, cache
friendliness, and other physical considerations are hard to for-
malize and analyze as a whole to derive the optimal choice.
We hence develop a hash scheme planner, as discussed in §4,
to empirically select approximately optimal ones.
Implementation and evaluation. We implement, evaluate,
and open source our O,RAM design, along with some appli-
cations in doubly oblivious data structures and algorithms,
e.g., OoMap and single-source shortest paths. To the best of
our knowledge, it is the first open-source OoRAM design
based on the hierarchical roadmap (the one in FutORAMa
is implemented in Python and serves more as a simula-
tion). We compare our design with state-of-the-art tree-based
O,RAM designs, EnigMap [96] for O,RAM and O,Map,
and GraphOS [18] for oblivious single-source shortest path
computation. The results show that H,0,RAM outperforms
ENIGMAP [96] by factors up to 10°x in map operations.
When integrated into specific applications, H,0,RAM achieves
up to a 142.3x speedup in doubly oblivious single-source
shortest path computations compared to GraphOS [18] (with
its results taken directly from Figure 6¢ of their paper). In ad-
dition, H,0,RAM also enjoys lower memory overhead, e.g., sav-
ing up to 44 x the memory space compared to ENIGMAP [96].
Contributions. We summarize our contributions as follows:

* We develop the first doubly oblivious RAM based on the
hierarchical roadmap, which not only shows concrete
efficiency but also outperforms tree-based designs in
practice.

* Some of the building blocks, including oblivious stash-
less Cuckoo hashing, oblivious bipartite matching, and
concrete parameter selection, are of independent interest.

* We provide an open-source implementation of Hy0,RAM
on https://doi.org/10.5281/zenodo.14648338
along with empirical evaluations to show its concrete
performance.

2 Preliminaries

Balls into bins problem. The process of throwing m balls
into n bins in a uniformly random way perfectly simulates the
data allocation of a bucket hash scheme, with only a negligible
probability of deviation introduced by the PRF it uses. Our
objective to find the minimum bucket size for a negligible
overflow probability can be formalized as finding a threshold
k s.t. the probability of any bin that contains more than k balls
is negligible. A general answer for this problem whenm =n is
k= [e-log, n]. However, this general answer is unsatisfactory

for us to build an efficient bucket hash table. We hence choose
to state the following lemma to show a more precise overflow
probability for finding a better bucket size:

Lemma 1. Ifn balls are thrown independently and uniformly
into m bins, the probability of a bin having at least k balls is:

P

1 m"

Pr{overflow] < Z (

i=k

Bipartite graph and matching. A bipartite graph is a graph
G = (LUR,E) where the vertex set V is divided into two
disjoint sets L and R, s.t. every edge connects a vertex in
L and a vertex in R while no edge connects vertices within
the same set. A matching in a bipartite graph is a subset of
edges M C E where no two edges share a common vertex.
A matching is called left-perfect matching if the edges of M
cover all vertices in L.

Cuckoo hashing and its variants. Cuckoo hashing [76] in
its simplest form has 2 hash tables, 7} and 75, each with m/2
entries of unit capacity. The hash function A4; for each table
T; is chosen independently and is assumed to distribute in-
puts uniformly in {1,...,m/2}. Given an item x, it is stored
in either 7j[hy (x)] or Ta[hz(x)]. To put it simply, we assign
sequential indices from 1 to m to the entries of both hash
tables. The outputs of hash functions are then adjusted with
an appropriate offset.

As our focus is on scenarios where all input blocks are pro-
vided in advance rather than arriving online, constructing the
Cuckoo hash table could be reduced to a bipartite matching
problem. Specifically, n input data blocks and m table entries
form the disjoint vertex sets L and R, respectively. Each hash
function establishes an edge (x,%;(x)) for each input data
block x. It is clear that a matching directly corresponds to a
table assignment and vice versa.

However, a left-perfect matching is not guaranteed to exist
on such random graphs, indicating the input data blocks may
overflow the hash table. To address this, many variants have
been proposed [31, 50, 57, 73, 106], including one of the most
prevalent ones that place all overflowed data blocks in a stash.
And it has been shown in [31, 73, 106] that the stash must
be of Q(logn) size to prevent the overflowed blocks from
exceeding its capacity. Noble [73] lists some concrete figures
that for a single hash table of size 216 the stash size has to be
> 14 to obtain a 2~*° failure probability. As discussed in §3.2,
such stash sizes will bring notable performance drops.

Fortunately, Yeo [106] propose a novel variant that requires
no stash but slightly more PRFs. In specific, it divides the
entire table into k sub-tables, each comprising |m/k| entries.
Every data block is then given k candidate entries, one in each
sub-table, selected by k independent PRFs. It is clear that the
construction process is still equivalent to bipartite matching.
The following lemma states its failure probability:
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Lemma 2 (derived from [106]). The failure probability of
the above cuckoo hashing scheme with n input data, k inde-
pendent PRF's, and m table entries is upper bounded by:

n _kt k k
Prlfail] < ¥ <'Z) <IT1> 7] Tt with Y a=1-1.
i=1 i=1

t=k+1
The bound converges to n—©®) for sufficiently large n
and k. For practical usage, we employ numeric methods to
compute appropriate n and k, with detailed results provided
in §5. In brief, when m = 2n, three to six hash functions are
sufficient to reduce the failure probability to 2764,

2.1 Threat Model

We employ a threat model similar to those used in previous
studies [18, 70, 84] that integrate oblivious primitives with
Trusted Execution Environments (TEEs). The key distinc-
tion between our model and the classic client-server model
adopted in FutORAMa and other purely cryptographic de-
signs lies in the fact that the client in the traditional model
operates a fully trusted machine actively involved in the com-
putation. In contrast, in our model, the client encrypts its data
and uploads them to an untrusted server. The computation is
then fully outsourced to the TEE, which physically resides on
the untrusted server and may be exposed to various attacks.
Therefore, it is necessary to consider the presence of strong
adversaries who can control the entire server’s software stack
and the operating system, and even gain physical access to
the server. While we do trust the secure processor and ex-
clude cases in which an adversary could extract information
from within the processor. We also assume that the TEE up-
holds its claimed security properties. Although in reality, such
an assumption may not always hold, just as in many other
real-world applications, we can apply patches released by the
manufacturer in a timely manner to maintain these standards.
In specific, we assume a remote attestation process [47] that
can help the client verify the identity and integrity of the TEE,
and build a secure and authenticated communication channel.
Data confidentiality is offered by a memory encryption engine
within the processor that transparently encrypts and decrypts
private data as it travels to and from the chip cache, using keys
derived from a root key burned during manufacturing. Adver-
saries are also unable to tell whether two ciphertexts in and
out the chip originate from the same plaintext. We hence omit
explicit descriptions of data encryption/decryption. In line
with prior works [18, 27, 70, 84, 96, 110], we consider timing
and power analysis attacks [59], rollback attacks [67], and
denial-of-service attacks as orthogonal issues. The interested
readers may seek for works [82, 87, 89, 90] for mitigations.
However, adversaries can observe which memory data the
TEE accesses, i.e., memory access patterns, using various
methods and at different granularities. First, the untrusted
host operation system can observe page-level access patterns

via the page tables it maintains [4, 44]. A malicious system
administrator can hence easily observe page-level access pat-
terns. Second, shared resources, such as caches, can reveal
which memory locations have been accessed. In addition,
an attacker can mount an affordable hardware attack [55]
to obtain the exact data addresses accessed by the TEE by
snooping on the physical memory bus. It is hence essential to
fully conceal the memory access patterns for general usage.

2.2  Oblivious Primitives

Due to space constraints, we defer some formal definitions to
Appendix A, but provide an overview of their concepts here.
Obliviousness. A RAM (or Turing machine) consists of a
CPU containing a constant number of registers that are oblivi-
ous to adversaries, and a memory containing n words indexed
by {1,...,n}. To execute a program that has some inputs and
outputs, the CPU will interact with the memory in the form
of reads and writes. Adversaries can observe which memory
words the CPU accesses, named access pattern. We say that
the program is oblivious if its access pattern is (statistical-
ly/computationally) independent of the content of input data.
Namely, its access pattern can be simulated given only the
input length. We omit the formal definitions for the obliv-
ious algorithms as they can be found in the referenced pa-
pers [6, 8, 77]. Meanwhile, we slightly abuse some terms by
treating data blocks (items) the same as memory words of
bit-length w. In implementation, we will consistently access
the entire data block that may span several memory words.
Oblivious operations. We follow some standard assump-
tions [18, 70, 86] that random bits can be generated obliv-
iously. In our pseudocode, we leverage more readable de-
scriptions like “if x > y then a else b”, while they are im-
plemented obliviously with some instruction-trace oblivious
techniques [61, 62, 96].

Oblivious sorting/shuffling. We adopt a classic yet con-
cretely efficient sorting algorithm, bitonic sort, in our design.
It achieves O(nlog®n) complexity for n data blocks. Obliv-
ious shuffling is implemented via bitonic sorting with uni-
formly random keys. A recent advancement, WAKSSORT [86],
outperforms bitonic sort through an offline preprocessing
phase. However, we choose not to adopt this design because
the offline phase generates some randomness, resulting in
considerably large space overhead as our work relies heavily
on frequent invocation of oshuffle/osort.

Oblivious compaction. Given n data blocks where some of
the inputs are marked, it obliviously moves all the marked
blocks to the front. There exist concretely efficient oblivious
compaction algorithms [58, 85] taking O(rlogn) time. By fur-
ther assuming that the input array is randomly shuffled with ex-
actly half of the items marked, Asharov et al. [8] achieve O(n)
time with a negligible error probability 2nexp(—Z/256)/Z,
where Z denotes the local memory size. The original de-
sign compacts Z items locally in O(Z) time. However, in our



model, this process must be performed obliviously, introduc-
ing an additional O(logZ) multiplicative overhead. The total
time hence becomes O(nlogZ). When n is small, the former
is faster; otherwise, the latter is more efficient (a concrete
threshold depends on the machine and block size). In our
implementation, we always choose the better one.
Oblivious intersperse. Originated in [77] and further opti-
mized in [6], intersperse refers to the process of “merging”
two randomly shuffled arrays into a single one that is also ran-
domly shuffled. It is more efficient than naively shuffling two
arrays collectively and achieves the asymptotical optimality
of O(n) time. In brief, it generates a random bit array, where
each bit indicates whether the element at that location origi-
nates from the first or the second input array. By reversing the
process of obliviously compacting the bit array, we can shuffle
the items appropriately. By slightly abusing the term, we also
refer to it as “oblivious shuffling”. Whether it is implemented
as bitonic sort or intersperse, similar to the aforementioned
ocompaction, depends on the specific context.

Oblivious bin placement. Given 7 items, each tagged with a
destination bin, the functional goal is to put items into their
respective bins. Assuming m bins of uniform size k, we adopt
the method from [5] with O(N log2 N ) time, where N :=n -+
m - k. In essence, it involves one round of osorting and one
round of ocompaction over N items.

Oblivious hash table. Given n possibly dummy items in
the form of (k,v) pairs, an oblivious hash table supports the
following three algorithms:

* build takes as inputs n elements and creates a data structure;

* lookup receives a possibly dummy key k and outputs the
value v corresponding to the key k in the data structure or
L if k is dummy or it is not found in the table;

 extract destructs the data structure and returns all elements
that have never been looked up.

The security goal is to ensure that each of the three algo-

rithms, both individually and in combination, remains obliv-
ious. Besides, we never call lookup with duplicate keys. In
practice, we may represent distinct real keys as positive in-
tegers and dummies as negative integers, utilizing a dummy
counter to avoid duplicate dummy lookups, under an input
assumption of non-recurrent real keys.
Hierarchical ORAM. We opt to provide a detailed, end-to-
end description of Hy0,RAM, adapted from FutORAMa [8],
in Appendix A. Instead, we provide a concise discussion
of its process and components here, along with a simplified
illustration of Hy0,RAM in Fig. 1. This discussion is for com-
pleteness and will also incorporate some minor modifications
necessitated by our threat model.

Without loss of generality, we assume that the capacity N
of the ORAM (i.e., the maximum number of data blocks) is a
two-power, otherwise, we can pad it to the next two-power. Let
L =1logN, we create L levels with each level i instantiated as
an oblivious hash table having a capacity of 2/,Vi € {1,...,L}

and initially marked as empty. The bottom level, initiated with
N data blocks indexed from 1 to N, is marked as non-empty.

In the access phase, given an operation op €
{read,write}, an address addr € [N], and a data block
v € {0,1}", we first initialize res := L, then for each
nonempty level i: we lookup addr (or L) in its hash table if
res = | (or res # 1); we then obliviously write res with
the returned data if its key matches addr. After the loop, we
obliviously write res with v if op = write. If the first level
is full, we find the first empty level i* or set i* = L if all levels
are full, then extract data from levels 1 to i* — 1, and build
i*-th level with the extracted data as input. Finally, we return
res to the client.

3 Oblivious Hash Schemes

As discussed in §1 and §2, oblivious hash tables play a central
and foundational role in hierarchical ORAM. In this section,
we elaborate on the design of three tailored hash schemes as
well as their parameter planners for better efficiency. Let n
denote the number of data blocks a hash table handles, and ¢
denote the total number of lookups over its lifetime.
Concrete failure probability computation. As described
in §2, we opt to compute more precise overflow/error prob-
abilities for better performance without compromising the
system’s security. Specifically, given that the computation
primarily involves combinatorial and factorial numbers, we
choose to compute their logarithms rather than their original
values for better efficiency and numerical stability. We will
exponentiate the results back to their original values when nec-
essary. In addition, as the targeted overflow/error probabilities
exceed native floating-point precision, we use high-precision
mathematical libraries to ensure accurate results.

3.1 Oblivious Bucket Hash

Tight bucket size computation. In oblivious bucket hash
tables, we first have to determine the tight bucket size ¢ given
n and the number of buckets m. Equipped with Lem. 1 and
methods for calculating accurate probabilities, we can easily
derive these sizes by binary search.

Construction. We then describe its construction as follows:
ebuild(A,m): given A containing n input data blocks with
unique keys and m denoting the number of buckets, it be-
gins by calculating the tight bucket size ¢ and initializing
the table 7 with m empty buckets. A PRF PRF with range
{1,...,m} and its key sk are sampled to compute the target
bucket PRF gy (k;) for i-th data block, after which the data in
A are obliviously placed into their target buckets (see §2).
lookup(k): it performs a linear scan of the bucket identified
by PRFg (k) to obliviously select the matching data, which
is subsequently marked as a dummy entry.

eextract(): oblivious compaction is performed to retain ex-
actly n data entries, including all real ones.



Overall running time

Figure 3: Trend in overall running time for oblivious bucket
hash tables as the number of buckets m varies.

Time complexity. The build process runs in the time com-
plexity of O((n+m¢)log*(n+ml)) due to the oblivious
bin placement operation. Assuming a hash table size of
ml = @(n), it can be simplified as O(nlog”n). Each lookup
requires O(¢) time due to the linear scan performed over
the bucket. The extraction mainly involves an ocompaction
process, resulting in O(m/ -log(m{)) time. The overall time
complexity for a bucket hash table handling ¢ lookups is hence
O((n+me)log?(n+me) +tl).

Optimal bucket number. So far, we have not yet specified
how to determine the number of buckets m for optimal running
time. As discussed in § 1, the above asymptotic analysis serves
only as a reference and does not directly derive the optimal m.
In fact, the actual running time, as shown in Fig. 3, exhibits
an approximately convex shape with significant fluctuations,
where even slight changes in m can lead to notable running-
time variations. Therefore, the highly time-consuming brute-
force search is likely the only feasible method to find the
optimal number of buckets. However, if we relax the objective
to an approximately optimal solution, a variety of classic
optimization methods can be employed. In specific, we adopt
the golden-section search [49] due to its simplicity.

3.2 Oblivious Stashless Cuckoo Hash

We first claim that no solution practically surpasses naive
linear scans when dealing with small sets of data blocks. This
has been empirically shown in several studies [26, 70, 99]. We
supplement these findings by highlighting two critical factors
that contribute to the observed deficiencies: 1) the oblivious
build process typically involves several rounds of osorting
over data sets that are two to three times larger than the input
one; and 2) the lower bounds on the number of entries that
must be scanned during each lookup to achieve a negligible
collision probability closely align with the size of the input
data. Concretely, for up to 256 items, both bucket hash and
Cuckoo hash with a stash [73] require scanning nearly 50
entries per lookup. Similarly, a doubly oblivious map based
on Path ORAM [18, 70] requires a comparable number of
scans, not to mention its higher building complexity.

The above finding places Cuckoo hash with a stash in an
awkward position in handling moderate-sized levels, as its

stash typically holds hundreds of data blocks. It is worth
noting that combining stashes [35] across the entire ORAM
does not effectively mitigate this issue, as the combined one
is still relatively small. Fortunately, Yeo [106] proposed an
elegant design that removes the need for a stash and proved its
asymptotic optimality. However, making this design oblivious
remains an unresolved challenge. To this end, we introduce
an oblivious bipartite matching algorithm as follows.

3.2.1 Oblivious Bipartite Matching

We remark that although our design resembles the existing
oblivious Cuckoo hash build algorithm [19], there are funda-
mental differences. In their scheme, the two disjoint vertex
sets comprise entries in the two hash sub-tables, with edges
defined by (A (x),hy (x)) for each item x where h denotes
PRFs. While in our design, the left vertex set consists of n
input items, the right vertex set consists of 2n table entries,
with k edges (x,h;(x)),i € [k] for each item x.

In fact, our algorithm is an oblivious version of the
Hopcroft-Karp algorithm [43]. In brief, all edges within the
matching are directed from right to left, while those outside
the matching are directed from left to right. We call a pair of
edges that share the same vertex, with exactly one of them
included in the matching, an alternating path. With slightly
abusing the terms, we also refer to the edges in the match as
alternating edges. Adding a new item (i.e., a new vertex in L)
is equivalent to recursively finding an alternating path from
the new vertex to any right vertex that is currently free. For
free vertices in R, we also name the edges incident to them
free edges. We give a toy example of this process in Fig. 4.

It is evident that the above recursive process will expose the
structure of the bipartite matching, thereby exposing sensitive
information of the input data. Conceptually, our oblivious
algorithm transforms this recursive process into a propaga-
tion-based way. Namely, a vertex in L propagates its available
free and alternating edges to the others via its neighbors in R.
As shown in Alg. 1 line 2 , we first tag each raw edge e with
three additional fields: 1) dir € {¢,r} denotes its direction,
2) st € {unknown, free, alternat, alternat_bk} denotes
its state, and 3) ctr denotes the number of times it has been
included in the match. Note that an edge directed to the left
indicates that it is or tends to be included in the match. We

Q) QO

other edge

L

QRARC__
BBRY

---=>
free edge

alternating edge
Figure 4: An example of bipartite matching: the alternat-
ing/augmenting path is highlighted by the bold edges, all of
which are reversed after inserting the blue vertex.



Algorithm 1 Oblivious bipartite matching omatch

Input: A bipartite graph G = (LUR, E), a loop upper bound T;
QOutput: A matching M CE.

1: fore = (u,v) €E do

2: | e+ {(u,v), dir :=r, st ;= unknown, ctr :=0}

3: fort<0...,7do

4: obliviously sort E by the rules in descending priority:
1. e.u > group edges incident to the same vertex in L
2.edir=1{ > edges toward left first
3.e.st =free > free edges first
4. e.ctr > edges with smaller counters first

5: initialize the matching result M < 0, eg <— 0

>all if-else clauses are implemented obliviously as intro-
duced in §2

6: for e = (u,v) € E do

7: if e is the first edge in its group e.u then

8: if eg.st = alternat_bk then

9: L eo.st < alternat

10: increment e.ctr <— e.ctr+ 1 if e.dir =r

11: set e.dir < {,M[eq.u] < e.v, ey < e

12: else if e.st = free and ¢p.st = alternat then

13: set eg.dir « r,e.dir « {,M[e.u] < e.v

14: increment e.ctr < e.ctr+ 1

15: .| update eg.st < unknown,e.st < unknown

16: obliviously sort E by the rules in descending priority:
1. e.v > group edges incident to the same vertex in R
2.edir=/{ > edges toward left first
3.e.ctr > edges with greater counters first

17: for e = (u,v) € E do

18: if e is the first edge in its group e.v then

19: set st < free if e.dir = r else unkown

20: sete.st <—st,epg < e

21: else

22: L set e.st < st

23 | if e.dir = / then ¢j.st <+ altert_bk, e.dir =r

24: return M

then iterate for a predefined and data-independent times T. In
each iteration, we obliviously sort the edges according to the
rules shown in line 4. It groups edges by their left vertices,
and then edges toward the left first, followed by free edges
toward the right. A counter is used to ensure that the edges
previously tied in the back are moved to the front in each
iteration. The remaining ties are broken arbitrarily and con-
sistently, e.g., using the right vertex. As shown in line 6, we
then try to include the first edge of each group in the match
M. If the first edge tends to be alternated (i.e., reversed) and
there do exist free edges, we will replace the old match by a
new one (i.e., augmenting), and also update the state of both
edges as unknown.

We then proceed to propagate edge states via vertices in
R, which need to obliviously re-group edges based on their
associated vertices in R as shown in line 16. Priority is given to
edges that are oriented leftward and reversed more frequently
within each group. Then a linear scan shown in line 17 will
mark the edges as free if v € R is not in the match, or preserve

only one match for v and correct the others. If there is more
than one edge oriented leftward within a group, i.e., several
left vertices are racing for v, we will mark the first winning
one as alternat_bk. Let m be the size of the edge set and d
be the maximum possible length of augmenting paths, which
are public to adversaries, we state the following theorem.

Theorem 1. Assuming the existence of left-perfect matching
and setting the number of iterations T := 3d + 1, Alg. | finds
a left-perfect matching in O(‘cm log? m) time.

Proof. Alg. | runs in O(tmlog?m) time as it involves
7T iterations, each dominated by two oblivious sortings of
O(mlog2 m) time. Meanwhile, the obliviousness holds as
two inner for-loops are implemented obliviously, and 7 is in-
dependent of the input data. The remaining challenge remains
to prove its correctness.

In the first iteration, all left vertices race for some right
vertices and only a subset wins; the winning edges are then
marked as alternat_bk, and some are labeled as free. In
subsequent iterations, all edges marked as alternat_bk re-
main in the match and their states are changed to alternat;
edges already marked as alternat will “augment” if there
are free edges in the same group, while vertices lost in the
previous race attempt to find free edges or race for another
round. The strategy of state transitions from alternat_bk
to alternat effectively prevents vertices within the match
from racing for free edges against vertices outside the match.
A vertex in the match will safely release a right vertex only
if both of its new and old mates are not engaged in racing.
And a vertex outside the match can possibly match the newly
released vertex in the next iteration. Note that in the non-
oblivious algorithm shown in Fig. 4, we recursively augment
from the newly inserted vertex (i.e., racing vertices) to a free
right vertex. While in our algorithm, we progressively release
vertices or alternate edges from the other end of the alter-
nating path. As it costs three iterations per alternation and
alternations are performed concurrently, it takes at most 3d
iterations to alternate all edges in the longest alternating path
in addition to the first iteration. Therefore, 3d + 1 iterations
suffice to find a matching that is assumed to exist. O

For general bipartite graphs with n := |L|, we have a simple
collary Alg. | finds a max-matching in O(nmlog?m) time as
the maximum possible length of alternating paths is 7.

3.2.2 Oblivious Stashless Cuckoo Hash Table

Equipped with the oblivious bipartite matching algorithm, we
are now prepared to present the construction of the oblivi-
ous stashless Cuckoo hash as shown in Alg. 2. To build the
table from an input of n data blocks and k PRFs, we first
establish the edges based on the keys of the data blocks, as
shown in line 5. We then run Alg. 1 to solve the allocation of
input data, and subsequently place them obliviously (empty



entries are filled with dummies). For lookups, we scan & table
entries based on the PRF values for a real lookup, or k ran-
domly selected entries for a dummy lookup. Data extraction
is performed obliviously by compacting real items to the front.
Thm. 2 establishes its security and efficiency.

Algorithm 2 Oblivious stashless cuckoo hash CHT
build(A,k) :

keys

> A contains n input items (k;,v;) with distinct

> k denotes the number of hash functions to be used
compute bucket size b + [2n/k|
sample a PRF with range {1,...,b}
uniformly samples k£ PRF keys sk; at random
initialize L < {1,...,n},R< {1,...,2n},E <0
fori<1,....,ndo
for j« 1,...,kdo
L L compute j-th candidate entry v <— PRF gy, (A[i].k) + j- b
establish an edge e < (i,v) and E + EU{e}
set T < max(3logn+1,30)
find a matching M < omatcher((LUR,E), 1)
: parse M as (i, j), i.e., a bin placement scheme P < (A[i], )

AN A

_
-

12: obliviously place items in A into 2n table entries 7 w.r.t. P
13: initialize a counter for dummy lookups ctr < 0
lookup(k') : > assume that real keys are all possitive
I: setret < L
2: setk’ < —(ctr+1) and increment ctr if k' = L
3: compute entry indices id; «— PRFg, (K), Vi€ {1,...,k}
4: scan T[id;], Vi € [k] and obliviously select the entry if

T[id;].k = k', and mark the matched one as dummy
5: return ret

extract() :
1: obliviously compact the table 7" and truncate to its half
2: obliviously shuffle 7 uniformly at random
3: return T

The key point in obliviously building a stashless Cuckoo
hash table lies in bounding the iteration times T (line 9) for
omatcher, i.e., the maximum possible length of alternating
paths. We adapt the proof technique in [31], establishing a
bound of logn for somewhat large n as shown in Lems. 3
and 4. We also impose an explicit lower bound of 30 for 7 to
handle scenarios involving small 7.

Lemma 3 (derived from [31]). Given the bipartite graph
G = (LUR,E) setup as in Alg. 2, foru € [1,2) and anyY CR
s.t. |Y| = un, the following inequality holds with probability
at least 1 — ¢~ kn)

L) > 3n,

N =

where T'(Y) denotes neighbors of Y.

Proof. Let n denote the number of left vertices. For p € [1,2)
and any X C L with |X| > (1 — u/2)n, we first prove that
IT(X)| > (2 — u)n with all but negligible probability e~ %)
using same proof techniques in [106]. We then prove the

lemma by contradiction. Denote X < I'(Y)[. If | X| < §n, we
will have |X'| > (1 —u/2)n with X’ <— L\ X. Consequently,
the number of neighbors of X’ must exceed (2 — p)n, which
implies that some vertices in X’ have neighbors in Y, contra-
dicting to the definition of X’. O

Lemma 4. The maximum length of alternating paths in the
random bipartite graph setup in Alg. 2 is bounded by logn
with probability at least 1 — e~ kn),

Proof. We first assume the existence of a left-perfect match-
ing M. Let Ry be the set of free vertices in R, we have |[Ryo| =n
as |R| = 2n and |M| = n. We expand R), for A > 0 as fol-
lows. Let Ly | «+ I'(Yy) be the neighbors of ¥y in L, and
Ry41 < T'(Lys1) URp be the neighbors of L , | together with
free vertices, we claim that [Ry| > (2 —27*)n, which can be
derived from Lem. 3 as |Ry (| > n+|Ly,1| > n+|Ry|/2 and
|Ro| = n. Namely, we have |Ly_ | > (1 —27* !)n. Taking
A = logn implies |Ly, 1| > n— 1. In brief, we can cover all
vertices in L in logn + 1 rounds of expansion, implying that
the length of alternating paths is at most logn. O

Theorem 2. Let B be the size of the input data blocks. Alg. 2
obliviously implements Fyt (formally defined in Func. A.2)
for non-recurrent lookups with O(nk log? n+ Pnlog? n) build-
ing time, O(k) lookup time, and O(n log? n) extraction time.
In specific, the build process fails with a negligible probability
=0 4 ¢ Olkn),

Proof. By Lem. 2, build fails with n~®(*) probability due to
the absence of a left-perfect matching. Lem. 4 shows that
we can find a left-perfect matching with all but 1 — ¢~ 9kn)
probability. We hence obtained the claimed failure probability
by combining them. Besides, as oblivious bipartite matching
takes O(nklog3 n) time and the oblivious bin placement runs
in O(Bn log? n) time, we then obtain the claimed building
time complexity. We build a simulator for the build process
as follows. Given n := |A| and k as inputs, the simulator sam-
ples n key-value pairs with distinct keys as A, and simulates
omatcher and oblivious bin placement using their respective
simulators. The remaining steps are identical to the build pro-
cess. The parameter for the omatcher simulator, T, depends
only on the number of input items n, which is public to adver-
saries. We can hence obliviously simulate the build process.
The lookup process is oblivious provided that the lookups
are non-recurrent, and it runs in O(k) time as it linearly scans
k entries. The running time of extract is dominated by an
O(nlog®n) oshuffling. It is correct as at most half real data
will be preserved by compaction. We build a simulator for
the extract process that obliviously simulates its functionality
by substituting ocompaction and oshuffling with their respec-
tive simulators, while acknowledging that “truncating-to-half”
operation is publicly known to adversaries. Note that substi-
tuting ocompaction with its simulator introduces a negligible
failure probability [8]. O



Remarks on efficiency. We observe that the edges introduced
by the construction of Cuckoo hash tables can be safely di-
vided into k groups, each containing n edges, as it is public
to adversaries. We can hence further optimize the oblivious
matching algorithm by obliviously sorting each group of n
edges individually rather than collectively. This optimization
slightly reduces the complexity of the omatcher algorithm
from O(nklog? nk) to O(knlog®n).

Moreover, our proposed scheme not only enhances the
lookup time compared to existing oblivious Cuckoo hash
tables with a stash, but also reduces the building time by
minimizing the rounds of required oblivious sorting in prac-
tice. Another interesting property is that the running time
of omatcher, one of the most time-consuming components
in building the table, is independent of the size of the input
data blocks. This independence offers a notable performance
advantage when processing large data blocks.

3.3 Oblivious Two-Tier Hash

We follow the same framework as the ones in OptORAMa [6]
and FutORAMa [8]. We omiit its full formal description and
focus only on our modifications as they are quite modular. As
shown in Fig. 2c and discussed in § 1, the key intuition behind
is that we are safe to place data blocks into hash table buckets
in a non-oblivious (i.e., efficient) way, as long as 1) they are
randomly shuffled that can be efficiently accomplished by
oblivious interspersion, and 2) a secret proportion, ~ €, of
each major hash bucket/table is obliviously relocated to a
secondary hash table, referred to as the overflow pile.

Our first modification is to implement both the major hash
tables and the secondary hash table using our tailored hash
tables, whereas the original designs employ oblivious Cuckoo
hash tables with stashes. The specific hash scheme to be used
in our two-tier hash tables will be determined, again, by our
hash scheme planner as detailed in §4. Generally, the major
hash tables use bucket hash, while the secondary hash table
employs oblivious stashless Cuckoo hash. We emphasize
that our Cuckoo hash scheme offers remarkable performance
advantages for the overflow pile, as the number of accesses, n,
to the overflow pile is several times greater than the amount
of data, € - n, it contains, and our Cuckoo hash scheme excels
in lookup efficiency. Concretely, it scans only several table
entries, whereas a bucket hash needs to access dozens to
hundreds of entries.

The second optimization is to adaptively select the “over-
flow rate” € instead of using a fixed value. Although this
does not yield better asymptotic complexity, it does en-
hance the actual runtime efficiency. Note that we must keep
exp(—€%Z/16) below a concretely negligible threshold [8],
where Z denotes the capacity of a major hash table. We then
have Z = C-&£~2 where C is a constant (e.g., 1024) to meet this
condition. As a meaningful Z should be less than n, the pos-

sible values for € are tightly constrained within [\ /C/n, 1),

particularly if we limit € to powers of two. Thus, a brute-force
search is sufficient to find € enjoying optimal running time.
Time complexity. We assume that major hash tables adopt
bucket hash and the overflow pile employs oblivious stash-
less Cuckoo hash. The building time for the two tiers
are O(nlog” (¢72C)) and O(en-log” (en)), respectively.Note
that two terms exhibit opposite monotonicities, i.e., as € de-
creases, it takes more time to build the major hash tables
while less time for the overflow pile, and vice versa. The
optimal value of € depends on the specific block size and
computing environments. For the sake of brevity, we assume
€ = log >, resulting in a total build time of O(n log? log n) ,
which is asymptotically equivalent to that of the bucket hash,
but offers better concrete efficiency for large n. The lookup
process, dominated by a major hash table’s lookup, runs in
O(¥) time, where / is the bucket size of major hash tables.

We conclude this section with Tab. | that provides a clearer
illustration of the hash tables used in H,0,RAM.

Table 1: Summary of hash schemes used in H,0,RAM. ¥

build & extrac- lookup suitable sce-

hash scheme

tion time * time narios
linear scan O(n) very small n
bucket hash §3.1  O(nlog?n) () fn“(‘)filelrate o
e koo oot o) <
LZ;;t;rj O(nlog*logn)  O(¢) large n

T 1: the size of a hash table, ¢: bucket size, ¢: the number of lookups
performed during its lifetime.

¥ Adopting an O(nlogn) osort algorithm [86] saves a logn factor
for this column.

4 Hy0,RAM

We are now prepared to present Hy0,RAM, a high-performance
hierarchical doubly oblivious RAM. As outlined in §1,
H,0,RAM builds on the hierarchical ORAM with its frame-
work introduced in §2.2. Due to space constraints, we defer
the detailed description of Hy0oRAM and the proof of Thm. 3,
which formalizes the security of H,0,RAM, to Appendix B.

Theorem 3. H,0,RAM, formally described in Alg. 5, obliv-
iously implements ORAM functionality Foram (defined
in Func. A.1) with a negligible error probability.

Comparison with FutORAMa [8]. Hierarchical ORAM
(HORAM), despite its long-standing history, has garnered
more theoretical interest than practical adoption compared
to the tree-based framework. FutORAMa [8] is the first to
make the hierarchical framework practically viable. Though



our work builds upon the HORAM framework, it differs from
FutORAMa in the following aspects.

The key difference lies in the threat model. FutORAMa
operates in a classic client-server setting, where a client out-
sources its confidential data to an untrusted server and aims
to hide data access patterns. This approach demands inten-
sive network communications, making its performance highly
dependent on network conditions. To make HORAM prac-
tical, FutORAMa introduces a key relaxation, enabling the
client to manage a sublinear-sized private memory instead
of being restricted to a constant-sized one. This allows the
client to download a batch of data from the server, process
it locally, and then send the processed data back, thereby re-
ducing frequent network interactions. In contrast, our work
aims to address the limitation of TEEs in exposing mem-
ory access patterns. In TEEs, data access is not limited by
the network conditions. However, most TEEs lack inherently
oblivious memory, leaving us still constrained by the assump-
tion of “constant-sized client memory” (i.e., registers within
the CPU). FutORAMa is hence incompatible with our setting.

Besides, FutORAMa and our work target different opti-

mization aspects, driven by the distinct threat models outlined
above. The optimizations in FutORAMa focus on efficiently
utilizing sublinear-sized private memory while maintaining
its reasonable size. Within this memory, non-oblivious plain
operations are performed. Our work, on the other hand, con-
centrates on optimizing the small- and moderate-sized obliv-
ious hash tables due to the lack of privileged memory in
FutORAMa. Note that while the hash tables we focus on are
not large in size, their frequently accessed nature has a critical
impact on the overall system performance, making it essential
to optimize their efficiency. To this end, we propose three hash
schemes adapted and refined from existing works and develop
a planner to determine the appropriate hash scheme for each
level. H,0,RAM thus delivers substantial concrete performance
improvements, despite having an asymptotic running time on
par with that of the state-of-the-art approaches.
Hash scheme planner. As discussed in §1 and §3, it is im-
practical for us to calculate exact thresholds to identify the
optimal hash scheme across various scenarios. We hence de-
velop a hash scheme planner to help achieve this goal. First,
it relies on the parameter selectors for each hash scheme, as
outlined in §3, to optimize the performance of these schemes.
It then selects the best one. Of course, we could leverage the
insights shown in Tab. | to minimize unnecessary compar-
isons. Namely, stashless Cuckoo hash will be considered a
candidate only when used in the overflow pile of a two-tier
hash table. When a two-tier hash table outperforms a bucket
hash table, subsequent levels will exclude the bucket hash
scheme from consideration.

Amortized access time. Denote the capacity of H,0oRAM as NV,
w.l.o.g., we assume the bucket size £ = O(logN), i.e., a lookup
runs in O(logN) time. For ¢ accesses, we perform O(tlogN)

Table 2: Asymptotic comparison of existing OoRAM schemes,
N denotes the capacity.

Scheme Access time
Oblix [70] & GraphOS [18] O(Nlog®N)
ENIGMAP [96] O(N1og?N)
HpOoRAM O(Nlog®N)

lookups, and rebuild the i-th level [£/2"] times. Therefore,
t accesses require O(tlog?N) + yoeN [4]0(2'10g* 1og2’)
time. The amortized access time is hence O (logQN). We
thus achieve a complexity comparable to tree-based O,RAM
designs [18, 70, 96], fulfilling the premise of our insight dis-
cussed in § 1. We also list an asymptotic comparison in Tab. 2.

Extension for map support. As noted in §2, a RAM of ca-
pacity N is indexed by the logical address space [N]. However,
in typical key-value map applications, keys are not confined
to the range [1,N]. A naive solution to support oblivious map
is to implement a binary search tree with its backend data
managed by ORAM with appropriate padding. While in our
design, it is fortunate that all levels are implemented as (obliv-
ious) hash tables, making it irrelevant whether the keys fall
within the range [1,N] for correctness or security. The only
requirement is that the keys are hashed in a cryptographically
secure and oblivious manner, and correct implementation of
such hash functions is considered orthogonal to our work.
Implementation. We implement Hy0,RAM in C++ on http
s://doi.org/10.5281/zenodo.14648338, and to the
best of our knowledge, it is the first practical hierarchical-
based O,RAM implementation. Note that FutORAMa [8]
is implemented in Python and serves more as a simulation.
Similar to FutORAMa, the initial level in H,0,RAM does not
begin with a capacity of two but a small linear scan level of
capacity 256 ~ 1024, depending on the actual block sizes.
The rationale is based on the fact that multiple linear scan
levels are less efficient than a single combined one.

S Experimental Evaluation

Experimental setup. We implement Hy0,RAM with C++20,
and measure the execution time using Google Bench-
mark [37]. The experimental setup involves a physical server
powered by a 96-core Intel Xeon(R) Platinum 8457C pro-
cessor and 2TB of RAM. Each core operates at a frequency
of 2.6 GHz. This server utilizes Debian GNU/Linux 10 as
its operating system, with the kernel upgraded to version
5.15.120+. Using software packages provided by Intel Trusted
Domain Extension (TDX) [44], a confidential virtual ma-
chine is configured with 64 cores, 512 GB RAM, and ubuntu-
20.04, which has the same version kernel as the host. We use
both OpenMP [10] and Intel oneTBB [45] libraries to paral-
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various hash table sizes n and numbers of hash functions, k.

Figure 5: More precise overflow/failure probabilities.

lelize H,0o,RAM. All TEE experiments discussed throughout
our work are conducted within this trusted VM. To better
measure the amortized access time of Hy0,RAM, we access
both O,RAM and O,MAP for n times and report the average
access time.

Compared approaches. We compared O, MAP access times
with ENIGMAP [70], and doubly oblivious single-source
shortest path computation with GraphOS [18]. Both base-
line approaches stand for state-of-the-art tree-based doubly
oblivious solutions. Since TDX provides ample protected
memory, we removed the manual encryption and decryption
components from the ENIGM AP implementation [1], i.e., re-
lying solely on TDX’s encryption mechanisms. As a result,
our experiments are expected to perform faster than those on
SGX (note that our CPU is more powerful). However, our
reproduced results for ENIGMAP are approximately ten times
slower than those reported in [96]. Despite this discrepancy,
we confirm that their results still significantly surpass other
state-of-the-art methods and do not undermine their conclu-
sions presented in their abstract. Regarding GraphOS [18], we
adopt the results reported in the “Gr-VO0.13E” line of Figure
6¢ in their paper rather than re-running their implementation
in our environment.

5.1 Experiment Stages

Concrete overflow/failure probability. As discussed in §3,
we leverage more precise formulas together with numeric
methods and high-precision math libraries to calculate con-
crete error probabilities, allowing a selection of more opti-
mal parameters. Fig. 5a shows tight bucket sizes to ensure
a (concretely) negligible overflow probability. We note that
our method yields notably smaller bucket sizes compared to
general yet loose bounds, such as elog,n [21] and 267 [8].
As shown in Fig. 5a, adding just one more hash function to
the basic Cuckoo hash scheme is sufficient to achieve a rela-
tively low failure probability 27%* for hash tables larger than
215 For smaller hash tables and stronger security (i.e., lower
failure probabilities), 4 to 6 hash functions suffice.

Performance of tailored hash schemes and their optimal
use cases. As shown in Fig. 6, linear scan performs best when
dealing with dozens to hundreds of input data in all cases.
Bucket hash tables outperform the other methods for medium-
sized input data. While for handling large input data, two-tier
hash tables surpass bucket hash tables by 10% ~ 30% if the
number of lookups matches the input data size, as shown
in Fig. 6a. In contrast, stashless Cuckoo hash tables provide
over a 110% speedup compared to bucket hash tables when
the number of lookups is 128 times the input data size, as
shown in Fig. 6b. Note that some lines in the figure appear
close to each other because the y-axis is on a logarithmic scale.
The above results are consistent with our analysis in Tab. 1.

Doubly oblivious RAM. We then evaluate the performance
of Hy0,RAM in different scenarios. We generate n data blocks
with keys from 0 to n — 1 and values of random bits. These
blocks are then randomly shuffled to permute the data, upon
which H,0,RAM is built. We also amortize the building time
across n data accesses. As shown in Fig. 7a, the amortized
access time for H,0o,RAM increases polylogarithmically with
its capacity n, and increases approximately linearly with the
data block size. Fig. 7b shows that parallelization effectively
improves the access efficiency of Hy0,RAM with performance
gains observed up to 16 threads. Note that our implementa-
tion may achieve only suboptimal parallelization due to our
limited expertise in this area, suggesting potential for further
performance improvements.

Doubly oblivious tasks. We also evaluate the performance of
H,0,RAM when applied in the computations of single-source
shortest paths and the key-value map data structure, and draw
a comparison with GraphOS [18] and ENIGMAP [96], resp.
As shown in Fig. 8a, our solution reduces the Get operation
time of a map by a factor of 100x to 997x compared to
ENIGMAP [96]. In the single-source shortest path (SSSP)
task, where we use the results for GraphOS directly from the
“Gr-VO0.13E” line in Figure 6¢ of their paper [18], Hy0,RAM
achieves substantial computation time improvements, rang-
ing from 76.6x to 142.3x. For instance, on a graph with
|G| = 2'8, H,0,RAM reduces the total processing time from
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Figure 6: Overall running time ¢ (in seconds) of different
hashing schemes. The block size is 256B.

approximately 13 hours (as reported in [18]) to less than 6
minutes (349 seconds). While the performance gap is less
pronounced than that shown in Fig. 8a, this is primarily due to
the relatively modest graph sizes used in our experiments. For
larger graphs, GraphOS would require several days or even
weeks to complete the computation, further underscoring the
scalability advantages of H,0,RAM.

In addition to better running time, H,0,RAM also enjoys bet-
ter memory space overhead. For instance, with 222/223 blocks
of 16 data blocks (a total of 64/128 MB of data), H,0,RAM
requires 0.82/1.63 GB of memory, whereas ENIGMAP con-
sumes 4.75/72.3 GB memory (i.e., H,0,RAM reduces memory
overhead by a factor of 5.79 to 44.36). Note that ENIGMAP
experiences such an “exploded” memory consumption issue
due to its packing strategies, which are designed for better
locality, an inherent advantage enjoyed by Hy0,RAM.

6 Related Work

Oblivious RAM. Since the seminal work in [33, 34], ORAM
and its variants have attracted widespread interest in many
applications, including but not limited to cloud comput-

(a) Performance of H,0oRAM under various input data sizes and data
block sizes P.

_n:221

--_n:222 n:223 n:223
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100 - =~

Time (us)

log, (thread num)

(b) Performance of Hy0oRAM under different degrees of paralleliza-
tion and input data sizes.

Figure 7: Amortized access time of H,0,RAM across different
problem sizes.

ing [9, 18, 29, 32, 75, 93, 94, 102], multi-party computa-
tion [62, 64, 74, 99, 107], and secure processor designs [28,
61, 65, 83]. From a theoretical perspective, an Q(logn) lower
bound shown in the very first study has been extended to many
different settings [11, 16, 48, 51, 53, 54, 54, 100]. While it
took decades to develop solutions [6, 7] that meet this lower
bound, most of the efforts [19, 52, 77, 78, 95, 98] over this
span were based on the hierarchical framework. However, a
solution that is both asymptotically optimal and practically
efficient, without relying on additional assumptions, remains
unknown. On the other hand, Path ORAM [95], a simple yet
powerful tree-based design, has opened up numerous practical
applications for ORAM. Afterwards, a variety of optimized
variants [9, 18, 24, 70, 74] have been developed for differ-
ent application scenarios. The most relevant to us among
these is ORAM with secure hardware. Shi [88] proposed a
novel doubly oblivious heap and other data structures. Zero-
Trace [84] offers constructions based on Path ORAM and Cir-
cuit ORAM [98], which is soon outperformed by OBLIX [70].
A very recent work, GraphOS [18], further optimizes this
design and offers several doubly oblivious graph algorithms.
ENIGMAP [96] uses external-memory algorithms to op-
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Figure 8: Comparison of H,0,RAM and ENIGMAP [96] /
GraphOS [18]. The results for GraphOS are taken from the
“Gr-VO0.13E” line in Figure 6c¢ of their paper.

timize oblivious accesses. Obliviate [2], MOSE [42], PO-
SUP [41], Shroud [63], and Snoopy [24] adopt different op-
timizations for oblivious storage systems. PHANTOM [65],
GhostRider [61], and Tiny ORAM [30] use FPGA as the
backend trusted hardware.

Oblivious primitives. Our work also heavily relies on various
oblivious operations and primitives. T-SGX [89] focuses on
eradicating controlled-channel attacks. ObliVM [62], though
relying on multiple noncolluding servers, proposed several
operators for general oblivious execution. Obfuscuro [3],
Klotski [108], and Obelix [101] stand for the most advanced
approaches to oblivious execution of arbitrary code. Sinha
et al. [91] implement an efficient compiler to enforce page-
access obliviousness for a type and memory-safe languages.
ObliCheck [92] can efficiently verify whether an algorithm
is indeed oblivious. In addition, there have been significant
recent advancements in oblivious sorting, shuffling, and com-
paction algorithms [85, 86]. In particular, Bitonic sorting/shuf-
fling has long been considered the most concretely efficient
algorithm, but it has been consistently outperformed by [85]
and its subsequent follow-up [86]. However, such designs rely
on an expensive offline preprocessing stage that generates
some pseudorandomness, which makes it inappropriate for
our design, as H,0,RAM frequently invokes osort/oshuffling.
Relaxed oblivious designs. Designs that trade full obliv-
iousness for better performance are also prevalent. Exam-
ples include straightforward relaxations such as page-level
obliviousness [81, 90, 91, 97] and the existence of an inher-
ently oblivious private cache [27, 72]. Grubbs et al. [40] and
Maiyya et al. [66] introduce relaxed notions of obliviousness
in the context of key-value stores. In addition, differentially
oblivious designs [20, 38, 79, 80, 103, 109], which bring the
ideology of differential privacy, provide well-structured secu-

rity notions.

7 Conclusion

In this work, we take a step forward in the practical applica-
tion of hierarchical ORAM with Trusted Execution Environ-
ments, further underscoring the potential of the hierarchical
ORAM framework. Our design, H,0,RAM, offers a general and
efficient approach for executing algorithms that require the
protection of access patterns. Moreover, the components we
introduced, such as the oblivious bipartite matching and the
oblivious stashless Cuckoo hash table, are of independent in-
terest. We have also implemented and open-sourced H,0,RAM,
and conducted empirical evaluations in various scenarios to
show its concrete efficiency. The results show that H,0,RAM
surpasses state-of-the-art designs by up to ~ 103 x in running
time and by 44 X in space consumption.
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Our research adheres to stringent ethical standards to ensure
the integrity and societal impact of the work presented. The
core ethical considerations in this study include the protection
of data privacy in cloud computing, and the broader implica-
tions of the technology we develop. We conducted our evalu-
ation experiments using synthetic (randomly generated) data.
Indeed, our objective is to transform programs into forms
where their behavior is (pseudo-)independent of the input
data, which may contain highly sensitive private information.
Consequently, our work contributes to safeguarding user pri-
vacy in a broad spectrum of applications, including but not
limited to searchable encryption, private contact discovery
in end-to-end messaging, key transparency, and anonymous
broadcasting/subscription platforms. However, we emphasize
the following two major ethical issues that must be considered
when applying our techniques:



1. Our approach relies heavily on redundant computations
to safeguard data privacy, potentially resulting in the
waste use of computational resources and, more criti-
cally, increased energy consumption. For instance, we ob-
served that our server was operating at nearly full power
during the experiments, while non-privacy-preserving so-
Iutions were merely accessing random addresses. There-
fore, it is essential to evaluate whether such a high level
of protection is necessary when designing a privacy-
preserving application. Blindly applying such techniques
will definitely lead to significant energy/resource waste
and environmental pollution.

2. One important application of our work is to ensure
anonymity. Maintaining online anonymity is a funda-
mental right for everyone. However, anonymity can oc-
casionally be associated with hate speech or criminal
activities. Therefore, those using our technology should
also consider how to prevent inappropriate dissemination
of offensive content or information.

In short, our work primarily focuses on privacy-preserving
applications in cloud computing; however, special attention
must still be given to the two aforementioned issues when
applying this technology.

Open Science Compliance

In compliance with the Open Science Policy adopted by
USENIX and other leading research communities, we com-
mit to sharing our research artifacts in a way that promotes
transparency, reproducibility, and accessibility. We share our
code on https://doi.org/10.5281/zenodo.14648338
with clear instructions on reproducing the experiments.
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A Preliminaries (Cont.)

All functionalities that we formalize here describe only the
input-output behavior of the primitives rather than their im-
plementation details. The ideal functionality of an ORAM, as
shown in Func. A.1, implements logical memory.

Functionality A.1 Oblivious RAM Foram:

Foram reactively holds n w-bit memory words A[l,...,n], in

which A[addr] is initialized as 0", Vaddr € [n].

e Joram-access(op, addr,v):

addr € [n], ve {0,1}"
1: if op = read then res < A[addr]
2: else A[addr] + v,res <~ v > op =write
3: return res

> op € {read,write},

The ideal functionality shown in Func. A.2 implements a
hash table (also known as a dictionary) that reactively supports
table build, key lookup, and data extraction operations.

Functionality A.2 Oblivious Hash Table Fyt:

Denote a key pair as (k,v) € {0, 1}% x {0,1}". W.Lo.g., we
assume that £, = O(w) and ¢, = O(w), i.e., both the key and
the value can be stored in O(w) memory words.

° THTbU”d(A)

key-value pairs with distinct keys

> A contains n possibly dummy (i.e., 1)

1: initialize its internal state (A, T) with T+ 0
2: output nothing
o Ty1.lookup(k): >ke {01} U{L}
1: if k # L Ak € T then return fail > k is a recurrent lookup
2. ifk=1Vk¢Atheny « L
3: else
4: v < v, where (k,v) €A
5 L T+ TU{(k)}
6: return v/
e Fyr.extract():
1: for (k,v) € Ado
2. | ifkeTthenk<+ L,v+ L
3: shuffle A uniformly at random
4: return A

We then formally define oblivious simulation of a (reac-
tive) functionality F¢ in Def. 1. W.Lo.g., we assume that F¢
takes commands and input data of the form (cmd, inp), and
produces an output out, while probably maintaining some
internal (secret) state. For a RAM machine Mg implementing
Fe, the execution of (cmd, inp) will produce side-channel
information addrs that indicates the memory addresses ac-
cessed during the process. We occasionally refer to certain
parameters as “public”, indicating that the simulator addition-
ally takes these parameters as input and that it is acceptable
for adversaries to have knowledge of them.



Definition 1 (Oblivious Machine Implementing a Function-
ality Fr). A RAM machine Mg obliviously implements the
reactive functionality Fg if for any probabilistic polynomial-
time (PPT) adversary A, there exists a PPT simulator Sim,
such that the view of the adversary A in the following exper-
iments Exptreal ME (1M and Exptﬁesalmf F(1%) is computation-

ally indistinguishable.
Exptreal Mg ( 11)

(cmdy,inp,) ¢ A(1Y), i+ 1

while cnd; # | do
(out;,addrs;) HMF(lk,cmd,-7 inp;)

L (cmdj+1,inp,, ) < A(1* out;,addrs;)
i+l

AN

Exptldeal e ( 1 k)

(cmdy,inp;) « A(1%),i 1
while cnd; # | do

out; < Fr(cmd;, inp;), addrs; < Sim(cmd;, 1)
L (cmd;11,inp;, ) < A(1* out;,addrs;)

i< i+1

oo e

B Details on H,0,RAM

We provide the details of Hy0,RAM’s implementation and the
proof of Thm. 3 here. Recall that H,0,RAM consists of O(n)
levels. Let L := [logn] and ¢ be the threshold representing
the highest level at which a linear scan performs optimally
among all the hash schemes presented in Tab. 1. Each level
i €{l,...,L} is a tailored hash table 7; with a capacity of 2/,
where Ty is specifically implemented as a plain array.

Algorithm 5 Hy0,RAM.access(op,addr,v):

oblivious hash table, oblivious shuffle, oblivious compact,
and oblivious intersperse operations, respectively. The math-
ematical forms of these values can be derived by examin-
ing their specific instantiations. For instaince, the ocompact
e —polylogn

implementation [8] yields Socompact = O( polyl oan
Thm. 2 shows that our oblivious stashless cuckoo hash has
Soht_cuckoo = 1 POV o= 0ln) with k = oo(1).

Let Simg denote the oblivious simulator of a functionality
e, n, L, and ¢ be defined as the ones in H,0,RAM. We build
the oblivious simulator of H,0,RAM as shown in Sim. B.1.

To prove Thm. 3, the remaining task is to construct hy-

Oblivious Simulator B.1 Simy,g,rau(access, 17‘) :

Mark all levels but the bottom as empty.
Output: memory access pattern addrs

1: initialize addrs < 0
2. forie{(,...,L} do
3: if level i is empty then continue > /)11/)/1( information
4: addrs <— addrs U {Simyr, (lookup, 1 )}
5: add the addresses of op,res,V, and the tail of 7 to addrs
6: if level £ is full then > public information
7 let i* be the first empty level or i* = L if all levels are
non-empty > public information
8: addrs < addrs U {Simyr, (extract,1%) || ... ||
SimpT,._, (extract, 1M}
9: let 71 be the length of A in Alg. 5 line 11
10: if i* = L then

11:  addrs + addrsU {Simocompact(lk,ﬁ)}

12: addrs < addrsU {Simointersperse(lx,ﬁ)}

13: addrs + addrsU{SimH-ri*(build,lk,ﬁ)}

14: mark the levels from ¢ to i* as empty and i* as non-
empty

15: return addrs

Input: op € {read,write}, addr € [n], v € {0,1}"
1: initialize res < L

2. forie {¢,...,L} do

3: if 7; is empty then continue

4: if res = | then res «+ T;.lookup(addr)

5: else 7;.lookup(L)

6: if op =write thenres < v

7: append (addr,res) to Ty > T} is a plain array

8: if Ty is full then

9: let i* be the first empty level or i* = L if all levels are

non-empty

10: let A <— Ty.extract()||...||T+—1.extract()

11: if i* = L then obliviously compact A to its half
12: obliviously intersperse (i.e., shuffle) A

13: T,-*.build(A)
14: return res

For brevity, we omit precise negligible probabilities of

certain oblivious building blocks, instead denoting them as
8oht’ 8oshufﬂev 8ocompacta and 8oim:ersperse COITGSPOHdlng to the

brid constructions between Alg. 5 (denoted as Construc-
tion 1) and Sim. B.1. Construction 2 is the same as Con-
struction 1 except that lines 4 ~ 5 are replaced by the
line 4 in SimHzDQRAM, yielding an adversarial advantage of
struction 2 except that lines 6 ~ 7 are replaced by the line
7 in Simy,g,rau. Construction 4 is the same as Construction
3 except that line 10 is replaced by the line 8 in Simy,g,ram,
yielding an adversarial advantage of }c(/ .1} OHT; (extract)
Construction 5 is the same as Construction 4 except that lines
11 ~ 12 are replaced by lines 9 ~ 13 in Simg,g,ray, yield-
ing an adversarial advantage of docompact + Oointersperse. Fi-
nally, Sim. B.1 is the same as Construction 5 except that
the line 13 in Alg. 5 is replaced by its line 13, yielding
an adversarial advantage of Y,c(/ .1} OHT, (buila)- In short,
the adversarial advantage of H,0,RAM is upper-bounded by
ZiG{ﬂ,...,L} 8HT,~ + 6ocompact + 8c>in1:ersperse~ As all the above val-
ues are negligible, the advantage of any PPT adversary against
H,0,RAM is also negligible. It concludes the proof of Thm. 3.
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