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Abstract

Deep reinforcement learning (DRL) has gained widespread
adoption in control and decision-making tasks due to its
strong performance in dynamic environments. However, DRL
agents are vulnerable to noisy observations and adversarial
attacks, and concerns about the adversarial robustness of DRL
systems have emerged. Recent efforts have focused on ad-
dressing these robustness issues by establishing rigorous the-
oretical guarantees for the returns achieved by DRL agents in
adversarial settings. Among these approaches, policy smooth-
ing has proven to be an effective and scalable method for cer-
tifying the robustness of DRL agents. Nevertheless, existing
certifiably robust DRL relies on policies trained with simple
Gaussian augmentations, resulting in a suboptimal trade-off
between certified robustness and certified return. To address
this issue, we introduce a novel paradigm dubbed Certified-
rAdius-Maximizing Policy (CAMP) training. CAMP is designed
to enhance DRL policies, achieving better utility without com-
promising provable robustness. By leveraging the insight that
the global certified radius can be derived from local certified
radii based on training-time statistics, CAMP formulates a sur-
rogate loss related to the local certified radius and optimizes
the policy guided by this surrogate loss. We also introduce
policy imitation as a novel technique to stabilize CAMP train-
ing. Experimental results demonstrate that CAMP significantly
improves the robustness-return trade-off across various tasks.
Based on the results, CAMP can achieve up to twice the certi-
fied expected return compared to that of baselines. Our code
is available at https://github.com/NeuralSec/camp-robust-rl.

1 Introduction

Deep reinforcement learning (DRL) has widespread ap-
plications in various areas, including robotics [1, 10, 27],
games [38,50], dialogue systems [32], and finance [62]. How-
ever, DRL agents are vulnerable to adversaries who actively
perturb the agents’ observations. These perturbations cause
agents to take sub-optimal actions, potentially leading to se-
vere consequences in critical missions [4,12,16,33,41,54].

In robotics applications, attackers manipulating DRL agents’s
observations can cause permanent damage to the robots or
even create life-threatening situations. On the other hand, at-
tacks against DRL in dialogue or trading systems may also
lead to biased or harmful decisions by the system. Adversar-
ial attacks against DRL agents typically involve perturbing
state observations of the agents or directly modifying their
actions. In experimental settings and simulations, the impact
of these attacks is often quantified by the sub-optimal rewards
obtained by the compromised agents.

Empirical defenses have been developed for DRL agents
to mitigate the risk posed by deliberate adversaries. One line
of work focuses on training robust DRL policies, aiming
to make agents less sensitive to changes in their observa-
tions [48,63,68]. Methods also exist that model robust Markov
Decision Processes (MDPs) to enhance the performance of
DRL in noisy or adversarial environments [2, 35, 68]. How-
ever, the empirical defenses fail to provide rigid guarantees
of the agents’ adversarial robustness, leaving them vulnerable
to cross-attack generalization and adaptive attacks.

In efforts to verify DRL robustness, randomized smooth-
ing (RS) has emerged as a powerful and scalable tool for
both enhancing and certifying the robustness of black-box
functions in real-world applications [5]. RS has been applied
to DRL policies through policy smoothing, achieving prov-
able robustness against adversarial attacks [23]. Compared to
empirical DRL defenses (e.g., adversarial training [20,57]),
RS provides guaranteed lower or upper bounds on the ex-
pected return (i.e., expected cumulative discounted rewards
going forward) with respect to a certain amount of changes
in the observation. Given that smoothing noise from previous
steps influences both observations and subsequent smoothing
noise, RS in DRL typically constructs a specially structured
adversary for certification. This approach enables certifica-
tion under the Neyman-Pearson lemma or other algorithmic
variants [23, 39, 60].

Motivation and challenges. A direct motivation for our work
is the absence of methods specifically designed to train DRL
agents with RS-based provable robustness. Certified robust-
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ness through RS often presents challenges that existing meth-
ods cannot effectively address. Specifically, there is a trade-off
between the certified expected return and the certified radius
of adversarial perturbations, leading to two key consequences:
1) First, certifying an expected return against adversaries us-
ing large perturbations becomes infeasible, since the certified
expected return rapidly drops to zero as the certified radius
increases. 2) Additionally, the certified expected return of a
randomized agent is significantly lower than the standard re-
turn the same agent can achieve in a non-randomized environ-
ment, underscoring the need to improve the overall certified
expected return. These consequences hinder the deployment
of policy smoothing in real-world DRL applications, where
both certified robustness and certified utility are crucial.

Existing provable defenses train the policy for smoothing
via applying Gaussian noise to the observations [23]. The
noise applied during training should match the smoothing
noise used in the test phase to prevent degradation in the
test-time reward. However, such a policy may not achieve
optimal certification results, as the augmentation does not
directly maximize the certified radius during training, leav-
ing the correlation between the augmentation and the trade-
off unclear. On the other hand, there also exist robust DRL
training methods that enhance the robustness and smooth-
ness of DRL agents operating in noisy or adversarial envi-
ronments [35,48,63,68]. However, instead of improving the
certified expectations of returns received through random-
ized policies, these methods primarily focus on the epistemic
robustness of deterministic policies. Moreover, the desired
goals of robustness and utility cannot be easily achieved using
existing methods for training classifiers with certified robust-
ness [18,19,46,65]. The reasons for this are 1) DRL tasks are
MDPs, which introduce optimization objectives that diverge
from that of classification tasks. 2) The certified radius of
perturbations is determined by numerical methods like binary
search, which makes it difficult to directly optimize the radius
in order to enhance the robustness. These two key character-
istics of DRL necessitate novel paradigms in the construction
and training of the policy.

Our stance and contributions. Motivated by these factors,
we propose Certified-rAdius-Maximizing Policy (CAMP) train-
ing, a method for developing DRL agents that achieve better
certified expected returns without compromising certified ro-
bustness. Theoretically, we derive a substitute certified radius
that can be maximized in the training, in parallel to the util-
ity maximization process. This enables CAMP to mitigate the
trade-off between the certified expected return and the certi-
fied radius by offering a superior base function. Our focus is
on agents trained using deep Q-learning [38] in environments
with discrete action spaces. Through a change of variables,
we formally define the certified radius as a function of a target
threshold for the certified expected return. This certified ra-
dius is then transformed into a differentiable format for further
analysis. Building on the insight that the decline in optimal

certified expected return is due to accumulated per-step errors,
we derive a local certified radius that serves as a surrogate
loss for optimizing the certified radius.

Furthermore, to enhance the versatility and training stability
of CAMP, we introduce a novel training paradigm called policy
imitation. Since the application of CAMP can influence the
Bellman error, it may result in the overestimation of Q-values
during training. This issue can impede the convergence of the
training process and often leads to suboptimal policies [42,56].
Previous solutions, such as Double DQN [56], ensemble boot-
strapping [42], and conservative smoothing [48, 63], are not
designed to directly address this problem within the CAMP
framework. Consequently, a new training paradigm is needed
to effectively integrate CAMP into DRL training pipelines. Im-
portantly, we aim for CAMP to be applicable across various
learning environments. Policy imitation addresses the afore-
mentioned challenges by using a reference network to model
the oracle Q-values, which can then be used to constrain
the primary policy during training. The reference network
is trained using conventional temporal-difference methods,
while the primary network imitates the reference network,
minimizing the difference between their predicted actions for
the same observations. Additionally, the CAMP loss is applied
to the primary policy to enhance its certified robustness radius.
To summarize, our contributions are as follows:

* We analyze the certified radius for globally smoothed poli-
cies and reformulate it as a radius maximization objective,
which can be directly optimized during the training process.

* We propose a novel policy imitation training paradigm
that integrates certified radius maximization into deep Q-
learning.

* CAMP achieves higher certified expected returns at larger cer-
tified radii and demonstrates superior empirical robustness
in individual game episodes.

In the following paper, we will first introduce the neces-
sary background knowledge, along with the definitions of the
problem and threat model. We will then proceed to present
CAMP and discuss the associated experiments.

2 Preliminaries

To begin, we provide a brief overview of deep Q-learning,
adversarial attacks on DRL, and the certified robustness of
DRL. This paper focuses on discrete action spaces and em-
phasizes robustness certification using policy smoothing and
the Neyman-Pearson Lemma, as these methods offer a tight
bound on the certified expected return.

2.1 Deep Q-Learning

A reinforcement learning task is usually defined as a discrete
MDP. Specifically, an agent interacts with an environment
E = (S,A,T,R,Y,s0), where S € R? and A € R* are the



space of states and the space of actions, respectively. 7 (-) is
a state transition function and R () is a reward function. s
comes from an initial distribution of states. y € [0, 1] is a dis-
count factor for the reward at different steps. Furthermore, the
state at the # + 1-th step is determined by s;4+1 = 7 (s¢,a;). In
this paper, following previous certification settings, the states
are fully observable by a deterministic observation function.
Therefore, we use s interchangeably to denote both the state
and the observation. Given the state s; and the corresponding
action a, at the 7-th step, the reward r, | acquired by a; is
computed by the reward function as r;+1 = R (s, a).

In practice, the transition function is determined by nature
and is therefore unknown, which encourages the development
of model-free RL algorithms. Among these algorithms, Q-
learning [59] aims to model the action-value function (i.e.,
Q-function) Qr(s,a) which estimates the expected future re-
turn for taking action a in state s and following a policy.
DQN models Qr(s,a) with a neural network (Q-network)
and uses a greedy policy to select actions. For simplicity,
we use T to denote both the Q-network and its parameters
in this paper. Thus, at the ¢ step, the action selection policy
can be formulated as taking an observed state s;, predicting
a probability simplex {m(s;);} l.lill over A, and then selecting
a = argmax; Tt(s;);.

To update the network parameters © towards an optimal
Q-function, a Temporal-Difference (TD) loss is defined as
the difference between the current Q-value and an estimated
optimal value. Specifically, the optimal Q-value is the solution
to the Bellman equation, which can be calculated as:

Or (s,a) =R(s,a)+y E {max On (s/,a*)} , (1)
s'~T (s,a) | a*

where 7 € [0, 1] is a discount factor penalizing the rewards
in the future. Qp+(s’,a*) is the optimal Q-value in which s’
is the next state according to the transition function 7 (s, a)
and a* is the best action estimated greedily for the next step
by the optimal network denoted as m*. The overall training
objective of the agent can be formulated as minimizing the
mean squared Bellman error between the current Q-function
and the optimal Q-function:

2
min E {Qn(s,a) — (K(s,a) +ymax Qr- (s',a’))} , (@
T (s,a,8')~ZL a
where Z is the space of state-action trajectories. In practice,
an experience replay buffer or an offline dataset stores a set
of previously collected trajectories as samples from Z, such
that the above training objective can be solved by empirical
risk minimization.

2.2 Expected Return Certification against Per-
turbed Observations

Adversarial observation perturbations against DRL. An
adversary targeting a DRL agent aims to perturb the agent’s

observations during test time, thereby minimizing the return
within a finite horizon T. A simple adversarial attack adapts
the Fast Gradient Sign Method (FGSM) to perturb observa-
tions with a sequence of perturbations A = (8¢, 81, ...,97_1),
A € R*T and alter the actions of the DRL agent, causing the
agent to reject the correct action and instead select the one
with the minimal Q-value [16]. On the other hand, another
type of attack finds a perturbation sequence A, as the solution
of

argmin [E
A 8, EA,s;

T-1
[Z YR <s,,argmaxﬂ:(s, +8,)a)} , 3
t=0 a

In practice, the attacker can find per-state perturbation as
&, = argming, Dy (n(s;)||T(s; +8;)), where Dy is the Jeffrey’s
Divergence [63]. In both attacks, the adversarial perturbations
in the sequence A are collectively constrained within an re-

gion B(A) = {(80,81,..,87-1) : /L ' 18/])3 < 7} under a

budget of 1.
Robustness certification via policy smoothing. In response,
policy smoothing emerges as a provable defense against ad-
versarial attacks. Policy smoothing involves adding noise sam-
pled from a Gaussian distribution A’(0,62I) with variance
o to state observations at each step, thereby randomizing the
state-action trajectory of the DRL agent. By repeating this
process across multiple runs, a set of randomized trajecto-
ries along with their corresponding rewards can be collected,
allowing the expected return of the agent to be lower bounded.
Specifically, let the sequence of the smoothing noises across
T steps (e.g., within an episode) be € = (€9,€1,...€7_1),
the defender can sample random trajectories z = (sp +
€0,d0,--,ST—1 + €7—1,ar-1), Z € Z, where Z is the space
of randomized state-action trajectories. Furthermore, a ran-
domized reward r;+1 = R (s;,argmax, T(s; + € ),) is received
given the observed state and action output by the policy. The
return obtained by a random trajectory is r = Z,T;o] Yrisn
and v is the discount factor. Therefore, such a return can be
viewed as a randomized return function r = Fy(z) of the tra-
jectory z, parameterized by the policy parameters 7. Let us
consider the probability PZ(C) = Pr[Fy(z) > C], and we can
accordingly define ¥(C) = 1 — P%(C). It is easy to notice
that ¥(C) is a cumulative distribution function (CDF), i.e.,
Y(C) = Pr[Fx(z) < C]. By sampling Fx(z) values for m times
via allowing the agent to play on random trajectories for m
runs, a set R = {ry,...,r,,} of return values sorted in ascend-
ing order can be obtained to compute an empirical cumulative
distribution function (ECDF) ¥(C) = Y| Ly, <c}/m,Vr; €
R. Next, the interval [(C),¥(C)] of the CDF ¥(C) can be
computed from the ECDF by Dvoretzky—Kiefer—Wolfowitz
Inequality [9]:

In(2/a)

2m

F(C)=¥(C) + )

with probability 1 — o and the draw count m. Since ¥(C) =
1 — P%(C), the upper bound ¥(C) can thus be used to obtain



a probabilistic lower bound of PZ(C), which gives PZ(C) =
1-¥(C).

Consider an adversary who adds a perturbation sequence
A = (81,82,...,0r_1) under a ¢;-norm budget of T (i.e.,

[All2 = +/X25 118113, |A]l2 < ©) to the state observations

and let the perturbed random trajectory be z’ := z+A =
(5o +€0,ag, ... 87_ +€r—1,dy_;) in which s; = 5,4+ §; and
a, = argmax, (s, + & + &;),. The following perturbation
bound on the probability PZ (C) can be established by an
adaptive Neyman-Pearson Lemma based on a structured ad-
versary [23]:

POz (o7 (BO) = 2) Vsl <t )

Furthermore, since the expectation of F(z) can be repre-
sented as the integral of PZ(C) over C values [24], a lower
bound on the expected return under adversarial perturbations
A can be obtained, given C € R, as:

ElFx(2)] =11 @ (97" (PAry)) - %)
+é(ri—r,~,1) @ (o () - %) o ©
viiall <.

On the right-hand side, ®(-) is the cumulative density function
(CDF) of standard Gaussian and ®~!(-) is its inverse.

3 Problem Formulation

In this section, we present precise formulations of the research
problem. We also define the threat model to reflect the settings
for training and certifying DRL agents, as well as the key
properties of the adversary.

3.1 Problem Statement

We aim to maximize both the expected return and the robust-
ness of the DRL agent. This desideratum can be decomposed
into two sub-objectives: minimizing utility cost and mini-
mizing robustness cost. Moreover, both cost minimizations
should be seamlessly integrated into the training process of
the DRL agent.

Following the above notations and Equations, we can ob-
serve that the lower bound of the expected return in Equa-
tion 6 has a positive correlation with the probabilities in the
set {P%(r;) }/,. This observation implies that there is a mono-
tonic connection between the utility and the probability of
obtaining a return above each threshold C;. We can thus in-
stantly formulate a utility cost as:

m

tu(m) = Y (1-Po(r)). )

i=1

However, this formulation makes minimizing £,,(T) an in-
tractable problem due to non-differentiable P%(r;) and the
sampling of z and R. To optimize ¢, (-), we will construct a
differentiable surrogate loss in Section 4 as an upper bound
of Equation 7.

On the side of robustness, we also aim to derive a loss
function indicating the extent of robustness. It is natural to
consider a closed-form representation of the certified radius
as a function of T to measure the robustness. However, in
policy smoothing, the certified radius (i.e., the maximal T
making Equation 6 hold) is a variable rather than a function
and is usually determined by binary search. To address this
challenge, it is noticeable that the certified lower bound in
Equation 6 monotonically decreases with increasing t. There-
fore, the binary search can be viewed as finding a T value such
that the lower bound is no less than a predetermined value &.
To clearly formulate the process of optimizing 7, our analysis
stems from the following theorem:

Theorem 1 (Change of variable). Given a target expected
return threshold & for the randomized policy, let the perturbed
trajectory be 7' = z+ A and define P%(C) := Pr[Fr(z) > C].
Let R = {ry,...,r;,} represent a set of sampled and sorted
values of Fy(z) such that vy <rp < ... <ty If€/r1 < Pi(ry))
and

Al < o [@! (Phr)) — @' (&/m)] ®)

then E[Fy(z')] > E.

The proof of the theorem is in Appendix A. Theorem | implies
that T = o[®~ ! (P%(r;)) — @~ !(§/r;)], thereby converting T
from a variable to a function of €. In this way, it defines a
substitute certified radius and characterizes the relationship
between this radius, the Q-network 7, the statistics P%(r;),
and &. However, the substitute certified radius remains non-
differentiable at this stage. Therefore, in Section 4, we pro-
pose a method to maximize the certified robustness radius by
optimizing each local certified radius over a finite horizon 7.

3.2 Threat Model

CAMP operates during the training stage of DRL agents. The
defender, responsible for both model training and robustness
certification, follows the typical practices of DRL trainers.
The defender must have access to the observations of the
DRL agent and can modify these observations with random
noise or perturbations. This is usually feasible, as the defender
typically sets up the environment in which the DRL agent
is trained. Additionally, as the model trainer, the defender
has full access to the Q-network and the policy, including
intermediate weights and predicted Q values based on obser-
vations. For certification purposes, the defender can test the
trained agent in various environments over multiple rounds
and record the actual returns from each round.

The adversaries against which we certify our defense are
those who perturb the observed states of the DRL agent to
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Figure 1: An overview of CAMP. During training, the agents interact with the environments with observation noise and receive
rewards. A reference policy has a reference Q-network learning through a vanilla temporal-difference loss while the Q-network
of a primary policy is optimized by minimizing the CAMP loss to increase the gap between the top-1 and runner-up Q-values. The
primary network also mimics the action predicted by the reference network during training with the imitation loss. The trained

primary policy can then be certified by policy smoothing with better certified expected return at each certified radius.

mislead its actions. For instance, in classic control applica-
tions, such as robotic arm manipulation, the observed states
may consist of sensor data related to the arm’s kinematics.
An attacker could manipulate this sensor data to induce ab-
normal movements in the robotic arm, while the underlying
state used for transition and reward computation remains un-
changed. This observation-based adversary is more practical
than attackers perturbing actions or policy parameters in real-
world scenarios, as it is generally easier to tamper with sensor
data than to manipulate agent actions or alter parameters in
real time. Furthermore, this type of adversary presents signifi-
cant challenges for certified robustness due to the non-convex
and black-box nature of policy functions, which motivates the
adoption of RS for certification.

Additionally, adversaries can distribute perturbations
across a finite number of transitions in the environment, pro-
vided that the total ¢, norm of the perturbations remains
within a specified budget. This setup allows adversaries to
flexibly distribute perturbations, leading to stronger attacks,
measurable by reduced DRL agent returns. The adversary can
access the victim agent’s Q-network in either a white-box or
black-box manner, allowing them to optimize perturbations
more effectively. In white-box attacks, adversaries have ac-
cess to the network’s parameters, states, and actions, while
black-box attacks rely on querying the Q-network with ob-
served states to infer the corresponding actions.

3.3 Design Intuition

In this paper, we propose CAMP as a method for training prov-
ably robust DRL agents in discrete action spaces through
certified radius maximization. CAMP tackles this challenge by
formulating the robustness radius and transforming it into a
robustness cost that can be minimized in the deep Q-learning

process. To start with, we first convert the certified radius
into a function of the Q-network =, the statistics PZ(r ), and
a threshold &. Building on the Lipschitz continuity of the
expected return function with respect to perturbations in the
observations, we proceed to derive a soft radius. In addition,
the observation noise perturbs the agent’s action selection,
thereby affecting the action-value function at each decision
step. A robust policy is one that consistently selects the ac-
tion yielding the highest expected Q-value in the presence
of observation noise at every step. From this principle, we
derive local radii that exhibit a positive correlation with the
gap between the top-1 and runner-up Q-values.

Importantly, we find that the robustness cost cannot be min-
imized with the TD loss at the same time, as it destabilizes the
training process. To overcome this barrier, we propose adopt-
ing policy imitation as a training paradigm. Policy imitation
creates a policy based on a reference network to guide the
training of the Q-network of the primary policy. The primary
network mimics the action selected by the reference network
but does not directly approach the Q-value of the state-action
pair. On the other hand, the primary policy minimizes its ro-
bustness cost during the imitation, such that agents with this
trained primary policy can be certified at a greater robustness
radius given a fixed certified expected return. The detailed
design of CAMP will be introduced in the next section.

4 Provable Robustness via CAMP

This section introduces the design of CAMP. The core objective
of CAMP is to train the agent to maximize the certified utility
(e.g., achieve a higher certified expected return) while optimiz-
ing an approximated, differentiable certified radius. We first
describe the steps leading to the differentiable local certified
radius and demonstrate how maximizing this radius improves



certification performance. Next, to prevent overestimation of
Q-values during the training of CAMP, we introduce policy imi-
tation as a novel training paradigm. Policy imitation employs
a secondary Q-network as an oracle to guide the training of
the primary policy. Finally, we certify the expected returns
of the CAMP agent through policy smoothing. An overview of
the CAMP pipeline is provided in Figure 1.

4.1 Expected Return Maximization

Our first desideratum is to maximize the certified utility of
the certifiably robust DRL agent. In reference to the objective
outlined in Section 3.1, our goal is to find a differentiable up-
per bound for Equation 7. The initial challenge is to address
the sampling process of z and R. Intuitively, increasing the
probability that the return from random trajectories exceeds a
certain threshold can be equated to maximizing the expecta-
tion of returns over randomness in some special cases. First,
we restate the following well-known theorem:

Theorem 2 (Correlation between CDF and expectation).
Given two random variables X > 0 and Y > 0, let their ex-
pectations be E[X] and E[Y], respectively. The following in-
equality holds if and only if E[X] < E[Y]:

/()+°°[‘Px (C)— Wy (C)]dC > 0, ©)

where Wx (C) and Wy (C) are the CDFs of X and Y, respec-
tively.

The theorem suggests that increasing the expectation of
a random variable may increase the chance of the random
variable exceeding a given threshold, thereby decreasing the
integral of the CDF. In our case, given the random variable
Fr(z), we can increase its expected value such that Equation 7
can be reduced, as it is positively correlated with the CDF.
This motivates us to formulate the utility maximization ob-
jective as minimizing the expected TD loss, £, (T;s,€,5',¢€),
over randomized trajectories.

min E
T (s,g,s€)~ZL

[fm(n;s,g,s/,sl)] : (10)

In the case of DQN, ¢,(+) is the mean squared Bellman error
with noisy observations, as analogous to Equation 2. There-
fore, the utility loss is defined as:

Ly (m;s,e,8' €)=

2 an
{Qn(s-i-&a) - (R(s,a) +ymax O (s +8’7a/))} ’

where €, & ~ N((0,6%I), a = argmax; 7t(s +¢€);, and T* is the
targeted optimal Q-network as defined in Section 2.1.
Unlike Equation 2, the error here is computed not only over
the state observations and actions, but also over the smoothing
noise draws € and €. This loss function actually recovers the
Gaussian-augmented training of DRL agents in the previous

papers [23, 60]. However, it does not directly address the
robustness of the agent. Therefore, we will proceed to the next
sections to explain how the certified radius can be enhanced
by constructing specialized training objectives.

4.2 Certified Radius Maximization

According to the problem definition in Section 3.1, the crux
of the radius maximization involves two key aspects. First,
we need to build the dependence between the certified radius
and the Q-network parameters . Second, a differentiable loss
of the certified radius with respect to ® should be devised.

We begin with a lemma, which is a generalization from
Lemma 2 in SmoothAdyv [46] and further proved in Lemma 2
of CROP [60]. The lemma is restated as follows.

Lemma 1 (Lipschitz continuity of smoothed return function).
For any measurable function Fy : 7. € (S x A x R)T — [A,B],
let E[Fr(z)] = Eg (0,021 Fr(2+€). There is z — E[Fx(2)] is

(B—A L
T> \/2/m-Lipschitz.

The Lipschitz continuity immediately implies that
__ o _ i ' -
A m(]E[F (z)] — &) serves as a certified radius, al

beit a loosely certified one. Although it does not directly
bound the radius defined in Equation 8, this soft radius is
positively correlated with the previous radius. Specifically,
when r; is fixed, both radii monotonically increase with
E|Fr(z)] — &. Fortunately, this implication also suggests that
this soft radius can be used as a surrogate for optimization.
Building on the above lemma, we now proceed to the main
theorem of deriving a differentiable soft certified radius.

Theorem 3 (Soft certified radius). Given a target expected
return & < E[Fy(z)] where Fr:z € (S x A xRY)T — [A,B],
suppose an adversary perturbs the observed states by apply-
ing A= (80,01,...,07_1). The target expected return will not
drop below & if the perturbations satisfy:

A2 <o {dfl (%) —o! (%)} . (12)

Proof. Based on Lemma 1, the mapping z — % is

v/ (2/m)/o-Lipschitz. Moreover, based on the same proof

of Lemma 2 of Salman et al. [46], CID’I(%) is 1-

Lipschitz. We have

E[Fx(z)] A
B—-A

E[Fn(l +A)] —A

o[@!( B—A

J—o )< Al (13)

Thus, if the perturbation A satisfies:

_1 ElFr(z)] - A 1 §-A
Az <0 | O7H(—p—F—) =2 (3—3)|. (14
by the monotonicity of ®~!(-), we obtain
E[Fr(z+A)] > E. (15)



This soft radius is computed through the expected return
over clean trajectories, which means it can be efficiently sam-
pled and calculated as a global radius for the 7T-step MDP.
Since Theorem 3 characterizes the globally certified radius
for a trajectory of length 7, it is necessary to decompose the
global radius into local certified radii obtained at each time 7.

The global certified radius can be decomposed into per-step
action selection errors, which can, in turn, be bounded by a lo-
cal robustness radius. Specifically, since the radius positively
correlates with E[Fy(z)] — &, given a fixed &, maximizing the
soft radius is equivalent to increasing the expected return over
randomized state-action trajectories. It is important to note
that for discrete action spaces, if the optimal greedy policy is
derived from a Q-network with parameters 7", it is expected
to select the action a; that maximizes the expectation of the
action-value function at each time ¢. In this context, the proba-
bility of a perturbation at step ¢ reducing the optimal return is
equivalent to the probability that the perturbation causes the
predicted action to shift from correct to incorrect. We can thus
formulate the optimal expected action-value function based
on this optimal policy as Qg (s, a;) = maxg Ee, Or(s; +&,ar).
Next, we have the following theorem:

Theorem 4 (Local certified radius). Let l; and u; denote
the lower and upper bounds of the expected action-value
function at step i, respectively. Let the perturbations from
step t to step T — 1 be {Si}iT:;l. Under a greedy policy, the
optimal reward at step t is obtained by taking action al(l)
argmax,, Oy (si,a;). The optimal expected return from step

t to T — 1 will not be reduced if the local perturbation §; at

each step i satisfies:
&1 Qn* (Sha,('l)) =1
ui — 1

ot Qe
u; — I ’

where alm is the

arg matha[7éal(1) Qn* (s” al)'

o
I8 < 5

(16)

@ _

runner-up  action  q =

Proof sketch. The proof stems from the Lipschitz continuity
of O+ (s;,a,) with respect to perturbations in the observed
states. Since Qy- (s, a,) is Lipschitz continuous, by compar-
ing the §;-perturbed Qg+ (s; + &;,a;) with the unperturbed
O (s, a,) for different actions, and using the monotonicity
of ®!(.), we can determine the ¢/, norm of the maximum
allowable perturbation such that the action inducing the maxi-
mal reward remains selected by the greedy policy at each step
t. O

This ¢, norm represents a local radius within which the
perturbation does not compromise the optimal expected Q-
value obtained by the optimal policy. Preserving the optimal
expected return can therefore be converted to a problem of

increasing the gap between the top-1 and runner-up Q-values
under the optimal policy. We refer to this gap as the Q-gap
in subsequent discussions. The full proof of the theorem is
in Appendix A. The local certified radius at each step can
be obtained by iteratively applying Theorem 4 from r = 0 to
t =T — 1. Another implication of Theorem 4 is that the overall
robustness budget E[Fy(z)] — & can be distributed across per-
step budgets, reflecting the errors in the actions.

Motivated by Theorem 4, maximizing the global radius
amounts to minimizing the occurrence of per-step errors in
policy predictions. From Equation 16 in Theorem 4, it follows
that maximizing the local certified radius hinges on increasing
the gap between the top-1 and the runner-up Q-values under
randomized observations. We can thus define a robustness
loss such that the per-step action error is minimized:

Cro(T,7:5,8) = ALy (1e.a))>0n(stea?)}
max{oan - [QR(S—FS.,G(I)) - Qﬂ(5+£7a(2))]}7

aV) = argmaxn(s+¢€)q, an

a® = argmaxm(s+¢),.
a:a#a)

Herein, 1 and A represent the hinge loss offset and the robust-
ness loss coefficient, respectively. s denotes an observation,
which may be deterministic or randomized. a(!) and a(?) are
the predicted top-1 and runner-up actions in the action space
A. Note that the predicted action may differ from the optimal
aV and a® required by Theorem 4. To mitigate this, % is
introduces as a reference network to check whether a in-
deed yields a higher reward than a?. The details of & will
be discussed in the following section. This robustness loss
regularizes policy training to maximize the gap between the
Q-value induced by the top-1 action and that obtained by the
runner-up action.

Remark. Our certified radii differ from existing ap-
proaches in several aspects. First, they are functions of
optimizable variables instead of a fixed T determined via
grid search. Second, by framing the total robustness cost
as the cumulative return loss from per-step action errors,
we convert the global certified radius into a local certi-
fied radius linked to the Q-gap. Maximizing the Q-gap
at each step reduces action errors, thereby enhancing the
global certified radius.

4.3 Policy Imitation for CAMP Training

Given the objectives of improving both utility and robustness,
the training objective of CAMP can be defined as minimizing
the sum of the utility and robustness losses. The remaining
task is to determine the reference network . We found that
attaching the robustness loss to the TD loss during train-
ing is unsuitable, as it leads to overestimation of Q-values.



Overestimating Q-values is a well-known issue that leads to
sub-optimal convergence [63]. Moreover, it is infeasible to
constrain the maximal Q-value of the Q-network since the or-
acle Q-value is unknown. This dilemma motivates us to first
approximate the oracle Q-value and use the approximated
value as a reference to calibrate the Q-network.

To this end, we propose policy imitation to stabilize
the training process. Specifically, we model the normal Q-
function with a reference Q-network whose parameters are de-
noted as 7. 7 is trained using the utility loss £, (; s, €,a,5',€).
The primary Q-network then mimics the behavior of this refer-
ence network to improve its utility while the robustness loss is
applied for robustness enhancement. In this way, the reference
network helps the primary Q-network predict more accurate
Q-values. The imitation loss is defined as the cross-entropy
loss between Softmax(n(s+¢€)) and Softmax(f(s+¢€)):

|4
Lig (10, 75 5,€) = — Z Softmax(ft(s+¢€));logSoftmax(n(s+¢€));.
i=1

(18)
Therefore, ¢, (T, R;s,€) measures the difference between the
actions predicted by 7 and &, given the same observation input
s+E€.
The robustness loss and the imitation loss take the same
randomized observation s+ € as used in the utility loss for
computation. The final loss function of CAMP is as follows:

ZCAMP (ﬂ:, ﬁ:’ S,€, sla el) = Eut (ﬁa S, €, S/7 8/)

. N (19)
+ em(TQTC;S, 8) + Z1'171(7]:7 s, €)~

Let Z denote a replay buffer or a dataset of trajectories. The
overall training objective is then defined as follows:

min E  leamp(m,T:s,e,5,€). (20)

TR (58,5 )~2

In our implementation, we found that using two separate re-
play buffers for ® and & can enhance the agent’s performance
and stability. Consequently, T and T operate alternately in
the same environment, storing the collected trajectories into
two distinct replay buffers, Z and Z. The training algorithm
samples trajectories from Z to minimize the robustness loss
and the imitation loss, while sampling from Z to minimize
the utility loss.

To summarize the practical training steps of CAMP, the com-
plete training procedure is presented in Algorithm 1. Note
that d;, d; and Jj are binary variables representing whether
the current states (i.e., s;, 5j, and §;) are terminal states. If yes,
the Q-function should show that the agent gets no additional
rewards after the current state. Moreover, only the derivatives
of ¢,, with respect to the reference network parameters are
calculated in line 25. Conversely, since ¢,, is independent
of the primary Q-network, only ¢,, and ¢;, induce gradients
for optimizing the primary network in line 26. We will val-
idate the effectiveness of CAMP through experiments in the
following section.

Algorithm 1: CAMP Training

Input: Replay buffers Z and Z, environment E with state transition
function 7" and reward function &, discount factor v,
primary network 7, reference network &, noise scale G,
polyak rate k, burn in step f,,, batch size N, learning rate c.,
target update frequency A.
Output: Trained ©
1 Initialize so
2 Initialize 7, ©
3 Initialize reference target network i’ + 7
4 fortr€{0,1,2,....,T—1} do

5 €, €41 ~ -‘7\[(07021)

6 S — si+¢€&

7 if t <1, then

8 a; + RANDOMSAMPLE(A)

9 Sttty disrivr = T(sar), R(se,ar)

10 if %2 = 0 then

1 L Z < (81,&,8141,&11,d;)

12 else

13 L Z < (81,8,8141,&11,d;)

14 else

15 if t%2 = 0 then

16 ar + argmax, (s )q

17 Sttty distipr = T(sar), R(s,ar)

18 | 2 < (5r,&,504+1,€+1,dr)

19 else

20 a; <+ argmax, (5 )q

21 Seo1s distivr < T(sr,ar), R(se,ar)

2 | 2 < (5r,&,504+1,€+1,dr)

23 {(s)» s 5%, aj d{-) M BATCHSAMPLE(Z~,N)

2 {(57, &, 8, €}, dj)}', < BATCHSAMPLE(Z,N)
- dYN le, 157,858

25 o+ R—o(l—d)) Lo CAMP,(;;M/ 15%)

ayN_ (¢ s €58,

2 T+ n—a(l—d)) Lt CAMP;n 17)

27 if 1%/ == 0 then

28 | # « kit+(1-k)F

Output: 7

S Experiments

We evaluate the performance of CAMP in this section. Our
experiments aim to answer the following research questions:

» Can CAMP improve the certified expected returns under the
same perturbation budget?

* Is CAMP a broadly applicable enhancement for various envi-
ronments and Q-networks?

* How robust is CAMP towards changes in its hyper-
parameters?

To answer these questions, we systematically compare CAMP
to baselines in different environments and conduct an ablation
study on the hyper-parameters. We will first introduce the
environments, DRL algorithms, Q-networks, and certification
methods used in our experiments.

Environments. We make evaluations and comparisons in
five representative environments, namely Cartpole, Highway,
Bank Heist, Pong, and Freeway. Cartpole simulates a classic



problem in control dynamics. The observed states in Cart-
pole are four kinematic signals representing the cart position,
cart velocity, pole angle, and pole angular velocity. The ac-
tion space contains two discrete actions (i.e., push the cart
to the left or right). Highway simulates an autonomous driv-
ing environment in which the observations are based on the
kinematics of nearby cars and the actions are four control
inputs. Freeway, Pong and Bank Heist are Atari games that
examine the performance of certification algorithms towards
high-dimensional observations. The observed states in both
environments are frames of 84 x 84 greyscale images with
pixel values in [0,255]. The available actions in Freeway,
Pong, and Bank Heist consist of 3, 6, and 18 discrete options,
respectively. We adopt Pong with only one round (i.e., Pong1r)
in our experiments.

DRL algorithms. We evaluated our method based on DQN
in various environments. DQN is employed as the DRL algo-
rithm for evaluation. For CartPole and Highway, the architec-
ture of the Q-network is a multi-layer perceptron (MLP) net-
work. On the other hand, Nature CNN is employed as the Q-
network for Freeway, Pong, and Bank Heist [38]. The detailed
architectures are also attached in Appendix B.3. These set-
tings follow the convention in the evaluation of DQN, which
endorses fair comparisons with previous works.
Certification algorithms and baselines. We employ Policy-
Smoothing (PS) [23] as the certification algorithm. PS lever-
ages the generalized Neyman-Pearson lemma towards the
structure deterministic adversary and generates tight robust-
ness certificates. We apply the exact CDF smoothing as in-
troduced in Section 2.2 for agents obtaining continuous re-
wards in Highway, Freeway, and Bank Heist. Following the
PS paper, for agents obtaining 0/1 reward at each time step in
Cartpole and Ponglr, we employ per-step point estimates of
the CDF function based on the Clopper-Pearson method [5]
and take the sum as the CDF. This method is equivalent to
CDF smoothing and is found to achieve slightly better results
in practice. We set two baselines by certifying using poli-
cies trained by Gaussian Augmentation (Gaussian) [23,60]
and NoisyNet [44]. Gaussian injects noises sampled from
the same Gaussian distribution used for certification into the
observations during training. On the other hand, NoisyNet
randomizes the weights of the linear layers in the Q-network
to aid efficient exploration during training and improve return
obtained during tests. We apply noise with the same scale to
all the methods during training for comparison.
Hyper-parameters and detailed settings. The discount fac-
tor in all training experiments is set to Y = 0.99 except for
Highway, where y = 0.8. The agents randomly sample actions
according to a greedy probability which decreases linearly
from 1 to 0 within the first 16% training steps. In Highway,
the probability decreases linearly from 1 to 0.05 over the first
10% of the training steps. The target networks are updated
softly using a Polyak rate of 1. In CAMP, we use adaptive 1 val-

ues by setting M = max, ;) z, Or(s,a) —min 4z Or(s,a),

where Z; represents the trajectory batch at the #-th step. We
also conduct an ablation study in Section 5.2 to analyze the
impact of training with different A values on the certifica-
tion performance. In the certification, the return is computed
with Y= 1. Each certification run includes return values from
10000 game rounds in which the observation is randomized
by Gaussian noise.

e Cartpole: We train agents in the Gymnasium imple-
mentation of CartPole-v0 with single-frame observations
(Cartpole-1) and five-frame observations (Cartpole-5), re-
spectively. In both cases, we use a batch size of 1024, a
learning rate of 5 x 107>, and the training spans 500k steps.
The training stops when the return reaches 200 (i.e., the
highest possible reward). The agent starts training after
10000 burn-in steps, and the target network is updated ev-
ery 10 steps.

* Highway: We select highway-fast-v0 as the environment.
We use a batch size of 1024, a learning rate of 5 x 1073, and
train for 1000k steps. The training starts after 1000 steps,
and the target network is updated every 10 steps.

e Atari: We use Gymnasium implementations of
FreewayNoFrameskip-v0 in hard mode, PongNoFrameskip-
v0, and BankHeistNoFrameskip-v4 as the implementations.
The training takes 10 million steps with a learning rate of
1 x 10~*. We observed that applying policy imitation at a
later training stage can enhance training stability. Therefore,
in our experiments, we first train the reference network un-
til convergence. Subsequently, we duplicate the reference
network as the primary network and apply policy imitation
with CAMP to update the primary network while keeping the
reference network fixed. The reference network is trained
under the same setting as the baselines while updating the
primary policy takes an extra 1 million steps.

Detailed hyper-parameter settings are given in Appendix B.1.

5.1 Evaluation

Comparison of certification results. We benchmark the
certified reward of our method with that from baselines in this
section. We unify the hyper-parameters in the certification
and apply them to agents trained by Gaussian, NoisyNet, and
CAMP, respectively. For clarity, in Cartpole-1 and Cartpole-5,
we compare the certified returns when ¢ € {0.2,0.6,1.0} and
plot them in Figure 2. Meanwhile, the full Cartpole certifica-
tion results based on ¢ € {0.2,0.4,0.6,0.8,1.0} are provided
in Figure 8 of Appendix B.2. We compare all three methods
in these two environments.

Based on the results, the certified expected returns from
CAMP show universal increases across all combinations of
certified radii and smoothing noise levels compared to the
baselines. In both Cartpole-1 and Cartpole-5, the increase
in certified expected returns with CAMP becomes more pro-
nounced when certifying at an ¢, radius between 0.2 and



Cartpole-1

CAMP 0 =02

s — Gaussian 0 =02
- -~ NoisyNet 0 = 0.2

Certified Expected Return

Certified Expected Return

Certified Expected Return

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.00 0.05 0.10 0.15
Perturbation Budget

Cartpole-5

Freeway

Perturbation Budget

Highway

&

CAMP 0 =02
—— Gaussian 0 = 0.2
~= NoisyNet o = 0.2

5

-~ NoisyNeto =12
CAMP 0 = 2.0

Gaussian 0 = 2.0
NoisyNet o= 2.0,

s

Certified Expected Return

08 10 000 025 050 075 100 125 1.50 175 200
Perturbation Budget

Bank Heist

CAMP 0 = 0.05
— Gaussian 0 = 0.05
4444444 CAMP o = 0.1
— Gaussian 0 = 0.1

CAMP 0 = 0.05
—— Gaussian 0 = 0.05
,,,,,,, CAMP 0 = 0.1

o=01

— Gaussian

Certified Expected Return
s 4 2 B 3

025 030 035 040 000 005 010 015 020 025 030 035 040
Perturbation Budget

Figure 2: Certification results on CartPole, Highway, Pong, Freeway, and Bank Heist. The perturbation budgets for Atari games
(Freeway, Pong, and Bank Heist) are normalized by dividing by 255.

0.8. According to Figure 2, in Cartpole-1, the utility gain
from CAMP is slightly more obvious than that in Cartpole-5.
However, the most significant improvement is observed in
Cartpole-5 at 6 = 0.4, where CAMP doubles the certified re-
turn against adversaries with budgets between 0.2 and 1.0.
These results indicate that CAMP can effectively enhance cer-
tified returns at fixed certified radii in environments with
low-dimensional observations. NoisyNet performs worse than
both Gaussian and CAMP, suggesting that NoisyNet may be
ineffective in handling observations with significant noise.
Notably, when ¢ = 0.2 in Cartpole-1, NoisyNet fails in certi-
fication, likely due to underfitting caused by its randomized
parameters, which complicates learning the Q-function in
conditions with less informative observations.

Additionally, the results for the Highway environment with
6 €{0.4,1.2,2.0} are shown in Figure 2. It can be observed
that CAMP significantly outperforms the baselines across all
smoothing noise levels. These results suggest that CAMP agents
are relatively robust in the Highway environment and can
tolerate more adversarial perturbations compared to agents
trained by the baseline methods. The full comparison with
0 €{0.4,0.8,1.2,1.6,2.0} is included in Appendix B.2.

On the other hand, we certify agents in Freeway, Ponglr,
and Bank Heist with ¢ € {12.75,25.5} to evaluate the effec-
tiveness of CAMP in high-dimensional observation spaces. Im-
proving certification performance in these high-dimensional
environments is considered a more challenging task. We in-
clude Gaussian and CAMP in the comparison, as NoisyNet
consistently underperformed Gaussian in our experiments
when training in noisy environments. Similarly, the certifi-
cation results are in Figure 2. In the plots, we normalize the
perturbation budget and ¢ values by dividing by 255. It is

evident that CAMP consistently certifies better expected returns
than Gaussian. While the improvements are more subtle com-
pared to other environments, they are particularly noticeable
when the attack budget ranges from [11.25,63.75] in Pong,
[38.25,102] in Freeway, and [0,76.5] in Bank Heist.

Given these certification results on expected returns, we
proceed to examine the empirical robustness of return values
in each game round against adversarial perturbations.
Empirical robustness verification. In addition to comparing
certification results, we also explore the empirical robustness
of the trained DRL agent in each game episode. Recall that
certification requires running the agent in the game numer-
ous times to compute a lower bound on the expected return.
Beyond this, we are also interested in the robustness of the
agent in single game runs against adversaries. To this end, we
extend the adversarial attack methods from previous litera-
ture [23,36] to evaluate CAMP.

Given a trained policy T, the attack perturbs the observed
state s by a perturbation  to generate a misleading action
a = argmax, nt(s + 8),. Compared to the original action
a* = argmax, 7(s), returned based on the unperturbed ob-
servation, @’ is a minimizer of the original Q-value Qx(s,d’).
Specifically, we use Projected Gradient Descent (PGD) [37]
and AutoAttack with AutoPGD (APGD) [6] to generate per-
turbations constrained by #-norm budgets. In the attacks, we
minimize the Cross-Entropy loss between 7t(s + 8) and (the
one-hot vector of) a target action ¢’ from the action space
A and iteratively search for the a’ that produces the lowest
Or(s,d’) value across the action space. The total ¢, budget
is fixed, and any remaining budget from the current time
step rolls over to the next. The attack at each time step ter-
minates if argmax, (s 4+ 8), equals @’ or the perturbation
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Figure 3: Empirical robustness of agents against PGD in CartPole, Highway, Pong, Freeway, and Bank Heist. We use the same
attack in PS [23] to evaluate the robustness of the agent in individual runs. The perturbation budgets for Freeway, Pong, and Bank
Heist are normalized by dividing by 255. In Pong, since agents either win or lose in each run, the expected return corresponds to

the win rate.

budget is exhausted. The detailed algorithms are presented in
Appendix C.

We measure empirical robustness by the average return
from 1000 independent episode plays. The average returns of
different agents across various environments under different
perturbations are illustrated in Figures 3-4, with error bars
indicating variability. Notably, agents under attack demon-
strate higher performance than the certified results shown in
Figures 2 and 8. This discrepancy arises because 1) certified
expected returns represent worst-case scenarios and serve as
lower bounds for the average returns in Figures 3-4, and 2)
empirical attacks consume the perturbation budget from the
initial time step rather than strategically allocating perturba-
tions to steps causing the most significant reward loss.

CAMP outperforms the baseline in most of the evaluated
scenarios with non-zero Gaussian noise augmentations. In
both Figure 3 and Figure 4, we first assess the Cartpole-
1/Cartpole-5 agents trained with noisy observations, where
6 € {0,0.2,0.6}, and subjected to perturbations with ¢, bud-
get caps T from {0.2,0.4,0.6,0.8,1.0}. A Gaussian agent
with 6 = 0 serves as a baseline representing a completely
undefended agent, while Gaussian agents with ¢ € {0.2,0.6}
are trained using the Gaussian baseline defense under mod-
erate to high noise levels. In comparison, CAMP agents with
6 € {0.2,0.6} are evaluated against their corresponding Gaus-
sian baselines to highlight improvements in robustness. In the
undefended scenario, agents trained with CAMP still exhibit
greater robustness when facing large perturbations.

Similarly, we apply attacks to Gaussian and CAMP agents
in Highway, selecting 6 € {0,0.8,1.6} and attack budgets

Table 1: Return of Agents Trained in Noise-Free Environ-
ments

Method
Game
CcAMP  Gaussian NoisyNet
Cartpole-1 200.00  199.94 200.00
Cartpole-5 195.81  199.50 199.68
Ponglr 091 0.90
Freeway 4.00 4.00

Tt € {0.4,0.8,1.2,1.6,2.0}. Compared to Gaussian agents,
CAMP agents are highly robust against both PGD and APGD
attacks. According to the results, all Gaussian agents experi-
ence significant performance degradation under attacks with
T > 0.4, whereas CAMP agents trained with 6 € {0.2,0.6} re-
main unaffected. Even when ¢ = 0, the CAMP agent exhibits
superior robustness under attack budgets of T > 0.8 against
PGD and t > 1.2 against APGD.

In Atari games, we set 6 € {12.75,25.5} and the pertur-
bation budgets are chosen from {12.75,38.25,63.75,89.25}.
Both ¢ and perturbation budget values are normalized to the
range [0, 1] in the plot for Atari games. Agents in Atari games
are generally more robust against both attacks. Augmenting
observations with noise enhances agent robustness in both the
Gaussian and CAMP frameworks. However, the average return
of Gaussian agents is more prone to observation noise and de-
clines rapidly with increasing attack budgets in Bank Heist. In
contrast, CAMP effectively mitigates this impact and maintains
a higher average return across diverse attack scenarios. These
results indicate that CAMP not only advances reward certifica-
tion but also improves the robustness of Gaussian-augmented
DRL agents against empirical attacks in individual episodes.
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Figure 4: Empirical robustness of agents against APGD in CartPole, Highway, Pong, Freeway, and Bank Heist. The average
return values are evaluated under the same settings as PGD. APGD preserves the perturbation budget at each step, allowing it to
perturb observations across more steps, which can result in more significant performance degradation for the agents.

Table 2: Minimal Q-gap under Varying A and ¢ Values

c

Game Method
0.0 0.2 04 0.6 0.8 1.0
Gaussian 0 0 0 0 0 0
Cartpole-1 NoisyNet 0 0 0 0 0 0

caMP(L=05) 1.49x107% 637x1077 125x107° 4.55x107® 2.68x 10> 1.30x 1077
caMPAL=1) 291x1077 2.89x107° 9.82x107° 957x107> 2.10x 107> 4.82x10°¢
cap(h=4) 1.86x1077 2.98x107% 4.10x1077 252x1075 246x 1075 558x 10~

caMP(A = 16) 0 2.24%107% 1.86x107° 0 9.31x107° 3.73x107°
Gaussian 0 0 0 0 0 0
Cartpole-5 NoisyNet 0 0 0 0 0 0
CAMP(A=0.5) 6.71x 107 2.48x107° 3.24x107° 9.24x1077 2.18x107® 1.30x107°
cap(b=1) 3.35x107% 1.19x1077 1.11x107° 343x1077 6.12x1075 3.99x 107>
caMP(A=4) 2.94x1077 1.86x107° 4.84x107% 351x1075 2.02x107* 633x10°%
9 9

cAMP(A=16) 7.45x107° 5.59x 10 0 559% 107 1.10x107° 4.47x10°%

Table 3: Training Time for Different Methods

Time (GPU Hour)
CAMP  Gaussian NoisyNet

Cartpole-1  0.98 0.47 0.62

Cartpole-5  0.93 0.42 0.53

Highway 13.78 7.00 6.98
Ponglr 2791 12.73 -
Freeway  29.75 14.60 -
Bank Heist  20.11 19.63 -

Game

Impact on training in normal environments. We also eval-
uated the performance of CAMP when training DRL agents in
environments without observation noise. We test the trained
agents and record their test returns in Table 1. Each return in
the table is averaged from 100 independent game runs. It can
be observed that CAMP does not degrade the training perfor-
mance in noise-free environments, supporting the versatility
of CAMP.

5.2 Ablation Studies

In this section, we investigate the impact of A on the trade-off
between the certified expected return and certified radius, the

effect of CAMP on the policy’s Q-gap, and the convergence of
the training.

The effect of A. First, we are interested in investigating
how the coefficient A impacts the training outcome. Herein,
we train DQN agents on Cartpole-1 and Cartpole-5 using
A €{0.5,1,2,4,8,16} in the training. The certification re-
sults based on the trained agents are illustrated in Figure 5
and Figure 6. It can be observed that, generally, the certified
performance stays constant over varying A values. However,
the performance drops in a few cases. Especially, small A
for large noise scale or large A for small noise result in the
decreases.

Convergence of training . We visualize the mean episode
reward during the validation for CAMP and Gaussian, respec-
tively. The environment noise levels in our visualization are
based on ¢ € {0.0,0.4,1.0} for Cartpole-1 and Cartpole-5,
such that the trends of training in both noise-free and rather
noisy environments can be observed. The validation rewards
are averaged from playing 10 runs of games after every 2000
training steps, and the results are plotted in Figure 7. Accord-
ing to the figure, CAMP reaches the maximal return at the same
pace with or slightly slower than Gaussian when ¢ = 0. How-
ever, when © increases, CAMP can converge to higher mean
validation return values in earlier training stages.

On Atari games, the convergence of the reference and pri-
mary policies is visualized in separate sub-figures in Figure 7,
based on Freeway and Ponglr. The agent with the reference
network undergoes validation after every 100k training steps,
while the primary agent is validated every 1000 training steps.
Each validation reward is averaged from 100 episodes. The
primary policies experience an initial drop in validation return
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Figure 5: Ablation on A values in Cartpole-1. The certified expected returns obtained from various A values are shown in the
figures. Each figure presents results based on a fixed smoothing noise scale applied to the observed states. From left to right, the
smoothing noise scales are 0.2, 0.4, 0.6, 0.8, and 1.0, respectively.
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Figure 7: Validation returns in different environments.

due to the application of the new loss function. However, both
policies quickly recover, with validation rewards stabilizing
before 200k training steps and converging by 1 million steps.

The gap between top-1 and runner-up Q-values. Finally,
we investigate the gap between the top-1 action score and the
runner-up action score given state observation s under differ-
ent o settings. According to Theorem 4, larger Q-gaps lead
to greater certified local radii and thus make it harder for the
adversary at the current step to manipulate the action through
observation perturbations. Particularly, the minimum of the
Q-gap is the most crucial statistic signifying the robustness

of the agent in worst cases. Therefore, we would like to ex-
amine whether CAMP can effectively widen this minimum of
the Q-gap. In our experiments, we select CAMP agents trained
with o € {0.0,0.2,0.4,0.6,0.8,1.0} and A € {0.5,1,4,16} to
compare with agents trained by Gaussian and NoisyNet. Each
trained agent plays the same 10000 runs of games and records
the minimum of its Q-gap values, as shown in Table 2. It
can be observed that CAMP effectively upscales the minimal
Q-gap and thus makes the agent more robust to noise in the
environments.

5.3 Computational Cost and Scalability

We document the training costs of CAMP in Table 3, where
all experiments were conducted using Nvidia H100 GPUs.
We measured the GPU hours required for training CAMP and
compared them to the baseline methods. The time costs for
Cartpole-1 and Cartpole-5 are from the cases where ¢ = 1.0
and the costs for training in Atari games are based on 6 = 0.1.
It is important to note that training typically requires more
time to converge under higher levels of observation noise, so
the numbers reflect the longest training times for the various
methods in each environment. Note that the time duration
includes the computational cost of validation steps.
Although CAMP increases the training duration of DRL
agents, the additional time remains within acceptable lim-
its. First, data parallelism with multiple GPUs can effectively
reduce the actual training time. In particular, when training in
environments with high-dimensional observations, CAMP dis-
tills its Q-network from a pretrained reference network with
a batch size of 32. This process can be further accelerated by
using larger batch sizes during distillation. Furthermore, CAMP
remains scalable to high-dimensional action spaces. Specifi-
cally, we use Cross-Entropy for the imitation loss, as it scales



efficiently to large category sizes. Additionally, the robustness
loss relies only on the top-2 Q values, ensuring mathematical
scalability to high-dimensional action spaces.

Main takeways. CAMP effectively enhances both the cer-
tified expected return and empirical robustness of DQN
agents. Significant performance gains are observed in
classic control and autonomous driving environments
(e.g., Cartpole and Highway), while Atari agents, despite
showing subtler improvements, are inherently more ro-
bust against empirical attacks. Further improvements in
Atari games might be achieved by training the primary
Q-network from reference network checkpoints instead
of distilling from a fully trained reference Q-network.
Additionally, CAMP is resilient to hyper-parameter varia-
tions and scales effectively to large action spaces.

6 Related Work

Adpversarial attack and robust DRL. DRL has been demon-
strated to be vulnerable to adversarial attacks. Early attacks
adapted adversarial strategies from neural network classi-
fiers to perturb the observations of DRL agents [4, 16, 22].
Later, attacks were developed to degrade agent performance
through interactive adversarial games [12,41,43]. Other at-
tacks have exploited vulnerabilities across different steps [54]
and used policy-independent perturbations [21]. Beyond tar-
geting a single DRL agent, adversaries have also sought to
compromise multi-agent DRL systems [33]. The robustness
of DRL has garnered substantial attention in recent years.
Building on early H.. robust control theory for worst-case
performance under deterministic dynamics [3], methods have
emerged that apply robust control to Markov Decision Pro-
cesses (MDPs) by modeling uncertainty in transition matri-
ces [15,40,45]. Additionally, policy smoothing and observa-
tion smoothing have been advocated to improve the robust-
ness of DRL [48, 51, 63]. More recently, some approaches
have addressed adversarial robustness in offline DRL through
action randomization [20,43], and several works have incorpo-
rated adversarial training as a defense mechanism [35,67,68].
Furthermore, there are defenses against adversarial policies in
multi-agent DRL [13,34]. Importantly, significant efforts have
been made towards providing theoretical robustness guaran-
tees for DRL [29, 64, 69]. However, these approaches often
rely on specific assumptions and are not easily scalable to
high-dimensional DRL problems.

Randomized smoothing and certifiably robust DRL. RS
has emerged as a practical tool for providing certified robust-
ness, building on previous works that relied on differential
privacy and Rényi divergence [5, 26, 28]. Numerous efforts
have been made to certify ¢, robustness radii for classifiers,
using approaches such as the Neyman-Pearson lemma and
beyond [5,7,8, 11, 14,30,47,52,66]. RS has also been ex-

tended to certify the learnability of unlearnable data [58].
Additionally, the limitations of RS against £, (p > 2) adver-
saries in high-dimensional input spaces have been identified
and are being addressed [25, 31,49, 61]. In the context of
reinforcement learning, three closely related works certify a
lower bound on the returns of DRL agents through random-
ized policies [23, 39, 60]. Several studies have also explored
the certified robustness of multi-agent DRL [55]. A recent
work applies denoising smoothing to improve the utility of
provably robust DRL agents [53]. However, the development
of methods for obtaining policies specifically tailored for RS
has been overlooked in the current literature.

7 Conclusion

We propose CAMP, a method designed to train DRL poli-
cies with enhanced certified utility and robustness for policy-
smoothing-based robustness certification. This approach is
grounded in the analysis of certified lower bounds of expected
returns obtained by smoothed policies. We reformulate the cer-
tification problem by decomposing it into two sub-problems
which are maximizing expected return and maximizing certi-
fied radius. While maximizing the expected return is straight-
forward, maximizing the certified radius presents challenges
due to the lack of a differentiable, closed-form expression for
the radius. We address this challenge by converting the certi-
fied radius into a soft radius and further transforming it into a
per-step radius, which characterizes the maximum perturba-
tion that does not degrade the current optimal expected return.
Through experiments, we have verified the effectiveness of
CAMP in improving certified expected returns at fixed certified
radii in environments with both simple and high-dimensional
observations. Additionally, CAMP agents demonstrate superior
robustness against empirical adversarial perturbations in each
game run. Nevertheless, there are limitations to be addressed.
CAMP currently supports only discrete action spaces. Addition-
ally, it selects the top-1 and runner-up Q-values based on a pre-
sumed optimal policy, which may not be fully captured by the
reference network. Moreover, CAMP exhibits less pronounced
improvements in environments with high-dimensional visual
observations compared to control and autonomous driving
scenarios. To address these limitations, future work will ex-
tend CAMP to continuous action spaces, refine the training
process, and reduce overhead to improve accessibility.
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Figure 8: Full certification results on CartPole-1, Cartpole-5, and Highway.

A Proofs

Theorem 1 (Change of variable). Given a target expected
return threshold & for the randomized policy, let the perturbed
trajectory be 7’ = 2+ A and define P%(C) := Pr[F(z) > C].
Let R = {ry,...,ry} represent a set of sampled and sorted
values of Fy(z) such that vy <1y < ... <1y IfE/r) < Pi(ry))

and
Al < o [@ (Phr) — @ E/r)] ®)

then B[Fy(z)] > E.
Proof. By the lower bound on E[Fz(z)] and algebra,

BlFa(2)] >r @ (&7 (PE(r)) - )

@n
SRICaCLDER
YAl <.

Therefore to make E[Fy(z')] > &, it is sufficient if
(e () - 0) 28 22)

“=1<0 [d>" (Pi(rl)) ¢! (é/rn)] :

0

Theorem 2 (Correlation between CDF and expectation).
Given two random variables X > 0 and Y > 0, let their ex-
pectations be E[X] and E[Y], respectively. The following in-
equality holds if and only if E[X] < E[Y]:

Joo

| o -wropczo. ©)
where Px (C) and Wy (C) are the CDFs of X and Y, respec-
tively.

Proof. Since Wx(C) and Wy (C) are CDFs, by definition:

Yy (C)=1-Pr[X > (]

+oo (23)
=1- Fx(r)dr.
c

Note that given X >0 and Y > 0,
oo +oo
/ (1 - Wy (C)]dC = / PrX > CJdC
JO JO

oo +o0
= / - fx (¢)drdx

0

T e @4
= /0 ./0 fx (t)dxdt
oo
= / tfx(t)dr.
0
Let t = C and thus dt = dC, there is
+oo oo
/ (1 f‘Px(C))dC:/ e (0)dr
0 0
_ 0+°° Cfx(C)dC 25
=E[X].
In the same spirit, we can obtain
oo
EY] = / [1 -y (C)ldC. 26)
0
Therefore we have
E[X] <E[Y]
oo oo
— /O [1— Wy (C)JdC < /O [1 - Wy (C)]dC on
— / 1wy () — Wy (O)]dC > 0.
0
O

Lemma 1 (Lipschitz continuity of smoothed return function).
For any measurable function Fy -z € (Sx A x R))T — [A,B],
let E[Fr(z)] = Eg (0,021 Fr(2 +€). There is z — E[Fy(2)] is

(B;A) \/2/m-Lipschitz.
Proof. See proofs of Lemma 2 in Fan et al. [60]. O

Theorem 3 (Soft certified radius). Given a target expected
return & < E[Fy(z)] where Fy:z € (S x A x RY)T — [A,B],
suppose an adversary perturbs the observed states by apply-
ing A= (80,01,...,07_1). The target expected return will not
drop below & if the perturbations satisfy:

Al <o {cb*l (W) -0 (F’iﬂ .12

B—-A B—-A

Refer to the proof in the Section 4.2.



Theorem 4 (Local certified radius). Let l; and u; denote
the lower and upper bounds of the expected action-value
function at step i, respectively. Let the perturbations from
step t to step T — 1 be {Si}iT:;l. Under a greedy policy, the
optimal reward at step t is obtained by taking action al( b=
argmax,, O+ (si,a;). The optimal expected return from step
t to T — 1 will not be reduced if the local perturbation §; at

each step i satisfies:
ot [Qx i)~
u; — I

o (Grla®
u;—1; ’
(2

where  a; is the
argmax ., O (si,ai).

[18ill2 <

(Se]

(16)

@)

runner-up action a; =

Proof. According to the Lemma 1 of Salman et
al.  [46], EgQx(s: + €,a) is +/2/m“k-Lipschitz
and dD’I(W) is  1-Lipschitz.  Since
Op(s,a,) = r{laanthn(s, + &,q,), without loss
of generality, Qn+(s;,a;) has the same Lipschitz
continuity. Let al(l) = argmax, O (si,a;) and
@ _

a;”’ = argmax
a;:

: artal!) Ox(si,a;). Based on Lemma I,

there are

e (5.0 — 1 e (54 8.y — 11
! <Qn (si,a; ") l’>_q>1 (Qn (si+9i,a; ") lz) < |8ill, (28)

u; —l; u; — 1
d f 1 /) 7& (1)
and 10r a a; . a; [ll- N

o! (Q"*(‘YiJrSi’ai)li) -0 (Qn*(ls.if;)lj < [I8ill2. (29)

ui — 1 ui — 1

If the perturbation §; satisfies

o (Q(”(”)—’> g <Q(”‘)’ﬂ (30)
u; —1I; ui =1

& (Qﬂ:* (Si+5i7a§l)) li)

uj —1;

(Qq)—l (Qn* (Sha,(l))—lf>

uj — l,‘

& Q_n* (Sival('l)) —1;
2 ul-fl,-

_ 3! Qn* (Si7a:') —Ii
u,-fl,-

(¢
I8 < <

we have:

€1V
1

and

P! (Qn* (si+8,a) li)

(?q)f] Qn* (Siﬁ;) —1;
- u; —I;

5 (1)
1 1 Qn*(siaai )7li
+2 @ < ul-fl,-
5 (2)
«(site,a) =l
¢1<Q” (s :877} ) ﬂ 32)

Dot [ O (s1,a”) — I

- u; — 1

g ((QrGsia™) —t
2 u,-fl,-

5 (2)
-1 Qn*(Si:a,' )*li
()

Herein, (a) and (b) hold according to Equation 28, Equa-
tion 29, and Condition 30. (c) is due to Q_n*(s,',a;) <
O+ (si, al(z)) and the monotonicity of ®~!(-).

Therefore, we have

o Q_n‘(si+6i7a,<'l))*li > @l Q_n*(si—ﬁ-&aa;‘)_li
B (33)

+

ui —1; u; — I

= On (5 +8i,0{")) = Owe (51 + 8,4, Y, £ af").
This means that the top-1 action recommended by the policy
retains the highest expected return at step ¢. If each pertur-
bation in {§;}7" follows the above condition, the optimal

expected return will not be decreased. O

B Experiment Settings

B.1 Hyper-Parameters and Settings

Cartpole. For training on Cartpole-1 and Cartpole-5 using
CAMP, we employ a buffer size of 100Kk, a total of 500k training
steps, a batch size of 1024, and a learning rate of 5 x 1073,
Training begins after 1000 burn-in steps. The training fre-
quency is set to 256, with each step involving 128 gradient
updates. The target Q-network is updated every 10 steps with
a Polyak averaging rate of 1. An e-greedy policy is used dur-
ing training, where € follows a linear schedule starting from 1
and decreasing to O over the first 16% of training steps. Vali-
dation occurs every 2000 training steps, with the validation
return averaged over 10 validation episodes.

Highway. A buffer size of 15k is used for Highway. The train-
ing lasts for 1000k steps, including 1k burn-in steps. € follows
a linear schedule starting from 1 and decreasing to 0.05 over
the first 10% of training steps. The other hyper-parameters
are the same as those in the Cartpole environments.

Atari. The reference network training involves a buffer size
of 10k, a total of 10 million training steps, a batch size of 32,
and a learning rate of 1 x 10~*. Training begins after a burn-in
period of 100k steps. The training frequency is set to 4, with



Table 4: Network Architectures

MLP Nature CNN
input dim 84 x 84
Linear input dim x 256~ Conv2d(4,32,8,stride = 4)
ReLU ReLU
Linear 256 x 256 Conv2d(32,64,4,stride =2)
ReLU ReLU
Linear 256 x action dim  Conv2d(64,64,3,stride = 1)
- ReLU
Flatten()
Linear 3136 x 512
ReLU

Linear 512 X action dim

each training step involving a single gradient step. The target
Q-network is updated every 1000 steps with a Polyak rate of 1.
The e-greedy policy’s € value follows a linear schedule, start-
ing at 1 and gradually decreasing to 0.01 over the first 10%
of the training steps. Validation occurs every 100k training
steps, with the validation return averaged over 100 episodes.
To prevent excessively long gameplay, the frame number is
capped at 250 for all games. The primary Q-networks are
trained for 1 million steps using a 0.01-greedy policy, with
validation performed every 1,000 training steps. All other set-
tings remain consistent with those used for training reference
policies.

We also observed a discrepancy between the certification
and empirical robustness results of our Gaussian baseline
and those reported in the PS paper. The discrepancy may
stem from differences in training settings. First, our method
is implemented using the Clean-RL library [17], whereas the
other implementation is based on Stable Baselines 3. Second,
during Atari game training, we normalize the observed pixel
values to the range [0, 1], while the other implementation uses
observations in the range [0,255].

B.2 Additional Results

The full certification results in Cartpole-1/5 and Highway
across different G setups are presented in Figure 8. It is evi-
dent that CAMP consistently outperforms the baseline methods
across all ¢ levels, with the most significant improvement
occurring in Cartpole-5 when ¢ = 0.4.

B.3 Model Architectures

We list the architectures of the Q-networks used in this paper.
For classic control problems, we use MLP following previ-
ous papers. Nature CNN is used elsewhere for Atari games.
Table 4 summarizes the architectures of these two networks.

C Additional Algorithmic Details

We provide the details of the empirical attacks used to eval-
uate the robustness of the trained policies in Algorithm 2.
Perturb_Step(s,;c,lcg,a) represents either a single PGD or
APGD step as defined in their original literature(i.e., PGD

Algorithm 2: Empirical Attack

Input: Budget 7, agent with Q-network T, attack step size o,
multiplier B, episode length T, Q value gap g, environment £
with state transition function 7" and reward function R
1 Initialize currently available budget ¢ =t
2 Initialize so
3 Initialize A=0
4 forr€{0,1,2,....T —1} do

5 a; <+ argmax, (s )q

6 Of + m(st)ar

7 ST s

8 step_count < |Bxc/o]

9 ford' € A,d # afand|d — a;| > q do
10 sp 8

11 foric {1,2,...,step_count} do

12 Apredicted < argmaxun(sg)a
13 if apredictea == d' then

14 if n(x,)uw sicea < Q7 then
15 OF + n(sf)"predirted
16 ST s

17 break

18 Icg < CE(n(s,),One_Hot(d"))
19 | st < Perturb_Step(si;c,lcg, )
20 c+ /AR —|sF =53

21 if ¢ < 0 then

2 | break

23 A AU{S] —s}

24 a; + argmax, %(s'} ),

25 Sttty diyripr < T(se,ar), R(st,ar)

Output: Observation perturbations A

step [37], or Line 7-Line 16, Algorithm 1 in APGD [6]). Icg
is the Cross-Entropy loss between predicted logits and the
one-hot encoding of the target action.

We slightly modify the APGD attack to attack DRL agents.
Specifically, we omit random initialization of adversarial ex-
amples since it quickly runs out of perturbation budget and
leads to unsuccessful attacks. Moreover, we decrease the ini-
tial step size a to 0.05 %1 (0.5 x T in Bank Heist), such that
the budget can be better preserved and allocated across the
episode. In both attacks, the step count at each time step is
calculated as 3+ ¢/, where c is the perturbation budget avail-
able at the current step and § = 2. On the side of PGD, we
apply the normalized gradients rather than gradient signs in
each attack step. The step size o in PGD is 0.01.

APGD halves its step size during the attack process, allow-
ing it to meet the attack criteria (i.e., causing observations
to be classified into target actions by the Q-network) with
smaller perturbations at each step. As a result, APGD may
induce a more significant drop in the average return. Nev-
ertheless, across all environments, CAMP agents consistently
demonstrate more robust performance compared to baseline
agents.
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