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Abstract

Advanced Persistent Threats (APTs) are sophisticated and
targeted threats that demand significant effort from analysts
for detection and attribution. Researchers have developed var-
ious techniques to support these efforts. However, security
practitioners’ perceptions and challenges in analyzing APT-
level threats are not yet well understood. To address this gap,
we conducted semi-structured interviews with 15 security
practitioners across diverse roles and expertise. From the in-
terview responses, we identify a three-layer approach to APT
attribution, each having its own goals and challenges. We
find that practitioners typically prioritize understanding the
adversary’s tactics, techniques, procedures (TTPs), and moti-
vations over identifying the specific entity behind an attack.
We also find challenges in existing tools and processes mostly
stemming from their inability to handle diverse and complex
data and issues with both internal and external collaboration.
Based on these findings, we provide four recommendations
for improving attribution approaches and discuss how these
improvements can address the identified challenges.

1 Introduction

Advanced Persistent Threats (APTs) have become a critical
instrument of modern geopolitical warfare, allowing nation-
states to conduct sophisticated cyber espionage and strategic
intelligence. Cyber threat analysts regularly uncover APT
campaigns targeting government agencies and private sec-
tor companies [15, 17, 65]. Attribution of these campaigns
has exposed evolving and sophisticated adversaries that en-
gage in espionage, theft of information, and disruption of
services. In response, researchers and industry practitioners
have advanced APT detection [20, 25, 26, 30, 36, 40] and
attribution [56, 58, 59, 60, 69] emphasizing its critical role
in informing defensive strategies and understanding adver-
sarial behaviors. Despite these advancements, the majority
of existing research is concentrated on developing technical
solutions for robust and accurate attribution. This includes
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automating malware clustering and leveraging machine learn-
ing for detection and attribution. However, technical solutions
often do not fully engage with the professionals who actively
use, manage, or attribute malware in real-world scenarios.

Understanding real-world practices is crucial for bridging
the gap between theoretical models and practical applications.
By examining how APT investigations are conducted in the
field, we can ensure that tools and techniques are designed to
meet the actual needs of analysts, align with their processes,
and identify key assumptions that might simplify tool devel-
opment. While previous studies have focused on reverse engi-
neering [67] and malware analysis [74], and recent research
has explored broader threat-hunting practices [8, 44], our re-
search uniquely identifies the nuanced challenges specific to
APT incidents and attribution, examining how practitioners
navigate these complex scenarios.

In the area of generic, i.e., non-targeted, malware, Wong
et al. [72] recently identified a significant misalignment be-
tween the practical challenges faced by malware experts and
the focus of existing research solutions. Building on their
observations, we explore the complexities of APTs and their
attribution to better understand the disconnect between re-
search and practical applications. Our study provides insights
into the relevance and effectiveness of APT attack attribution
tools and methodologies, aiming to offer a deeper understand-
ing of ‘why attribution is important’ and ‘how attribution is
performed’ in real-world scenarios. With this in mind, we
seek to answer the following three main research questions:

RQ1 Why is attribution important, and what objectives does
it serve in the context of security incidents?

RQ2 What are the key steps and processes involved in in-
vestigating and attributing APT incidents?

RQ3 What challenges and obstacles do practitioners face
when investigating and attributing APT activities?

To address these questions, we conducted semi-structured
interviews with a diverse group of 15 security practitioners
including malware analysts, threat intelligence researchers,



security consultants, and incident responders. Each of these
roles plays a crucial part in the attribution process at different
levels, highlighting the collaborative nature of effective attack
investigation and attribution. Incident responders often initiate
investigations and provide critical insights into active threats,
while malware analysts and threat intelligence researchers
offer detailed analyses of attack artifacts. Security Operation
Center (SOC) and incident response team leads coordinate
investigations, while upper management integrates findings
into broader organizational strategies.

In our interviews, we explored how security practitioners
investigate and attribute APTs, focusing on the tools and
techniques they use for analyzing malicious samples, threat
hunting, and addressing challenges in the attribution process.
We also explored the use of internal and external intelligence
for tracking and correlating threats, as well as broader orga-
nizational and policy-related aspects, such as collaboration
between teams or agencies. The interviews provided a com-
prehensive overview of the strategies employed by security
professionals across various roles.

We found that attribution can generally be modeled across
three distinct decision levels. (1) APT Classification, (2) Tac-
tics, Techniques, and Procedures (TTP) Attribution, and (3)
Country Attribution. Victim organizations progress through
these levels depending on the nature of the incident and
their specific needs. APT classification helps differentiate
between generic threats and advanced threats, thus prioritiz-
ing resources for mitigation efforts. TTP attribution involves
a comprehensive and collaborative investigation to identify
the specific TTPs used by the threat actor, aiding precise
and effective response strategies. In contrast, country attribu-
tion—aiming to identify the exact entity (nation or country)
behind the attack—is often challenging and less emphasized.
Participants prioritize identifying what threat actors are likely
to do rather than focusing on who they are, as the latter is
often not critical for immediate response efforts.

In addition to the identified goals and decision process for
APT attribution, we observed several challenges in practice.
These primarily stem from existing tools’ inability to handle
the diverse and complex data required for accurate attribution
and difficulties in attributing APTs that use standard system
tools, shared infrastructure, and overlapping malware. Fur-
ther lack of standardization in naming conventions affects the
merging and correlation of threat information from disparate
sources. We also noted issues with internal and external col-
laboration, which is essential for the more advanced levels of
attribution.

In summary, we make the following contributions:

» We offer a comprehensive understanding of security prac-
titioners’ processes for investigating APTs, identifying
attribution as a layered process that balances the accurate
identification of threat actors with the practical consider-
ations of incident mitigation.

* We highlight the various tools and processes used to
investigate the three distinct levels, i.e., (1) APT Classifi-
cation, (2) TTP Attribution and (3) Country Attribution.

* We provide insights into the challenges encountered with
these tools and processes, offering recommendations for
improving attribution-based research.

* Based on our results, we provide four recommendations
for improving attribution tool development and threat
intelligence sharing.

Artifacts. We provide the full screening survey, interview
questions, and codebook at https://osf.io/hjdk2/.

2 Background & Related Work

APT incident response involves a focused set of activities
within security operations, including the detection of sophisti-
cated malicious activities, in-depth analysis of attack artifacts,
and the attribution of these activities to specific threat groups.

APT Detection and Attribution. Existing APT detection re-
search primarily uses alert correlation to identify anomalous
behaviors or APT footprints. For instance, Ghafir et al. [20]
developed MLAPT, a machine-learning based system for de-
tecting APTs via network traffic data, while Sachinananda
et al. [59] correlated alerts from Intrusion Detection System
(IDS), Endpoint Detection and Response (EDR), and Security
Information and Event Management (SIEM) systems to clus-
ter those related to the same APT attack scenario. Provenance
graphs have also emerged as a state-of-the-art approach in
APT detection with tools like ANUBIS [5], APTHunter [40],
Unicorn [26], NODLINK [36], and MAGIC [30] using audit
logs for anomaly detection.

Prior work on APT attribution has utilized various methods
to link malware to specific threat groups. Marquis-Boire et
al. [42] manually extracted static features like command and
control (C&C) infrastructure to associate executables with
their authors. Rosenberg et al. [58] and Wang et al. [69] ap-
plied machine learning to classify APT groups using features
from sandbox reports and string and code features, respec-
tively, while Han et al. [25] used dynamic API sequences
for detection and attribution. Mirzaei et al. [50] identified
unknown APT samples through code reuse analysis. Ren et
al. [56] proposed a knowledge graph model for attribution
using Open-Source Cyber Threat Intelligence (OSCTI). Most
recently, ADAPT [60] utilized static features extracted from
heterogeneous file types for attribution by clustering executa-
bles and documents in threat groups and campaigns.

Expert Studies in Security Operations. In addition to de-
veloping technical solutions, human-centered studies have
been conducted to understand the cognitive process of soft-
ware reverse engineering [7, 41, 67, 74]. Votipka et al. [67]
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performed a study with reverse engineers in 2020. They devel-
oped workflows that represent the necessary process reverse
engineers follow and suggest guidelines for designing future
reverse engineering tools. This early research has informed
subsequent studies that further explore this area [41], and
investigate other related fields such as malware analysis. In
2021, Yong et al. [74] conducted a user study specifically to
understand the objectives and workflows of malware analysts
in practice. Aonzo et al. [7] compared the procedures followed
by humans and machines to classify unknown programs as
benign or malicious, aiming to understand how data from
malware analysis reports is used to reach a decision. They
accomplish this by designing an online game that requests
participants to classify suspicious files based on their sand-
box reports. Prior work has also investigated the usability of
tools used by reverse engineers [43, 73] and compared the vul-
nerability discovering process of software testers and ethical
hackers [68]. More recently Maxam et al. [44] and Badva et
al. [8] have focused on the broader practice of threat hunting
and the associated challenges, with their studies examining
the overall process of detecting and responding to threats.

There is a rich line of research on SOC workflows, explor-
ing the general challenges analysts face. Studies have inter-
viewed SOC analysts to investigate their views on security
misconfigurations [18], strategies for analyzing sophisticated
malware attacks [2], burnout among SOC personnel [63], col-
laboration between people and tools [21], and the problem of
excessive and false security alerts [3, 32]. Oesch et al. [52] ex-
amined the usability of two machine-learning based network
security tools, identifying issues such as poor documentation
and inconsistent UI design, based on surveys of six US Naval
SOC analysts. Mink et al. [49] expanded on this by explor-
ing the unique challenges of machine-learning based tools in
SOCs, particularly focusing on their explainability and how
they differ from traditional tools.

There is also a substantial body of work examining the
properties of open threat intelligence (OTI), also known as
abuse feeds and blocklists [34, 47]. These studies consistently
highlight issues with coverage, timeliness, and accuracy. Re-
cent efforts to measure threat intelligence (TI) quality have
primarily focused on OTI, as seen in studies by Li et al. [37]
and Griffioen et al. [23]. David Bianco [10] found that con-
textualized, high-level TI can help address false positives;
however, a 2019 SANS survey [14] revealed that respondents
still value low-level indicators of compromise more than high-
level TTPs. Bouwman et al. [13] explored paid threat intelli-
gence (PTI) and found that experts favor PTI due to its curated
and aggregated information. Tounsi et al. [64] demonstrated
that (1) fast sharing of TI alone is insufficient to prevent
targeted attacks, (2) trust is crucial for effective TI sharing
between organizations, (3) standardized TI formats enhance
data quality and support better-automated analytics, and (4)
the best TI tool depends on an organization’s goals, balancing
standardization, automation, and speed requirements.

While previous studies have primarily focused on general
malware analysis and reverse engineering workflows, user
experiences with various security tools, and broader SOC and
threat-hunting workflows, our research is specifically concen-
trated on analyzing the specific workflows, processes, and
challenges involved with APT incidents.

3 Methodology

We employ a semi-structured interview protocol designed to
get detailed insights into experts’ processes. We conducted
the interviews with key stakeholders within the SOC [3],
including threat intelligence researchers, incident response
specialists, security consultants, and malware analysts across
various levels of seniority. This approach ensured a compre-
hensive understanding from multiple perspectives. The inter-
views were designed to gain deeper insights into how security
practitioners investigate and attribute APTs, with a focus on
the tools and techniques they employ. Our research is specif-
ically centered on examining the workflows, processes, and
challenges associated with managing real-life APT incidents.

Our study consists of two parts (see Figure 1): a screening
survey to select qualified participants, and a one-hour semi-
structured interview, during which we recorded video and
audio, which we later transcribed. Our study was reviewed
and approved by our institutions’ ethics review boards (details
provided in our ethics and open science statement).

In the following, we describe our recruitment, screening
survey, interview, and data analysis procedures, as well as our
survey’s limitations.

Recruitment. We recruited participants over a six-month pe-
riod (November 2023 — April 2024) through multiple social
media platforms (e.g., Twitter/X, LinkedIn), and by distribut-
ing flyers at targeted in-person industry security conferences.
We also reached out to our personal contacts in various orga-
nizations who then shared the study information with their
security teams. We recruited participants from security com-
panies, managed security service providers, and the security
research domain, all of whom have extensive experience in
SOC roles and handling APT security incidents, which was
verified through the screening survey. In total, 15 qualified par-
ticipants completed the interview. Our sample size is sufficient
to provide strong guidance for future quantitative work and
develop generalizable recommendations for design based on
qualitative best practice [24]. We stopped recruitment when
we observed that no new concepts or themes appeared from
the interviews (i.e., thematic saturation [16]).

Eligibility. We invited participants, who were older than 18
with at least one year of professional experience in dealing
with APT incidents and attribution. We assess the experience
criterion through the screening survey, where participants self-
reported their relevant industry experience and the primary
goals of their threat or malware analysis work.



Screening Survey (Figure 1.A-C). Participants began by
completing a brief screening survey in which they self-
report their job titles, roles, and industry sectors. They fur-
ther report their expertise in specific areas—such as malware
analysis, APT tracking, threat intelligence, and incident re-
sponse—using Likert scales with options ranging between
“Novice,” “Intermediate,” “Advanced” and “Expert” to capture
self-reported proficiency (see Appendix A and our artifact).

Semi-Structured Interview (Figure 1.D-F). We invited eli-
gible participants to a 60-minute online interview, conducted
in English. The interview procedure was designed to provide
a comprehensive understanding of participants’ approaches
to handling APTs. Initially, we explored participants’ under-
standing of APTs and the significance of attribution. We fo-
cused on their knowledge and experience with APT incidents,
including the processes and pipelines used for investigation.
To capture a broad range of perspectives, we did not impose a
strict definition of attribution; instead, we utilized participant-
provided definitions throughout the interviews. This approach
facilitated discussions on the varying levels of attribution, in-
cluding steps taken to identify the type of attack, the attackers,
and their tactics (modus operandi). Subsequently, we exam-
ined current practices by inquiring about the specific tools and
processes employed during APT investigations. This included
methods for threat correlation, usage of machine learning,
and the integration of Cyber Threat Intelligence (CTI) into
investigations and attribution. Finally, we discussed the chal-
lenges participants face when managing APT incidents and
performing attribution, aiming to identify common obstacles
and areas for potential improvement in current practices. Our
interview questions are listed in Appendix B and available as
part of our artifact.

To maintain consistency between interviews, the inter-
viewer followed a detailed guide on best practices, includ-
ing how to begin and end the interview, ask questions in a
non-leading manner, re-obtain consent, and allow time for par-
ticipant questions (adapted from Rader et al. [54]). To ensure
the clarity of questions and the use of appropriate terminology,
we co-designed the interview questions with a usability secu-
rity expert with nearly a decade of experience and a security
threat analyst from the authors’ personal contacts. To ensure
the questions were easily understandable, we conducted three
pilot interviews. The pilot participants were selected to reflect
the professional experience and expertise of our target popu-
lation. The first participant is a security analyst with over 9
years of experience in nation-state threats and AI/ML in secu-
rity tools. The second participant is a geopolitical intelligence
analyst with 12 years of experience in ransomware, cryptocur-
rency, and the dark web. The third participant is an Associate
Professor and founder of a startup, with over 10 years in ad-
vanced malware research and cybersecurity education. Fol-
lowing the pilot interviews, we made minor adjustments to the
questionnaire and the major themes. Hence, we do not include
the pilot interviews in the final data. Our changes included

~

Research Study Information and Consent (A)
Provide detailed information on the research study, ask for consent.

v

Demographics (B)
Ask participants for name, age, industry sector and country.

v

Job Experience (C)
\ Ask participants about experience and expertise in different areas. /

e®e Semi-Structured Interviews \
v

APT Analysis Experience (D)
Discuss participants' prior experience in dealing with APTs and
performing attribution.

v

APT Analysis Objectives (E)
Discuss participants' objectives when dealing with APTs vs.
non-targeted malware.

v

Process and Pipeline (F)
Discuss current practices during APT investigation,
\information gathering and attribution.

Figure 1: Study protocol diagram outlining key stages: (A)
Research Study Information and Consent, (B) Demographics,

(C) Job Experience, (D) APT Analysis Experience, (E) APT
Analysis Objectives, and (F) Processes and Pipeline.

consolidating questions about machine learning usage into
the broader theme of tools and processes and added questions
about gathering intelligence. Additionally, we incorporated
prompting examples drawn from our pilots’ responses to help
participants better understand the context of the questions if
the participant appeared confused.

Data Analysis. We transcribed all interviews using the GDPR-
compliant transcription service MAXQDA [45]. We then
analyzed these transcripts following an inductive thematic
coding approach [16]. To establish an initial codebook, two
authors collaboratively analyzed two interviews, allowing
codes to emerge from the data and then discussing the ini-
tial codebook with the full research team. The two authors
then independently coded interviews in rounds of two. After
each round, inter-rater reliability (IRR) was calculated using
Krippendorff’s Alpha (o) to account for chance agreement
during coding [28]. Then, coders met to resolve disagree-
ments, change the codebook as necessary, and apply changes
to previously coded interviews. The full research team met to
discuss the results after each round and to review proposed
changes to the codebook. These changes included identifying
and merging overlapping codes, as well as adding new codes
to reflect emerging themes, such as future improvements that
our interviewees suggested as the field of APT attribution
progresses. After four rounds of independent coding (eight
interviews), an IRR of o > 0.8 was reached for all subjec-



tive codes, indicating high agreement [28, 39]. We did not
calculate alpha for objective variables like tools mentioned
by participants, as these can be inferred directly from the
transcript. The five remaining interviews were coded indepen-
dently by one author. The final codebook and a values for
each variable are available as part of our artifact.

In the next phase, we performed axial coding to explore
the relationships between and within these categories [16].
We aimed to develop a theoretical model by extracting and
organizing themes from the coded data. We identified three
primary categories related to the handling of APT incidents
i.e., attribution value, attack analysis (including processes and
tools), and the challenges encountered within each process.
We further linked these challenges to participants’ future rec-
ommendations and suggestions. From these connections and
relationships, we derived a theory that identifies the high-level
processes and specific technical approaches used by analysts.

Limitations. As a semi-structured interview, some follow-up
questions may not have been asked in every session, and par-
ticipants’ responses might not cover all topics with the same
depth. This is especially common for expert tasks [6]. We
produced a thorough script and a single interviewer conducted
each interview to improve consistency. None of the partic-
ipants spoke off the record. It is important to acknowledge
that due to the limited amount of time per interview, certain
themes might not be covered in participant’s responses. This
further adds to the motivation to not generalize the findings
based on the frequency of specific responses.

Second, there may exist concerns that the participants do
not fully represent the entire population of security profession-
als who deal with APT-related incidents, such as government
officials. Although we recruited participants from diverse
professional and demographic backgrounds (see Table 1),
our sample is predominantly centered on US and EU partic-
ipants. Moreover, it does not comprehensively represent all
possible roles, industries, or demographics. To address this
limitation, we ensure careful interpretation of our qualitative
results and do not attempt to generalize our findings. Instead,
we focus on capturing a diverse range of perspectives from
various stakeholders within the community. These findings
can serve as a foundation for hypotheses in large-scale sur-
veys or targeted studies focused on specific professional or
demographic factors in future research. Finally, biases such
as social desirability and confirmation bias may influence
some participants’ responses. We mitigated these by framing
questions in a neutral manner and encouraging participants to
consider and discuss opposing viewpoints.

4 Participants

We had 15 participants who completed the interview. All par-
ticipants had more than five years of experience, with most
having over ten years, specifically in SOC operations. By in-

Table 1: Participants in our study along with their roles, orga-
nizations, and years of experience. Role key: MA = Malware
Analyst, IR = Incident Response, T1 = Threat Intelligence.
Organization (Org) key: MSS = Managed Security Services,
SC = Security Company, SR = Security Research, IntSec =
Internal Security Team (Tech, Financial, Healthcare). Size key:
S = Small, M = Medium, L = Large.

Org Org
ID Job Title (Experience in Years) Sector Type Size
P1IR/MA Research Director (22) Industry MSS M
P2TI Managed Defense Head (13) Industry MSS M
P3IR/TI Security Consultant (6) Industry SC S
P4IR Research Scientist (12) Non Profit SR S
PSMA Senior Malware Analyst (18) Industry IntSec L
P6TI Threat Intelligence Researcher (5) Industry SC L
P7IR Security Analyst (10) Government SR M
PSIR/MA Security Researcher (10) Industry SC M
POIR Security Operation Lead (14) Industry MSS M
P10TI Manager CTI (15) Industry MSS L
PI1IR Security Engineer (17) Industry IntSec L
P12IR Sec. Operations Director (15) Industry SC L
PI3IR Senior Threat Hunt Analyst (9) Industry SC L
P14IR/TI Threat Operations Lead (16) Government IntSec L
PISMA/TI Sec. Consult. Manager (10) Industry MSS L

terviewing participants with extensive experience working at
well-established security groups in large tech companies, lead-
ing security industry organizations, and government agencies,
we were able to identify a wide range of perspectives and gain
a comprehensive understanding of how APT incidents are
managed in practice. Table 1 shows the list of all participants,
their job title, sector, type of organization, size of organiza-
tion, and years of experience. Professionally, our participants
consisted of a variety of roles, including first-level responders
to active security alerts, upper management in their organiza-
tions, senior malware analysts, research scientists, and threat
intelligence researchers. Five participants worked for man-
aged security services, five for security companies, two in
security research and advocacy, and three on tech, financial,
or healthcare institutions’ security teams. Eight participants
were from large organizations with more than 5,000 employ-
ees (several exceeding 100,000), five from medium-scale or-
ganizations with 50-5,000 employees, and two from small
organizations with fewer than 50 employees. We provide this
information about participants’ roles and organizations only
to add context and demonstrate the sample’s diversity.

Our participants reside in a variety of countries, such as
the UK, USA, Austria, Canada, Israel, and Finland. On aver-
age, participants spent about 70 minutes completing both the
survey and the interview (60 minutes of which were the inter-
view). The majority of study participants identified as men;
two identified as women. Our participants were educated (i.e.,
all had a Bachelor’s degree and eight had a graduate degree).
Additionally, our participants reported having an advanced
level of skill in at least one area relevant to attribution, i.e., mal-
ware analysis, APT attribution, threat intelligence research,
or incident response.



5 Result: Goals of Attribution (RQ1)

In this section, we discuss the importance of attribution and
explore scenarios in which participants expressed interest
and reasons for attributing an incident. Note, through our in-
terviews, we do not attempt to generalize the prevalence of
specific practices across all APT investigations as certain prac-
tices may not be applicable in all contexts or roles. Instead, we
enumerate the range of practices and tools present generally
in APT analysis to support future quantitative investigation.
To enrich our findings, we include incident and organizational
detail whenever participants provided them. However, it is
important to note that participants shared experiences from in-
cidents they had handled throughout their careers, sometimes
referencing past organizations they worked for, without offer-
ing detailed descriptions of specific incidents or organizations.
Additionally, we categorized roles based on participants’ job
titles and responsibilities. We observed from our interviewed
samples that APT attribution often involves multiple roles
such as malware analysts, incident responders, and threat in-
telligence analysts, sometimes filled by the same person. How-
ever, we found that the tasks associated with these roles were
not always consistent across different organizations. There are
similar indications in prior research [12] regarding the corre-
lation between job titles and the tasks performed, suggesting
that while job titles may guide expectations, the actual tasks
can vary based on other contextual factors. In our study, we
observed that in-depth reverse engineering of malware was
exclusively handled by senior malware analysts. Apart from
this, we did not observe clear differences in themes across
the reported roles, suggesting that our findings apply broadly
across different aspects of the work.

TTP attribution informs investigation and effective threat
prioritization. Several participants (N=8) pointed out that
some level of threat actor attribution is useful for understand-
ing the threat and guiding incident response. P3IR/TI noted
(TTP) attribution helps in, “understanding what TTPs to look
for in their network.” P11IR further explained being able to
“attribute a binary” to a “specific threat actor” helps in pulling
other “indicators or TTPs” that are known for that specific
threat actor and use that as a way to perform a deep dive inves-
tigation, further adding that TTP-level attribution “provides a
lot of pivot points to be able to search for other things” in the
environment and being comprehensive in the investigation.
Participants emphasized that even partial attribution, such as
classifying a threat as generic versus an APT, streamlines
the incident response protocol (N=3). This classification al-
lows organizations to effectively deploy specialized forensics
teams, trigger adherence to specific protocols or engagement
with law enforcement, and expedite remediation when neces-
sary. Understanding whether an attack is specifically targeted
or a “spray-and-pray” approach helps organizations to priori-
tize resources on addressing high-risk, targeted threats while
de-prioritizing more generic, less impactful attacks. P6TI ex-

plained “If we don’t know what the threat is, we don’t know
how severe or how to prioritize the attack. So [attribution] is
quite a good way to know whether you’re being targeted or
whether it’s sort of spray and pray.” P10TI further highlights
the importance of accurate attribution in ransomware attacks.
They added understanding the adversary and “what assets you
have that are so attractive” allows for well-informed remedia-
tion when you “need to negotiate” with the attacker.

Balancing incident mitigation with full attribution for
strategic decision-making. Participants emphasized (N=7)
that victim organizations’ primary initial concerns are not
identifying the specific perpetrato—what we will refer to as
country attribution going forward—, but rather understanding
an incident’s full scope. The question of who carried out the
attack is often secondary, unless the target is politically sensi-
tive, where country attribution carries more significance. For
example, P1IR/MA noted “This was China, or this was Russia
or this hacking group; that aspect comes right at the end, if
at all. We’re not really too bothered if we get to that point
or not because. . . [the client] just want a warm, fuzzy feeling
that [the attackers] are out of the network.” However, partici-
pants (N=4) mentioned cases where full country attribution
becomes valuable particularly when understanding the origin
of an attack can significantly impact response strategies. For
example, POTI described their thinking assuming a scenario
where they were operating a Ukrainian network and detected
lateral movement saying “If it’s Russia, they’re going to go
straight for the domain controller and then wipe everything.
If it’s China, they might try and persist in there a little bit
longer. .. you would want to try and stop the Russians first
because they’re going to destroy the whole network.”

In such scenarios, prioritizing responses based on the likely
actions of the threat actor, such as stopping Russian actors
who may destroy the network versus Chinese actors who
might engage in prolonged data exfiltration, can be critical
for effective incident management. While participants high-
lighted the importance of rapid and accurate full-country at-
tribution to deploy strategic and timely countermeasures, our
study does not delve into the specific details of the mitigation
process, as this was not the central focus of our discussions.
Instead, we analyzed the goals and technical aspects of attri-
bution and how it informs incident response.

Further, country attribution is necessary in cases when an
incident might have geopolitical, legal, or strategic business
consequences. As P4IR explained, precise country attribu-
tion can be used “to make policy, to respond, you know, and
different entities can respond in different ways, right? Like
a company might want to understand attribution, like, you
know, Google, like, oh, our our servers are being hacked by a
Chinese group. We’re going to withdraw Google from China,
right? Like they did in 2009, 2010.” When participants de-
scribed this level of attribution, they were quick to point out
that a high level of caution and confidence is necessary as
misattribution can cause geopolitical tensions or legal chal-



lenges and risks escalating conflicts. P3IR/TI remarked “You
have to be extremely cautious when you’re saying something
like that. Right. And that level of attribution, because there
are greater implications.”

Country attribution helps with long-term remediation
and proactive measures. While they might not care about
full country attribution during the incident response, a few
participants (N=3) recognized its importance for informed,
long-term organizational strategy. P6TI explained “If you
know a specific country, countries, APT groups are coming
after you, then you know you should focus your research on
the capabilities of those APT groups. ..you know, trying to
be kind of predictive in a way.”

6 Result: Processes and Tools (RQ2)

In accordance with the responses described in Section 5, we
observed a decision tree describing how participants moved
through increasing levels of attribution specificity. We begin
this section by summarizing the decision tree and providing a
visual depiction in Figure 2. Progression through the decision
tree depends on the characteristics of the identified threat and
the participants’ organizations’ motivation. As participants
described moving through the decision tree, additional fea-
tures were considered, and analysis processes were conducted
to provide more detail. We describe the specific features and
processes for each level in turn in this section.

Attribution Decision Tree. When handling a potential APT-
level incident, the first step is to determine whether it qualifies
as an APT. Participants reported certain characteristics that
help distinguish an APT-level attack, as discussed in Sec-
tion 6.1. If the incident does not meet these criteria, standard
triage procedures are followed to contain and mitigate the
threat. However, if the incident is confirmed as an APT and
the organization has processes for TTP attribution, it trig-
gers an advanced response involving different teams and an
in-depth forensic process, as discussed in Section 6.2. The in-
vestigation then focuses on the dedicated remediation process
by identifying various attributes and TTPs associated with the
incident mentioned in Section 6.3. If the organization aims to
identify and attribute the incident to a specific country, it fur-
ther gathers and connects additional intelligence to pinpoint
the entity behind the incident discussed in Section 6.4.

6.1 APT Classification

Our participants reported that the first critical step toward
potential full attribution is determining whether it is, in fact,
an APT (see Figure 2.A). To this end, participants considered
several indicators of potential APT activity. We discuss each
below. Note that this layer of partial attribution acts as a
classifier for initial triage, so any of these indicators can be
sufficient to signal an APT.
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Figure 2: Decision tree outlining the process for attributing
threats, starting from APT Classification, followed by in-depth
forensic analysis and TTP Attribution. The decision process
ends with a high level of confidence at Country Attribution.

APT attacks are characterized by low-profile tactics and
targeted efforts. Participants (N=7) emphasized that APT
actors rely on stealthy techniques, such as ‘living-off-the-land’
methods. By using existing tools and legitimate system pro-
cesses, these actors blend seamlessly with regular activity,
making detection more difficult. P9IR noted, “The attack
is not noisy at all. It’s very targeted. .. that is going to be a
problem for any automation that you have, finding anomalies
like that, because they are not an anomaly.” P6TI suggested
this targeted nature makes it necessary to compare informa-
tion from other organizations to assess whether an attack was
specifically targeted. They explained, “Our email gateway
that we use, we can actually see all the other customers that
also receive the same email as you. So that’s quite a good way
to know whether you’re being targeted or whether it’s sort of
spray and pray. Because if a thousand other customers also re-
ceive the same email that you did, then it’s not really going to
be targeted.” This method, they added, helps prioritize threats
that require more in-depth threat hunting and due diligence.

APTs are characterized by their use of lateral movement.
Participants (N=7) emphasized lateral movement as a key
indicator for targeted attacks. APT actors are highly skilled
in conducting extensive reconnaissance over several months
to identify critical targets and initiate lateral movement. P9IR
noted, “It’s the work smarter, not harder mentality that drives
the most success for APT actors.” Participants observed that
APT actors spend considerable time understanding and blend-
ing into systems, making them difficult to detect. As a re-
sult, lateral movement often serves as the first sign of their
presence, as other actions tend to be slow and subtle. P9IR
elaborated, “In many cases, when we catch them, we find
that six or eight months earlier, they were already conducting
reconnaissance in that space.” P12IR further explained the
importance of tracking APT actors’ lateral movement, as it
provides additional insight into their goals and the broader



scope of the attack, mentioning, “This group over here is inter-
ested in point-of-sale machines. How do you know? Because
they tried to attack it. They didn’t get there, but they tried to
move laterally to point-of-sale systems. Now we know that’s
part of their objective, even after containment.”

APT attacks are characterized by multi-stage components.
Participants (N=4) noted that APTs are often defined by their
multi-stage, coordinated nature, with different components
playing distinct roles in executing various parts of the attack
over time. As P13IR explained, “Incidents often don’t happen
with just one person doing things. It’s usually a continuous
chain, where there might be malware on a system from a while
ago that stole credentials or something like that. Then, the
actors hand it over to someone else to take action on the box
and do something against it.” This highlights the importance
of connecting seemingly disparate events and recognizing
them as part of a larger, orchestrated attack rather than isolated
incidents. P7IR stressed the need to thoroughly scrutinize
each component in APT attacks, noting, “If you’re dealing
with cheap, off-the-mill malware, and you see it leaving a file,
you might think it’s just an error or a leftover artifact.” But
when dealing with APTs, they recognize different components
as being part of a deliberate and coordinated effort and “look
at it differently because [advanced actor] wouldn’t just leave
a file lying around randomly.”

6.2 Incident Response Process for APTs

If an incident is classified as an APT-level attack, i.e., targeted,
novel, and more sophisticated, participants (N=8) reported
following a dedicated, more comprehensive, and collabora-
tive protocol. This is consistent with Wong et al.’s malware
analysis workflow, which suggested analysts perform more in-
depth reviews when working with novel malware [74]. Below
we provide further detail on the in-depth incident response
(IR) process. Note that this process applies to both levels of
attribution (TTP and country) as identified by the first layer
in Figure 2.B. Additionally, we did not observe any clear
differences in processes across participants from different
organizations (industry, government, non-profit), apart from
variations in the type of APT actors they prioritize. For ex-
ample, the non-profit organization focused on analyzing and
addressing threat actors targeting civil society groups. Mean-
while, the majority of our participants are from industry, and
discussed prioritizing threat actors likely to impact their high-
risk assets like cloud resources. Given our small sample space
and lack of comprehensive data, these observations cannot
be generalized to each industry, however, they may inform
future research.

Analysts perform in-depth analysis for cases involving
sophisticated or novel threats. Participants’ response strate-
gies shift from internal management of lower-level threats to
increased investigative efforts for APTs. Participants noted
that handling sophisticated threats involves a complex and

layered approach (N=8). Initially, standard incident response
procedures are followed, including memory dumps, disk im-
ages, log analysis, and network traffic examination. However,
as P13IR noted, when an investigation reveals more serious
indicators, such as attempts to manipulate code, the response
escalates, and they “spin up a big bridge” and “get a bunch of
other people. . . to take a look at [incident] and see what hap-
pened.” This escalation often involves mobilizing a broader
range of experts across the organization and conducting a
detailed forensic investigation. For example, P11IR described
doing a more extensive investigation of further lateral move-
ment by examining “every single network artifact that has
been touched,” in contrast to routine malware responses that
might only involve rolling credentials, disabling access, wip-
ing, and reformatting devices.

APT incidents involve cross-team collaboration and coor-
dination with external entities. PSMA, who is from a large
organization (>5,000 employees) with a clear distinction be-
tween security teams, describes the structured, collaborative
nature of an APT investigation, highlighting the division of
labor between teams. In this scenario, “the malware team
dissects the threat,” while “threat intelligence is connecting
the dots.” POTI further elaborated on the role of the threat in-
telligence team in guiding investigations and escalation. They
explained “If we [the CTI team] do have even low confidence
that an APT group is actually targeting us, we’ll take it more
seriously.” They elaborate based on the initial bit of infor-
mation they decide whether a threat is worth “becoming an
investigation.” Meanwhile, P7IR, who is from a government
organization where privacy protocols differ significantly from
those in the private sector, emphasized that “certain privacy
precautions can be disabled and additional documentation is
required” to ensure proper handling and coordination with
external entities, such as other government agencies.

6.3 TTP Attribution

In this section, we discuss how, as part of the detailed inves-
tigation and collaboration, certain key activities are under-
taken for TTP attribution (see Figure 2.B). Participants use
historical knowledge to correlate incidents, conduct detailed
analyses of malicious artifacts, and gather trusted intelligence.
The ultimate goal of these steps is to identify the actions and
objectives performed by the threat actor by closely attributing
the tactics and techniques used to known patterns, thereby
mitigating the incident’s impact.

Participants use historical knowledge for correlating in-
cidents. Participants (N=13) emphasized the importance of
historical knowledge and threat intelligence in analyzing and
correlating APT incidents. This process involves correlating
and comparing the interconnected attack chain components—
common in APTs (see Section 6.1)—to historical records,
such as threat data from prior incident response engagements.
As PIIR/MA noted “We leverage our research to collate and



understand commonalities across engagements, building our
own knowledge pool of adversaries.” They further explain that
they use automated methods for IoC hunting across the orga-
nization, stating “We focus more on TTPs and IoCs, maintain-
ing our own internal databases of confirmed threats.” Partici-
pants also mentioned using manual methods for the historical
lookups with P6TT using spreadsheets “with the date [threat
report] was published, the source, the adversary [involved]”
and P9IR documenting low-confidence indicators for future
reference explaining to “note those things” to see if they have
seen them before. P14IR/TT highlighted the maturity of their
approach by emphasizing the focus on “TTPs rather than
IoCs.” Based on the concept of the Pyramid of Pain [10], they
explain that “hunting based on tactics” is more robust, as re-
lying on IoCs alone can generate an overwhelming number
of “alerts.”

Participants perform malware analysis using initial cor-
relation of IoCs through threat intelligence, followed by
in-depth reverse engineering. Most participants (N=11) in-
vestigate and correlate malware or file artifacts found in the
attack chain using OSINT. This involves querying platforms
like VirusTotal [66], Triage [19], and Joe Sandbox [31] to
gather information about malware samples. Analysts consult
these public forums to identify any existing intelligence that
can aid in their investigation. As P11IR noted “Most of the
time, we’ll just do searches for the hashes to see if it’s al-
ready been detected in the wild” and highlighted the use of
subscription-based threat intelligence and private contracts
noting “if we are confident that it is like an APT-level at-
tack, then we would really leverage our internal, the private
[threat intelligence] contracts. .. [to get] all of the details that
is associated with the file, and the capabilities of the files.”
Additionally, participants mention using a fuzzy hashing
approach, such as ImpHash [55], peHash [71], SSDEEP [33]
or internally developed techniques, to identify malware from
the same family. For instance, ImpHash (Import Hash) gen-
erates a hash based on the import table of an executable,
focusing on the functions or capabilities of the binary. An-
alysts typically obtain these hashes from malware analysis
tools. These hashes are then used to search for other binaries
that exhibit similar behaviors. As P11IR explained, “a lot of
times you can then get a hash of those capabilities and then
do searches on similar hashes to be able to identify if there are
other files that match.” P7IR summarized the “two stages of
attributing malware.” The first stage involves correlating IoCs
“by running the malware in a sandbox environment and seeing
if it is trying to contact domain X, or it’s creating file Y, or it
has a request pattern that we’ve seen with malware Z.” The
second stage requires a deep dive into reverse engineering
with tools like Binary Ninja [11] or IDA Pro [29], looking for
“specific techniques, code styles, and decisions in the program
logic” that can help correlate with other samples and is often
done by dedicated malware analysts. However, P10TI also
remarked when it comes to APT incidents while analyzing

malware is important, “there’s more than the malware.” They
emphasized the need to consider additional context, such as
phishing lures and explained “Let’s say the malware was prop-
agated via phishing lures. There’s the lures themselves. What
do the lures say? Who could the lures be targeted at?”” This
broader context is important for a comprehensive analysis.

Participants use trusted relationships to share detailed
information about APTs that cannot be publicly disclosed.
To exchange information about APT incidents and relevant
artifacts, participants (N=7) emphasized the importance of
trusted circles—a selective group of individuals who share in-
telligence privately among members, also mentioned in prior
work by Bouwman et al. [13]. Sharing information on APT
incidents is difficult due to the sensitivity and strategic nature
of the data. P4IR discussed the balance between the need
for information and the risk of over-disclosure, noting that
trust is crucial for private exchanges: “When you’re tracking
a threat group and the threat group is trying to avoid being
tracked, you don’t want to give away too much.” P6TI, from
a medium-sized organization, described the daily sharing of
threat data within a trusted circle, which includes discussions
such as “Has anyone observed exploits targeting this CVE?”
or “Has anyone seen this malware?”” They described the oper-
ation of a Trust group, saying, “I also run the [anonymized]
Trust group... a group of intelligence researchers that share
threat data and threat information with each other on a daily
basis. We have about 150 analysts.” This behind-the-scenes
collaboration enables the exchange of sensitive details about
malware, CVEs, and IoCs facilitating attribution efforts.

6.4 Country Attribution

Toward the final stages of the investigation, when participants
seek to precisely attribute the actor’s location or origin, they
use a combination of key attributes alongside identified TTPs
and IoCs to perform country attribution (see Figure 2.C).
Given the sensitivity and difficulty of this task, participants
rely on confirming evidence from multiple indicators and
look for clues beyond those considered in earlier levels of
attribution, such as linguistic patterns or specific wording
used by the threat actor.

Participants rely on IP addresses, domains, and C&C
infrastructure. Most of the participants primarily rely on
infrastructure elements such as IP addresses, domains, and
command and control (C&C) channels for country attribution
(N=12). P9IR elaborated that using IP and geolocation data
can “narrow down the pool to a few possibilities. Then we
would search for things like ISPs.” P12IR further emphasized
the importance of metadata-related infrastructure features,
noting that “ASN off the IP” and “any registration data” such
as the email address of the registrars, are useful for attribu-
tion. Participants also mentioned using time zone analysis to
infer the threat actor’s hours of operation and potentially their
region (N=4). PSIR/MA explained that the North Koreans



“were working six days a week from 9 to 9” which provides a
useful indication for attribution based on the working hours
of attacker and the timeline of attack.

Participants investigate the choice of wording. Participants
(N=7) highlight the importance of analyzing the choice of
wording and language within communications or malware
code to infer the geographic or cultural origins of the threat ac-
tor. P1IIR/MA points out that seemingly minor details, such as
“the choice of the password or passphrase” can be quite reveal-
ing. Sometimes the actors “might throw in cheeky comments
in their code” that can help in identifying the actor based on
their vocabulary and language. P13IR adds that actors may
“leave a message in the registry key” that could serve as their
“call sign” significantly increasing confidence in identifying
the origin of the attackers.

Participants investigate reused tools and exploits. Partici-
pants (N=7) also view reused binaries and exploits from previ-
ous incidents as valuable indicators for attribution. PIIR/MA
mentions that a “[nation-state] state might have reused or
slightly modified a piece of command and control” or a “back-
door Trojan” recovered during the incident allowing analysts
to “infer some attribution” based on their familiarity with
“something similar.” P6TI further explains that if a threat actor
uses a “certain piece of unique custom malware” it helps in
attribution since nation-state actors who have “developed it
themselves” and have not “shared it around to anyone else”
leave a distinctly identifiable footprint.

Participants build threat actor profiles to inform and guide
long-term remediation. One of the goals of country attri-
bution is proactive threat actor tracking to guide organiza-
tional strategy (see Section 5). Towards that end, participants
highlight the importance of developing comprehensive threat
actor profiles for effective threat management. This process
involves gathering intelligence from various sources, includ-
ing OSINT, commercial threat intelligence platforms, incident
response data and trusted intelligence-sharing groups. P6TI
elaborated on this process within a sizeable CTI team: “We
will divide our analysts up into regions like what regions they
should be focusing on ... And I'll perform a quarterly report
on Russian APT group.” P6TI further explained how they
extrapolate key information and perform mapping, stating
“I’ll try to extract the information from [threat] report into the
diamond model.” The Diamond Model [70] is a framework
that examines the interactions between four key elements in a
cyber attack: the adversary, their capabilities, the infrastruc-
ture used, and the victim. By mapping these relationships, the
model allows analysts “to basically build up the database” for
long-term planning. In practice, this process involves a deep
analysis of threat intelligence sources, such as vendor reports
and blogs, to associate aliases with specific threat actors. Ana-
lysts then assess how elements of the Diamond Model—such
as adversaries, infrastructure, and TTPs—overlap across dif-
ferent reports. As P6TI described, “that’s how we kind of

get to Diamond Models that basically mean the same threat
group.” These overlaps help in building accurate threat actor
profiles, enabling analysts to confirm that groups identified in
various sources are indeed the same.

7 Result: Challenges (RQ3)

In this section, we explore the challenges participants en-
counter in investigating APT incidents and performing attri-
bution. Section 7.1 highlights issues with relying on infras-
tructure features and the limitations of file analysis automa-
tion as APTs become more sophisticated. We also discuss the
difficulties in data ingestion and the minimal use of machine
learning, which impacts rapid correlation and attribution. Sec-
tion 7.2 discusses challenges in current processes, such as
the fragmentation of threat information across databases, in-
consistencies in naming conventions, and the complexities of
different threat intelligence sources, all of which affect the
accuracy and integration of threat data.

7.1 Challenges in Tooling

Participants reported a wide range of specific challenges they
faced when using tools to perform attribution related tasks.
These were most often related to existing tools not supporting
the data types and formats necessary for successful attribution
as APTs and the TI ecosystem grow in complexity.

Lack of automation and validation in data ingestion im-
pacts the use of historical threat data. As we discussed
in Section 6.3, a key process for TTP attribution is query-
ing threat data across historical records of threat intelligence
and using a database of IoCs and TTPs. However, multiple
participants discussed challenges in collecting and using this
data (N=3). For example, P4IR mentioned a lack of tools “for
crawling websites that publish reports or ingesting indicators
from those reports,” indicating a need for more automatic
data ingestion and comparison. Participants acknowledge that
for malware, there is a little more automation using machine
learning; however, malware is just a small “part of a threat
actor TTPs” (P10TI). To gain a sufficient understanding of
threat actors, participants indicated they had to expend signif-
icant manual effort reading everything that has been written
about a particular threat actor (N=9). As P13IR explained,
maintaining threat actor information involves “a lot of pars-
ing...It’s a very manual effort.”

Additionally, participants reported difficulty in not only col-
lecting all relevant data but also validating it to avoid false pos-
itives (N=2). P13IR gave an example false positive describing
the automated processing of threat intelligence reports which
will indicate “the domain for this is google.com/something.
Then, your intel feed down the line will be like let’s look at all
the domains in the reports here and then they’ll say Google
is bad.” This is a growing concern as APTs more often use
common or public infrastructure (see Section 6.1).



There is a lack of advanced and robust tooling to effec-
tively analyze a variety of file formats. For malware corre-
lation participants (N=2) face challenges when analyzing and
correlating a diverse range of file types, particularly with the
rise of cross-platform binaries. As an example, P10TI notes
the shift from traditional languages like C and C++ to lan-
guages such as “Nim, Rust, and Golang,” which allow threat
actors to “target multiple platforms” simultaneously. Further,
P5SMA highlights the difficulties of dealing with these ad-
vancements, stating “We lack proper tooling to analyze files
used in these big chains of attack.” They explain “Especially
for Windows and specific languages like .NET, Visual Basic,
and Delphi ... you need a lot of information, and there is a
lack of tools” for effective analysis.

APTs using existing system tools rather than custom mal-
ware is making it difficult to attribute their activities. Fur-
ther, to complicate correlation and attribution efforts, APT
operations blend in with legitimate tools as a means of be-
ing stealthy (see Section 6.1). P7IR notes the increased use
of built-in tools like PowerShell and threat actors pivoting
toward “living off the land” (N=4). They explain: “We’ve
observed more instances where attackers avoid using their
own binaries or scripts as much as possible, relying instead on
tools that are readily available on the victim’s system.” This
poses challenges for traditional binary-based correlation meth-
ods as P111IR highlighted “There’s been a really big push for
some of the bigger APT groups to move away from binaries.”

APTs exploit legitimate accounts and activities to evade
automated detection systems. Participants highlighted key
challenges in detecting and mitigating threats within com-
plex environments (N=4). PISMA/TI mentioned that while
automation streamlines a lot of their forensic analysis, such as
mapping MITRE ATT&CK TTPs [51] to the specific threat
actor, it often requires manual review and additional context
as the automated system does not understand the “full context
of the incident. . . if it was actually a legit user using their ac-
count or if it was the threat group using it.” This challenge is
exacerbated by attacks involving dormant adversaries within
large networks. P6TI explained “[adversaries] can linger in
your environment for years at a time. They only need to cre-
ate an account and just keep it there. . . if you have an Active
Directory with tens of thousands of users, it’s really difficult
to go through all of those and check.”

Application of machine learning in APT correlation and
attribution is limited. Despite the recognized need for robust
and advanced automation for detecting and correlating APT
activities, participants expressed reservations about utilizing
machine learning (N=5). Key barriers to broader adoption
included a lack of training resources, time constraints, insuffi-
cient datasets, the complexity of the models, and high false
positive rates in alert generation. P7IR noted, “We have ex-
perimented with [machine learning]. But the results have not
been, I don’t want to say they have been bad. But not worth the

effort.” They further explained that this was not “necessarily a
critique of machine learning approaches, it’s more the reality
of being severely resource constrained.” P7IR explained this
resource constraint was on the time available to tune machine
learning tools to their specific environment, saying, “The only
reason why we even experimented with it in the first place
was because I decided to not sleep one night. And I couldn’t
justify, spending more of my own time on it because during
regular office hours, I had other tasks to do.” Beyond time
constraints, we identify challenges with insufficient resources
to train and fine-tune the models. P9IR added to this, empha-
sizing the challenges in “finding the resources to be able to
train the models to do what you need,” and pointed out that
if not done properly can lead to high false positive rates and
“ticket fatigue” in SOCs. These results are similar to Mink et
al’s [49] findings in discussions with SOC analysts regarding
their use of machine learning for intrusion detection. Finally,
another challenge in ML adoption lies in the lack of diverse
malware datasets and the difficulty in explaining the decisions
of complex models. However, the data scarcity problem for
attribution is further complicated by the fact that effective
machine-learning-based attribution requires many different
comprehensive datasets. As PSMA explained, “To have the
data set with all the functions for the different architectures
for the different operating systems. .. it’s really complex.”

Apart from learning-based models, two participants men-
tioned LLMs for APT investigations. One described using
internal GPT models for text summarization, noting that this
usage is ad-hoc and not a company-wide system. Another
participant shared their team’s experience experimenting with
Microsoft Copilot, highlighting its potential but also issues in
dealing with meaningless and incorrect results. It is important
to note that at the time of the interviews, LLMs were gaining
traction, so it is possible that there have been changes in their
use since then. Even so, our results offer insights into the
process and can guide their effective adoption.

The reliance on IP addresses and domain names for coun-
try attribution is unreliable. As we discussed in Section 6.4,
participants rely on infrastructure features such as IP ad-
dresses, C&C infrastructure, and domain names to identify
threat group signatures. However, P11IR noted that “IP ad-
dresses and domains are not nearly as reliable of a correlation
point anymore,” highlighting the difficulties of APTs blending
with legitimate infrastructure or using shared public infras-
tructure (see Section 6.1). PSIR/MA further points out that
attribution becomes more complex in cloud-native environ-
ments, where “containers and instances are popping up and
down all the time,” making it challenging to track persistent
infrastructure as it has become super easy to “spawn on a
new machine somewhere in the world and just attack with
it.” Therefore, in most cases, this makes country attribution
impossible in practice based on these infrastructure features.

APTs using shared infrastructure, overlapping malware,
and selling attacks further complicate country attribution.



Participants highlighted scenarios where attribution could be
misleading or faked with P4IR stating “I do have some ex-
periences of attribution getting very murky, like cases where,
you know one threat actor might compromise and use another
threat actor’s infrastructure. Like we’ve seen some potential
cases or indications where it looks like that might be what’s
happening” which could lead to “all kinds of misattributions.”
P6TI mentioned another scenario where “one company was
developing all the Chinese malware that like ten different Chi-
nese APT groups were using. So it’s kind of a this is it comes
back to this thing of, we may know it’s Chinese APT group
or China based group, but we don’t know exactly which one,”
because they all share many capabilities these days. Finally,
PIIR noted another challenge unique to country attribution is
that “A lot of the APT cases had teams where we could see
the A team that is doing the attack, and then the B team doing
the attack. And usually, the B team is how we find them. But
there’s also once they’re done with the attack, we know that
they sell their attack on the dark web. And then criminals,
just regular criminals could then use it in their attacks.” These
scenarios make it increasingly difficult to accurately identify
the true source of APT attacks.

7.2 Challenges in Processes

In addition to the challenges our participants faced when using
tools, they also encountered challenges in establishing an ac-
cessible and reliable threat intelligence ecosystem, as well as
with effective collaboration within and among organizations.

Inconsistent data formats and naming conventions add
difficulties in merging and correlating threat information
from disparate sources. Participants highlighted the chal-
lenges of lack of standardization in threat information across
different databases, even for government organizations (N=3).
PIIR noted “CISA has a database for tracking one set of threat
events, while the FDA maintains another for different events.”
This fragmentation complicates the process, as both organi-
zations might be tracking the same actor without realizing it.
P7IR further emphasized the challenge of sharing information
as it might reveal sensitive data. They explained “No govern-
ment is sharing their attacks with other governments. .. There
are some standards like STIX, or using MISP, but in practice
there is no secure way to do this.”

Inconsistent threat naming conventions further complicate
the process. Multiple participants noted that varying names
for the same threat actors between reporting organizations
adds to the confusion (N=13). P1IR/MA attributed this to
the fact that they “haven’t necessarily gone through a due
diligence process to see what’s out there already or made sure
that this makes sense in relation to other publications that are
similar. . . everyone’s just busy speaking out what they think is
useful. .. think that’s probably a large part resulting in some
of the ambiguity and misinformation that we see.”

Open-source threat intelligence has too many false posi-
tives; commercial products are too slow, so participants
turn to unofficial sources. Participants in our study use both
commercial threat intelligence and OSINT in their processes
for TTP and country attribution (see Section 6). In addition to
tooling performing poorly when attempting to ingest diverse
TI, as described previously (see Section 7.1), participants iden-
tified issues in threat intelligence itself (N=7). Bouwman et
al. [13] and Li et al. [37] already highlighted significant gaps
in the accuracy, coverage, and timeliness of threat intelligence
sources. Our results suggest a similar set of perceptions. First,
our participants found OSINT unreliable due to its lack of
important details and context. P2TI explained they have “tons
of information which means you have more quantity and less
quality. Less quality threat information means it’s absolutely
not attributed. .. What can I do now with the list of IP ad-
dresses?” The lack of quality information places the burden
on analysts to validate the data—specifically, to understand
which IP addresses are malicious, how long they should be
blocked, and how to properly integrate this information into
defense technologies.

Paid threat intelligence also has its challenges. When dis-
cussing paid threat intelligence reports, P14IR/TI said they
were “probably our slowest means of actual detection cre-
ation. They tend to be quite granular but are less actionable.”
P14IR/TI elaborated that Mandiant or similar services “might
identify a malicious IP address from an attack at another or-
ganization and include it in their intelligence product. By
the time it reaches me as a customer, the attack has likely
moved on.” PIIR also echoes similar timeliness issues with
the IoCs in commercial threat intelligence: “You have to be
good about vetting the information” to make sure that the
“IPs and domains are still valid, and the attacks are still rele-
vant.” In addition to supporting prior results, we discovered
our participants go beyond official threat intelligence to unof-
ficial sources like Twitter/X, Reddit, GitHub, and blog posts
(N=3). P14IR/TI explained that they supplemented official
threat intelligence through their own “live analysis of samples
that are on the Internet... Twitter is a great source for this.
If someone’s seeing something that we think is malicious,
then we can then take that in and stuff like, and use our own
telemetry to work out what’s going on.”

Need for collaboration and open communication among
teams for successful APT investigations. Several partici-
pants emphasized the role of cooperation and transparency
among different entities for successful APT investigations
(N=5). P9IR remarked “In all the different places I've worked,
the tools have varied. For me, it’s really about the people and
having a collaborative team that is skilled and knowledgeable.”
They further noted that in siloed environments they “rarely
saw progress toward identifying the source or attribution of
the attacker” with investigations often hitting a wall. P9IR
specifically highlighted an information sharing barrier when
people “would only share details on a need-to-know basis” de-



laying the investigation. P3IR/TI expressed hope for a “shift
in the industry” towards “more open and honest reporting on
the activities of APT groups.” P7IR echoed this sentiment,
saying “Cooperating together is the only chance we really
have at being successful.”

8 Discussion and Conclusion

Attribution is a complex and nuanced process that balances
the need for accurate identification of threat actors with the
practical considerations of incident mitigation. Our findings
highlight a disconnect between theories and practical reali-
ties, identifying that victim organization progresses through
three distinct layers of increasing classification specificity
depending on the incident and their situation. This decision
process suggests that attribution should not be viewed as a
single task but rather considered from one of the three layers
identified, i.e., (A) APT classification, (B) TTP attribution,
and (C) country attribution. Each layer presents unique goals,
accuracy requirements, and challenges. Further, we found our
participants often prioritized incident mitigation over identify-
ing the perpetrator, focusing on understanding the incident’s
scope, assessing data compromise, and securing networks
(see Section 5). Future research should explore whether this
motivation extends beyond our sample, as our study offers
valuable direction for attribution-focused research.

In addition to this decision process, we also observed sev-
eral challenges for APT attribution in practice, which require
further investigation. These challenges broadly are caused
by existing tools being unable to support more diverse and
complex data, as well as issues in collaboration, internally and
externally, which is essential for the more complex levels of
attribution. In this section, we provide recommendations for
attribution tool development and threat intelligence sharing
based on our results and discuss how existing efforts could be
improved through these recommendations.

8.1 Recommendations for Tool Development

Identifying what should have priority over identifying who.
We identified that practitioners are often less concerned with
the specific entity behind an attack and more focused on de-
termining that entity’s typical TTPs and motivations. By un-
derstanding what the adversary might do, the organization
can focus their incident response on systems and indicators
associated with those TTPs and prioritize threats that pose the
greatest risk to their organization.

Practitioners in the field express a need for more automated
techniques that can accurately cluster TTPs to provide action-
able insights. As PSIR/MA explained it was most important
to have automation that gave them a starting point saying
they wanted automation that would “give me a hint to work
with about the attacker and then I can manually do some

work. . .nowadays you don’t have any where to start.” Au-
tomating TTP-level attribution helps analysts quickly identify
the relevant tactics and guide their response efforts. It serves
as an initial filter, allowing analysts to narrow down the possi-
bilities of TTPs and associated threat actors. Future research
should prioritize identifying what threat actors are likely to do
rather than focusing on who they are. This approach involves
mapping low-level threat events to TTPs and correlating them
with clusters of known TTPs using frameworks like MITRE
ATT&CK. Moreover, TTP-based attribution should be inter-
pretable, providing a high-level summary of the attack and
guiding analysts in understanding the scope and magnitude
of the incident. By shifting the focus towards TTP-level attri-
bution and ensuring that these systems are computationally
feasible and applicable in real-world scenarios, we can better
equip practitioners to handle complex threats.

Existing attribution approaches primarily aim to identify
the APT groups responsible for an incident [25, 56, 58, 69].
Focusing solely on group-based attribution can lead to miss-
ing TTPs, especially if a group modifies its tactics. Instead by
emphasizing commonalities across TTPs, even when tactics
vary slightly between incidents, we can develop a more robust
understanding of the specific methods used. This approach
can identify nuances in how particular tactics are executed,
which could otherwise be overlooked when analyzing across
different adversaries.

Some research has advanced in mapping low-level events to
TTPs for APT detection, with systems like HOLMES [48] and
APTHunter [40] employing provenance analysis and mapping
alerts to TTPs using the MITRE ATT&CK framework [51].
However, these approaches have limitations: (1) They rely on
cumulative threat information from all attack stages, assuming
that an APT attack completes the entire chain, and (2) they are
evaluated with synthetic datasets in laboratory settings. These
limitations hinder the adoption of these systems in real-world
settings. Our study indicates that practitioners often lack a
complete view of the attack chain initially and only uncover
the full APT attack sequence through in-depth forensic analy-
sis (see Section 6.2). Future research should build on existing
APT attribution approaches by incorporating TTP coverage
as a core metric. The effectiveness of such systems should be
measured by their accuracy in identifying the correct TTPs,
enabling analysts to get a comprehensive understanding of
APT-level incidents.

Malware-based APT attribution demands a shift from ba-
sic binary clustering to include diverse artifacts. Attribut-
ing APTs is inherently complex, necessitating a multi-layered
approach and the investigation of extensive data. As APTs
increase in sophistication, reliance on infrastructure features
becomes less reliable (see Section 6.4). The use of legitimate
tools by APTs further complicates detection efforts, and the
lack of tools for analyzing diverse file formats increases man-
ual effort (see Section 7.1), a challenge also highlighted in
our study on analyzing malicious documents [61].



Practitioners emphasize that analyzing individual artifacts
in “gray areas” and understanding their connections to other
components in an APT attack chain is important for assess-
ing maliciousness. Malware clustering and classification so-
lutions [1, 9, 27, 46, 50, 53, 57] have been researched for
decades. However, current malware-based attribution prac-
tices, which focus primarily on classifying binary samples,
often fail to provide comprehensive insights into APT-level
activities. To enhance attribution depth, it is essential to incor-
porate a broader range of suspicious artifacts from the APT at-
tack chain, such as phishing lures used to deploy malware and
the exploitation of native binaries, such as PowerShell, and as-
sociated scripts. Our recent work ADAPT [60] demonstrates
progress in this area by incorporating diverse file attributes
for APT campaign and group attribution, highlighting the
need to account for the heterogeneous artifacts in APT attack
chains. Further, ADAPT employs features from secondary
sources such as YARA rules and attributes from internet scan-
ning databases such as Censys to augment malware-related
features. Future research should build on these studies and
develop robust automation for analyzing and extracting indi-
cators from a diverse range of file types.

8.2 Recommendations for Threat Intelligence

Addressing the lack of standardization requires a combi-
nation of automated tools, manual review processes, and
community collaboration. One of the major challenges in
APT attribution is the inconsistent naming and labeling of
threat actors and their associated TTPs [22]. As highlighted
by our participants in Section 7.2, different organizations, re-
search groups, and governments may assign different names
or labels to the same APT group or activity based on their in-
dependent analyses, complicating the process of merging and
correlating threat data, leading to delays in response efforts.
To address this challenge, future work should explore the
development of a comprehensive registry that standardizes
the naming conventions for APT groups and their associ-
ated TTPs. This registry could leverage existing automated
relabeling approaches aimed at reclassifying and standardiz-
ing labeling for malware families [62]. To complement this
automation, the registry could integrate analyst feedback to
enhance potential mappings by using clustering techniques
that suggest possible mappings between different naming con-
ventions. These systems would not only propose mappings
but also explain the similarities between different labels, help-
ing analysts understand the explanation behind the proposed
unification. A key feature of this registry would be its ability
to facilitate manual review and validation. By allowing threat
analysts to compare samples and naming conventions, a com-
mon challenge noted by our participants (see Section 7.2), the
tool would help resolve attribution discrepancies and ensure
that the standardization aligns with community consensus.
The issue of naming standardization is further complicated

by the potential involvement of government agencies, which
may have access to unique intelligence resources. As P4IR
pointed out “Maybe these governments are doing their own
attribution. Maybe they’re like, oh, Mandiant, FireEye, Cit-
izen Lab, like whatever. We’re not going to even consider
that. We’re just going to go to our friends at the NSA who
have this global view of the internet and ask them to do the
attribution. Right. Like, yeah. So, I don’t know, it it’s always
difficult to understand whether, you know, attribution is sort
of being replicated behind the scenes or whether governments,
for instance, are using the attribution of, of, you know, threat
intelligence companies or groups.” This emphasizes the need
for greater transparency and collaboration between public and
private sector entities in the attribution process.

Future research on threat intelligence should consider
evaluating TTP coverage and accuracy, beyond traditional
IoCs to address the complex nature of APT activities.
Bowuman et al. [13] and Li et al. [37] explored the effec-
tiveness of paid threat intelligence and OSINT by looking
at the coverage, accuracy, and timeliness of the information
presented in them. Specifically, they looked at the IoCs such
as domain names, IP addresses, and file hashes. However,
in our study, participants reported the unreliability of these
features because of a lack of specificity and susceptibility to
evasion techniques employed by sophisticated threat actors
(see Section 7.1). The reliance on these weak IoCs does not
adequately address the complexity of APT activities, which
often involve sophisticated TTPs beyond simple indicators.

While some progress has been made, particularly in au-
tomating the extraction of IoCs from unstructured text [38]
and TTPs from CTI reports [4] future research should build
on these studies by emphasizing the evaluation of TTP cover-
age and accuracy associated with threat actors. This involves
assessing how well current threat intelligence solutions cap-
ture and represent the complex behaviors and capabilities of
APTs. Additionally, further research should focus on develop-
ing metrics to measure TTP coverage across different threat
intelligence sources.
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during the screening survey, and they were provided with de-
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protocol. While we collected email addresses for interview
scheduling purposes, this was the only personally identifi-
able information (PII) gathered. These email addresses were
deleted once no longer needed, and they were not stored with
the interview data. During transcription, all names of individu-
als, countries, and organizations mentioned were anonymized
using unique identifiers to protect participant identities. The
consent form clearly stated the use of transcription service,
ensuring compliance with GDPR rules involving third-party
access to recorded data [45]. Participants were given the op-
tion to conduct interviews without video if it made them more
comfortable, and they could choose not to show their faces
during video calls. Additionally, if participants shared their
screens to demonstrate workflows, we ensured this informa-
tion was kept secure and not shared further. The data analy-
sis was conducted on the first author’s institution premises,
and only aggregated results and anonymized transcripts were
shared among the research team. To prevent the potential
misuse of research data and address risks associated with
disclosing information about threat actors, we encouraged
participants to withhold or omit sensitive details they were un-
comfortable sharing, particularly if they felt such information
could be exploited by malicious parties. Participants were
also allowed to speak “off-the-record” by pausing the record-
ing at any time. Participants were given the opportunity to
review any quotes attributed to them before publication and
the context for specific quotes was provided by describing the
respondent’s role and sector.

One potential concern with publishing this work is that ma-
licious actors could exploit our findings to target organizations
by leveraging known gaps in APT response and attribution
strategies. However, we consider this risk to be minimal, as the
security community has a general idea of these challenges of
detecting sophisticated threats [2, 22]. Additionally, detailed
threat reports on the operations of various APT groups have
already been published by researchers [17, 35, 65]. We be-
lieve our work makes a significant contribution to the research
community by enhancing the understanding of APT classifi-
cation and attribution efforts. To the best of our knowledge,
current research lacks a comprehensive understanding from
security practitioners on how they investigate and attribute
APT attacks and the unique challenges they face. Beyond
understanding our participants’ processes and practices we
further explore the challenges they encounter. This helps us
provide actionable recommendations for future research ef-

forts in improving and enhancing attribution methods and
tools. Therefore, we believe that the benefits of our research—
specifically, the advancement of knowledge and practice in
analyzing APT-level incidents—outweigh the potential risks.

Open Science

To support transparency, replication, future research, and com-
pliance with the open science policy, we include relevant
research materials as part of our artifact, namely (1) inter-
view questions, (2) survey questions, and (3) a codebook, at
https://osf.io/hjdk2/.

To comply with data protection requirements and maintain
ethical research practices, we do not include raw interview
data, such as audio recordings or transcripts, in our replica-
tion package. This decision reflects our strong commitment
to safeguarding participant privacy and ensuring their right to
data protection. By excluding this data, we mitigate the risk
of inadvertently disclosing information that could potentially
identify our participants or their roles. Instead, we present
our findings using thematic analysis and anonymized inter-
view quotes, ensuring our research insights are shared without
compromising participant confidentiality.
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A Survey Questionnaire

Consent and GDPR Consent. In this section, we obtain
informed consent from participants, ensuring they understand
the study’s purpose, procedures, data protection measures,
and their rights.

Participant Information. In this section, we ask a few ques-
tions about your background, name, age, and email address.

Job Description.
1. What is your current job role and job title?

2. Please specify your highest level of education. Less than
high school, High School graduate (high school diploma
or equivalent such as GED), Some college, but no degree,
Associate Degree, Bachelor’s Degree, Master’s Degree,
Doctorate Degree (MD, PhD, JD, etc.), Prefer not to an-
swer.

3. Please rate your expertise on the scale of Novice (ba-
sic knowledge), Fundamental Awareness (limited expe-
rience), Intermediate (practical application), Advanced
(applied theory), Expert (recognized authority), None in
the area of Malware analysis, APT tracking and attri-
bution, Threat intelligence research, and Incidence re-
sponse.

4. What is the end goal of your APT threat analysis work?
(Please check all that apply) Forensics, Attribution, Clas-
sification and clustering, Signature creation, Indicators
of Compromise, Research, Writing threat reports, and
others.

Work Experience. Please list any tools you use when per-
forming APT malware analysis, APT incidence response, or
threat intelligence research. Please continue listing tools as
you have a new line for each tool and continue to list tools
until you cannot think of any more. These can be any tools
you have used, you do not need to regularly use them.
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B Interview Questions

Background and Experience.

e Could you tell me a little bit about your job role and
experience?

* How did you get into the field of investigating APTs?
Could you describe any interesting or recent APT inci-
dent that you worked on? What steps did you take to
investigate the suspected APT attack?

* What is the end goal of your work pipeline—collecting
IoCs, malware analysis, threat intelligence research, or
writing threat reports?

APT Analysis Objectives.
* What is the end goal of analyzing an APT sample?

— Is it to identify tactics, observe behavior, attribute
the attack, or something else?

* Where do you source your APT samples from?

— How do you ensure that the samples are relevant
to your study?

— Do you use in-house SIEM systems, collect sam-
ples from VT or through clients/repositories, or use
other methods?

* When do you start considering a malicious sample as
part of a suspected APT campaign or operation?

— How do you prioritize samples for further analysis
based on their potential association with known
APT campaigns?

— Are there specific indicators or techniques you use
for this prioritization?

Process and Pipeline.

* What is your digital forensics and incident response pro-
tocol when you identify malicious activity as part of an
APT campaign?

— Do you have separate workflows for dealing with
APTs versus traditional malware threats?

» What is your process for attributing a sample to a specific
threat group?

— What features do you consider when making this
attribution?

* For a newly identified APT campaign, what is your pro-
cess for correlating samples with previously established
campaigns?

— How do you identify similar patterns or connec-
tions between APT campaigns?

— Do you use ML-based automation for sample cor-
relation?

— If yes, do you see any challenges in working with
ML-based tools?

* What is your approach to gathering comprehensive in-
formation about APT groups?

— How do you keep track of potentially related cam-
paigns over time, especially when they are spread
across multiple sources?

* Are there challenges in incorporating threat intelligence
into your analysis of APT campaigns?

— What challenges do you face when attributing at-
tacks to specific groups?

— Are there any other challenges when grouping
attacks that may have been carried out by APT
groups with aliases or changing names?

* How do you effectively aggregate and consolidate data
from diverse OSINT sources?

— Can you provide an example of this process?

* What techniques do you use to manage publicly available
information about APT campaigns?

— How do you detect and eliminate redundancies?

Final Remarks.

* What are the primary concerns when dealing with APT
incidents?

— Are accuracy and precision prioritized, or is there
more focus on speed, automation, or developing a
generic framework for file types?

* What processes, tools, and policies currently work best
in your team?
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