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Abstract
Information-based attacks on social media, such as disinfor-
mation campaigns and propaganda, are emerging cybersecu-
rity threats. The security community has focused on counter-
ing these threats on social media platforms like X and Reddit.
However, they also appear in instant-messaging social me-
dia platforms such as WhatsApp, Telegram, and Signal. In
these platforms, information-based attacks primarily happen
in groups and channels, requiring manual moderation efforts
by channel administrators. We collect, label, and analyze a
large dataset of more than 17 million Telegram comments
and messages. Our analysis uncovers two independent, coor-
dinated networks that spread pro-Russian and pro-Ukrainian
propaganda, garnering replies from real users. We propose a
novel mechanism for detecting propaganda that capitalizes on
the relationship between legitimate user messages and propa-
ganda replies and is tailored to the information that Telegram
makes available to moderators. Our method is faster, cheaper,
and has a detection rate (97.6%) 11.6 percentage points higher
than human moderators after seeing only one message from
an account. It remains effective despite evolving propaganda.

1 Introduction

Information-based attacks, such as disinformation campaigns
and propaganda, are a growing cybersecurity threat. Such
campaigns are particularly dangerous when they become
part of cyber warfare, as they can affect matters of life and
death [10, 13]. We explore the threat of propaganda in the
context of Telegram, a primary source of information in many
critical scenarios such as the Russo-Ukrainian war. Both sides
of the conflict actively use Telegram for communication and
information spreading [6, 32, 41] since it is the main political
and news-related platform for citizens on both sides.

Telegram is primarily an instant messaging platform, where
information flows in groups (multi-user chats) and channels
(one-to-many broadcasting lists) built on top of the original
messaging functionalities. This makes Telegram unique from

User: Ukraine is and will be free and independent. Russian
bastards wanted to conquer us in 3 days but got fucked.
Ukraine will win! Glory to our Fighters! Glory to Ukraine!
(Translated from Ukrainian)↰

“Michelle Ortega” (venonisa): Many people in the
liberated Ukrainian cities already understand that Russia
is not trying to conquer Ukraine; it was merely liberating
Ukraine from Nazi oppression that puts Russian and
Ukrainian people in danger. (Translated from Russian)

Conversation 1: A propaganda message sent in reply to a
user message in a major news Telegram channel Nexta. This
propaganda message was manually deleted by moderators.

other popular social networks like X, Reddit, or Facebook in
both creating and combating information-based attacks.

On most social media sites, the content users see is influ-
enced by the “importance” as determined by the platform,
rather than being presented in chronological order. For exam-
ple, on Facebook users see a ‘feed,’ on X users see a ‘timeline,’
and on Reddit users see a ‘front page.’ In contrast, Telegram
users see all (non-moderated) messages sent to groups and
channels chronologically. Thus, to spread propaganda, ma-
licious accounts must appear legitimate enough for users to
read and react to them and for moderators to not delete them.
However, unlike on other platforms, propaganda accounts do
not have to craft their messages to be considered important by
the algorithm that prioritizes information for users. To achieve
their goal, propaganda accounts reply to user comments in
Telegram channels, as shown in Conversation 13.

Telegram does not perform content moderation for fake
news or disinformation campaigns [47]. In contrast to plat-
forms like X and Facebook where the platform itself decides

1We translate all dialogues in the paper to English. We provide the original
conversations in Appendix B. We also anonymize real users.



what should be moderated, on Telegram, the burden of mod-
eration and content cleaning lies on the owners/moderators
of groups and channels. Moderators have access to limited
information within their channels and typically operate manu-
ally or employ simple automation software aimed at deleting
obscene messages or fishing links.

We find that propaganda messages like Conversation 1 exist
in many popular Telegram channels and cover a wide range
of evolving topics and narratives that are not particular to a
single state or non-state actor, e.g., we find both pro-Russia
and pro-Ukraine narratives. As we show in our study, moder-
ators attempts to fight this propaganda activity show limited
efficacy. Thus, we focus on better understanding this type of
propaganda activity, and the accounts spreading it; and use the
insights we obtain to build mechanisms to assist moderators
in their attempts to eliminate propaganda accounts. While
the accounts we study exhibit certain bot-like characteristics,
we lack definitive ground truth to label them as such, so we
denote these accounts as propaganda accounts and refrain
from making judgments about their level of automation.
Prior Works on Social Media Propaganda. Despite the need
for a means to combat information-based attacks on instant-
messaging-based social media platforms, current security-
oriented research is mainly focused on X [20] and Reddit [35].
Existing works on propaganda accounts fall into two broad
categories. The first focus on measuring information-based
attacks [21, 54] and do not provide any directly actionable
input for moderators. The second propose detection methods,
many of which rely on account-specific information [20] or
account networks [24]. These are not suitable for Telegram
as they require access to account information and relation-
ships between different accounts. Other detection methods are
trained on texts with specific topics [25]. As we show in our
study, these do not generalize well to changes in propaganda
account behavior.

Two prior works [38, 42] have explicitly explored propa-
ganda detection on Telegram. Both differ from ours in that
their detection efforts focus on news articles that are spread
via Telegram channels primarily run by major Russian state-
affiliated entities, rather than on propaganda accounts and
the comments they spread. Solopova et al. tested their meth-
ods on “Telegram News”, which are news texts posted by
channel owners and only offer good performance on news
articles. Our evaluation includes the best method used in [38]
(BERT embeddings), trained on Telegram messages, which
performs worse than our best detector. Our classifiers are
not built on news articles, so they also likely do not apply
to propaganda appearing in government-sponsored news or
television [38, 42].
Contributions.

• We compile the first labeled Telegram propaganda
dataset of group messages and channel comments. This
dataset comprises 17.3M labeled messages from 13 po-

litical and news-oriented channels. It combines real-time
and historical data collection, allowing for the study of
existing manual moderation within Telegram groups and
comparison with designed mechanisms. The dataset is
available on Zenodo4.

• We discover a large-scale coordinated set of propa-
ganda accounts in Russian-speaking channels and groups
(which send up to 5% of messages in some channels).
We show that this activity covers a wide spectrum of
topics, gathers the attention of human users, and changes
its behavior over time. We also discover a smaller set of
pro-Ukrainian coordinated propaganda accounts.

• We design the first propaganda detection mechanism tai-
lored to propaganda accounts behavior on Telegram, us-
ing textual embeddings to capture relationships between
legitimate users’ messages and propaganda accounts’
replies. By relying on legitimate users’ inputs and not on
information easily modified by the propaganda account
owners, our detector makes evasion more difficult.

• We show that our detector identifies propaganda accounts
from a single propaganda message with a 97.6% accu-
racy (11.6% more than manual moderation), enabling
near-real-time moderation and reducing the impact of
propaganda on users. We also demonstrate high effective-
ness when tested on new propaganda topics and across
distinct propaganda accounts networks.

2 Propaganda on Telegram

2.1 A primer on Telegram
Telegram is a messaging and social media platform with over
800 million active users. Its social media functionality, built
on the private messaging infrastructure, operates differently
than typical social networks like Facebook or X [34].
Groups and Channels. Telegram users can communicate
through one-to-one conversations, multi-user chats called
groups, and broadcasting services called channels. In chan-
nels, subscribers can read posts (messages from the channel
owner) and, if enabled, comment on these posts. Channel com-
ments are internally implemented as messages in an attached
group which channel subscribers can also write to. Telegram
users only see content from their selected channels.
Moderation. Groups and Channels are often moderated by
the owners or their designated Moderators, who can delete
messages and ban accounts that do not comply with the chan-
nel’s rules or at their own discretion. Moderators can use 3rd

party automated tools, e.g., software-controlled accounts that
automatically ban messages according to certain simple cri-

2https://zenodo.org/records/14736756
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User1: The cringe fact is that people are hired as soldiers and sent to Ukraine,
even those from military production facilities. This means that they are ready to
send to the war even the most valuable specialists at the moment.↰

“Lira Kapustina” (unknown username): Ukrainian ultraright battalions and
PMC are not connected to the official Ukrainian government. They do not
follow government orders. They are literally wild berzerkers armed to the teeth.
The existence of these battalions itself is the reason for denazification.

User2: Fuck, are men now the main
experts on feminism? Please, leave
feminism for women.↰

“Gesha” (ronashisi): Radical
feminism is a mental illness, and
you cannot dissuade me.

Conversation 2: Two example replies from propaganda account to trigger messages from real users. Left: A deleted
propaganda account “Lira Kapustina” provides an unconnected reply about Ukrainian paramilitaries to a user complaining about
the Russian mobilization in Sept. 2022. Right: A propaganda account “Gesha” with username ronashisi responds to a feminist
comment with a discrediting statement.

teria such as messages containing Greek letters (commonly
used by scammers) or obscene words [26].

Available account information. Compared to social net-
works such as X, Instagram, or Facebook, Telegram has no
personal pages or profiles where users share information about
themselves. The only information available to other users, in-
cluding moderators, is online status and first and last names
(often users provide a nickname instead of a real name). Ad-
ditionally, users may choose to also reveal an account picture,
phone number, or account username (different from the first
name). However, since Telegram users are often interested in
private communication, they often hide all optional features.

2.2 Propaganda Behavior
Propaganda on Telegram can manifest in different ways, such
as state-funded media and influencers using their Telegram
channels to spread desired narratives [38,53]. In this paper, we
focus on another type: fake accounts commenting in channels
to spread misinformation or polarize certain discussions, both
of which have been studied on other social networks [9, 33].

In July 2023, we observed this kind of propaganda on some
Russian Telegram channels. The accounts spreading this pro-
paganda had distinctive traits that made them identifiable.
Some of these traits have since also been independently iden-
tified by an anonymous activist group Vox-Harbor [44].

Reactivity. Propaganda accounts did not start conversations,
only replied to messages or channel posts mentioning certain
topics or keywords, e.g., “War,” “Zelensky,” “Putin,” “Cryp-
tocurrency,” or “Feminism.” We refer to these messages as
trigger messages and show two examples in Conversation 2.

Random or western-looking usernames. Propaganda ac-
counts’ usernames followed two distinct patterns: either they
were random word-like strings with no meaning (e.g., “arari-
ale”, “fymopexiruf”, or “hevipifere”) or they were Western
names. Conversation 2 shows one example of each.

Unlinked replies. Replies from propaganda accounts differ

from typical responses in that they contain no link or reference
to the message they are replying to, while users often include
‘bridge words’ (e.g., ‘I agree’, ‘but...’) in their messages before
stating their opinion. Conversation 2 illustrates this behavior.

2.3 Building a Propaganda Messages Dataset

We use the traits described in the previous section to bootstrap
the collection of propaganda messages at scale. Here, we
describe our collection process to obtain a large dataset that
enables us to study the behavior of the propaganda accounts.

Data Collection. First, we determined which channels to col-
lect data from, focusing on both large and small channels from
different countries. To find large channels, we started with the
top ten most popular channels and groups listed in the Rus-
sian section of the TGStats catalog5 and manually identified
five channels that had signs of propaganda: Readovka, Ru2ch,
Topor, KK, and RT. Since all were Russian, we expanded our
search to the top Belorussian and Ukrainian channels, finding
one Belorussian (Nexta) and no Russian-speaking Ukrainian
channels with propaganda (as of July 2023). For smaller
channels, we manually searched for channels and found four
that contained propaganda content: Shtefanov, Rudoi, Sama-
ranews, and Donrfx. We have also randomly selected one
channel without propaganda activity spotted (SpecchatZ) in
order to see if moderation is present there as well. Finally, we
found two more mid-sized channels during the course of the
study that contained propaganda (Murz and Agitprop) and
use them only to enrich the historical dataset.

Overall, we have 13 channels in our selection with varying
subscriber counts (10K–1M), content types (political, enter-
tainment, news), and political perspectives (right, left, neu-
tral). These 13 channels serve as a large sample of telegram
channels containing persistent propaganda activity and are
sufficient to achieve the goals of this study: studying the pro-
paganda behavior and designing the countermeasure. Table 1

3tgstat.com
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Table 1: Telegram dataset summary. Telegram channels and groups that we collected. Columns Historical data, Real-Time data,
and Propaganda are reported in number of messages. The percentage in parenthesis denotes the ratio of propaganda messages to
the total number of messages per channel. (We saw propaganda activity in Ru2ch before and after the recorded period, but we
never observed it in SpecchatZ.)

Channel Subscriptions Category Audience Hist. data Real-Time data Propaganda

Readovka 2.3M Politics Right-wing 2.71M 863K 37.11K (4.6%)
Topor 1.25M Entertainment Neutral 1.15M 297K 3.86K (1.3%)
Nexta 1.02M Politics Neutral 1.61M 824K 18.13K (2.2)%
RT 809K Politics Right-wing 2.26M 584K 13.43K (2.3%)
KK 492K Entertainment Neutral 1.36M 158K 316 (0.2%)
Ru2ch 479K Mixed Neutral 3.25M 862K 0 (0%)
Agitprop 101K Politics Left-wing 720K - -
Murz 97K Politics Right-wing 566K - -
Shtefanov 78.3K Politics Neutral 1.44M 281K 2.25K (0.8%)
Donrf 41.2K Politics Right-wing - 90.6K 2.2K (2.4%)
SpecchatZ 26.9K Politics Right-wing 1.00M 359K 0 (0%)
Rudoi 26.9K Politics Left-wing 417K 47.3K 804 (1.8%)
SamaraNews 17.9K Mixed Neutral 7.7K 5.0K 270 (5.4%)

summarizes the data.
We use two methods to collect Telegram messages.

1. Historical message data. As in prior work [5], we use the
“Export chat history” Telegram API. Though the documenta-
tion is scarce, we observed that this API returned all messages
from either the past 36 months or up to a limit based on the
size or number of messages. For channels where the later
limit was reached, we called the API multiple times, ensuring
overlap between each call to cover all periods without gaps.
2. Real-time message data. The data collected through “Ex-
port chat history” does not contain deleted messages, so this
dataset lacks many propaganda messages directly deleted by
moderators. To ensure we have as many propaganda messages
as possible, we perform real-time data collection using the
method described in Appendix A. We run the data collection
for 2 months (Aug. 16 — Oct. 16, 2023).
Data Labeling. Two authors independently manually label a
subset of the messages we collected using the criteria outlined
in Sect. 2.2, focusing on the Rudoi channel, the channel with
the lowest moderation (7.9% of messages were deleted). This
approach ensured most of the historical data was untouched
by the moderators. We labeled both the real-time and histori-
cal data from this channel, reading the username and message
text for all accounts active in this channel. If one message was
insufficient to label an account, all messages for the given ac-
count were checked. An account was labeled as a propaganda
account only if both heuristics (username, and unconnected
reply) held true. The Cohen-Kappa agreement was ∼ 95.7%,
indicating very high agreement between labelers.
Data Augmentation. During the labeling process, we noticed
many repeated messages among the propaganda accounts.

Figure 1: Repeated texts length for propaganda accounts
and user accounts. Users tend to repeat short messages such
as emojis, single words, and short phrases, while propaganda
accounts mostly repeat relatively long texts.

These were long responses (as in Conversation 2), and there-
fore not merely coincidences. We quantify this in Figure 1,
which demonstrates that messages longer than 30 characters
were very rarely repeated by users. Thus, we consider long
message repetitions to be a distinctive behavior of propaganda
accounts. We exploit this fact to augment our propaganda ac-
counts dataset in a snowball manner. We build a database
with all propaganda messages larger than 30 characters writ-
ten by the propaganda accounts we manually labeled. Then,
for every account in the dataset, we check if they have written
any of these messages. If we find a match, we first manually
check that this is not a false positive. If it is not, we label
the matching account as propaganda account, and we add all
the long messages this account has written to our database.
We repeat this procedure until the number of propaganda ac-



counts stops increasing. On every step of this algorithm we
manually check all added accounts and exclude occasional
user accounts who may copy propaganda messages, in order
to mock them or other users. Due to the fact that propaganda
accounts repeat all the messages, the size of the manually
labeled set makes no difference in the final number of spotted
propaganda accounts as we show in the Appendix F.

Figure 2: Word graph for propaganda messages and user
messages. All the stems are translated by the authors. people1
("народ") and people2 ("люди") are two Russian words for
people. SMO ("СВО") – Special Military Operation, official
title in Russia for the Russian-Ukrainian war. The words on
the left side of the graph are more prevalent in the propaganda
messages while those on the right are more typical for users.

Labeling validation. We confirm that the heuristic features
we use for manual labeling are truly characteristics of propa-

ganda accounts. The augmentation step only uses repeated
messages as an indicator of propaganda accounts, so we can
validate the usefulness of our heuristic features by checking
whether the propaganda accounts we find via augmentation
share these features with the manually-labeled dataset.

Reactivity. In manual labeling, we used the fact that propa-
ganda messages only appear as a reply to users’ messages to
identify potential propaganda accounts. For the augmented
dataset we noticed only a very small portion (0.6%) of pro-
paganda messages without the reply-to field. Therefore, it
mainly captures the propaganda account behavior. In Section
4.3, we discuss what can be a possible reason for the primarily
reactive behavior.

Username pattern. On Telegram, users choose whether or not
to publicly display a username. In our dataset, 28% of users
(1,078/3,896) hid their usernames. We connected the single
instance of a propaganda accounts hiding its username to an
API error. We analyze these usernames to validate that the
patterns we identified manually in Section 2.2 hold in general.

We find 6,184 propaganda accounts that use a random
pattern that differs from normal user accounts, which are
usually based on some real or fictional objects. These pro-
paganda accounts’ usernames mimic basic statistics (length,
letter composition) of the users’ usernames but rarely refer-
ence Russian or English words. The remaining 65 propaganda
accounts in the real-time dataset, follow the pattern western-
name_number (e.g. John_Smith31). This pattern disappeared
from the dataset on 18 September 2023, indicating that propa-
ganda accounts may change naming conventions over time.

To verify that ‘pseudo-random’ patterns are indeed a propa-
ganda accounts characteristic, we use GPT-4 to determine
whether propaganda accounts’ and legitimate users’ user-
names reference objects or phenomena in Russian or En-
glish. We find that while 84.7% of user-chosen usernames
refer to existing words, compared to just 20.3% of propa-
ganda accounts. We perform a similar experiment for the
‘western-name_number’ pattern and find it in 0.8% of the
cases for legitimate users and 1.8% of propaganda accounts.
The prompts for the GPT-4 model are in Appendix C. We
conclude that our heuristic features for usernames did actually
capture propaganda accounts’ characteristics.

Unconnected replies. Our manual exploration revealed that
propaganda messages are typically not addressed to a partic-
ular person and are not tailored to particular user messages.
To validate this hypothesis, we check whether this linguis-
tic property holds in the augmented accounts. We compute
the frequency of specific words’ stems in both propaganda
accounts and user accounts. We plot these frequencies in a
wordshift graph (Fig. 2). We see that propaganda messages
do not contain ‘bridge words’ like the user messages. We
attribute this abnormal pattern to the fact that propaganda
accounts reuse text, so, by necessity, propaganda messages
are crafted to fit any discussion.



We conclude that our heuristic regarding the lack of con-
nection of propaganda messages to messages they reply to
actually captures propaganda accounts’ characteristics.

Dataset Limitations. The main limiting factor of our dataset
is the manual channel selection. The number, size, and di-
versity of selected channels are large enough to characterize
propaganda accounts and build a detector that works across
channels. Yet, given the small selection, we cannot make any
statement about the pervasiveness of this propaganda activ-
ity in Telegram. Performing a large-scale study to determine
pervasiveness is a possible direction for future work.

2.4 Telegram Propaganda: Presence & Impact

After augmentation, we have propaganda accounts labeled in
all channels except SpecchatZ, which had no propaganda ac-
count activity. We use these labels to estimate the presence of
propaganda activity (Table 1). We found 78.37K propaganda
messages (1.8% of the dataset), sent by 6,250 propaganda
accounts (2.2% of accounts). In some channels, like Sama-
raNews or Readovka, the propaganda messages represented
more than 4.5% of the messages sent.

We study the impact of propaganda accounts on these chan-
nels by computing the average number of replies per propa-
ganda message in our dataset, a metric we call effectiveness.
We cannot use more direct metrics like upvotesdownvotes or
the number of views per message [35], as such information is
not available from Telegram’s API. However, similar metrics
have been used in the literature to measure user engagement
with fake accounts [27].

To understand whether such effectiveness is significant, we
compare propaganda messages effectiveness with that of real
users. We show in Figure 5 that the effectiveness distribution
of both populations is very similar (users have an average
of 0.43 and propaganda messages have an average of 0.42.),
i.e. users are as likely to reply to propaganda accounts as
they are real users, indicating that users may not distinguish
propaganda accounts from actual humans.

3 Propaganda Accounts Characterization

We now analyze the collected data to gain insights into the
operation of propaganda accounts. In the following section,
we use these insights to extract valuable features to distinguish
propaganda accounts from users. Unless otherwise stated, we
use real-time data in this section.

3.1 Coordination

In our dataset, we see evidence of coordination, a common
feature of malicious accounts on social media, via repeated
messages. We compare the repeated messages by propaganda
accounts and users by building a social graph (see Figure 3).

While users write unique messages, propaganda accounts post
the same messages as other propaganda accounts. Many mes-
sages are even duplicated across different channels. As such,
we conclude that we are likely observing activity orchestrated
by a single entity, though we do not attribute this entity to any
particular state or non-state actor. We do not observe any spe-
cialization in terms of topics, i.e., propaganda accounts’ can
write on a wide variety of topics, and the volume of messages
is mostly determined by the account’s lifespan.

3.2 Account Characteristics

We now examine common characteristics in propaganda mes-
sages, primarily sourced from the bot detection literature.
These characteristics also suggest a relationship between the
propaganda messages.

Lifespan. Prior works on Twitter (now X) bot detection have
used account age as a feature to distinguish benign and mali-
cious accounts [7, 43, 50, 51]. As such, we determine whether
account lifespan also works as a distinguisher for Telegram
propaganda accounts. Unlike on X, we do not have a concrete
signal for when an account was created. Therefore, we define
lifespan as the time between the first and the last message
we observed. This definition is a lower bound of the actual
lifespan of the accounts since they may continue to exist after
the end of the observation period.

Figure 4 shows the lifespan of propaganda accounts and
user accounts. Propaganda accounts have rather short lifes-
pans, with over half of propaganda accounts active for less
than one day. This behavior is notably different from user
accounts. While among normal users, there are “occasional
visitors,” who can write a comment to the single channel post
and then disappear, more than 50% of users stay there for
more than 5 days, and ∼25% of the users were active in the
channel for the duration of the study.

Account Activity. Another common feature of bot detection
on X is how active an account is, e.g., accounts with more
tweets [23] or retweets [14] are malicious. Though some
works have determined that this is not a feature that is always
present in malicious accounts [15, 18], we find that in our
dataset this holds. In Figure 6, we show the difference in
activity between users and propaganda accounts. On average,
propaganda accounts are much more active than user accounts.
Although there are “resident” users who are very active in a
channel and write comments there daily, with the total number
of messages approaching 1,000, more than 70% of users send
less than 10 messages in total. Propaganda accounts, on the
contrary, often send more than 10 messages within 24 hours.

Channel Participation. Another characteristic, which is
unique to Telegram due to its channel structure, is the number
of unique channels in which one account is operating. In Fig-
ure 7, we display the distribution of the number of different
channels observed per account. Propaganda accounts are ac-



(a) Propaganda accounts (b) Users

Figure 3: Coordination graphs for the set of manually labeled users and propaganda accounts. Each node represents an
account and the edges between nodes are weighted by the number of long (> 10 characters), identical messages shared between
them. We exclude short messages to filter out texts like ‘yes’, ‘no’, and ‘why?’. Nodes are colored by community [8] (modularity
for propaganda accounts: 0.311, users: 0.787). The propaganda accounts graph is dense (average degree = 11.72) and has very
few isolated nodes. The user graph is sparse (average degree = 0.18) and a majority of the nodes (92.56%) are isolated. Users
rarely repeat each other messages save for some “meme” phrases and the foreign agent message [48], which is the most repeated
text across different users. A graph built on the entire dataset of propaganda accounts can be found in Appendix G.

tive in multiple channels simultaneously, while user accounts
tend to stick to one channel.

3.3 Message Characteristics
We now study differences between propaganda accounts and
users in terms of message metadata, language, and topic.
Message Length. Propaganda accounts send, in general,
longer messages than users (see Figure 8). Users often use
short texts like ‘Yes’, ‘No’, or ‘Why?’, which are never used
by propaganda accounts. Propaganda accounts’ replies are
typically messages of medium to large length. Some users,
however, write long messages (longer than 1,000 characters)
to support their point of view in a discussion. This behavior
is absent in the case of propaganda accounts.
Trigger messages language. Next, we study whether there
is a language pattern in trigger messages to understand when
user messages trigger propaganda activity. We conduct a stem

frequency analysis on all the trigger messages from the his-
torical and real-time data, as well as an equal-sized random
sample of user messages. The results (Figure 9) show that
most of the messages the propaganda accounts reply to are re-
lated to politics and, in particular, to the war in Ukraine. These
messages also share similar vocabulary with propaganda mes-
sages. We conclude that propaganda accounts target their
replies to the most suitable messages to place propaganda.

Topics. We now study the corpus of propaganda message
texts from historical and real-time datasets to determine what
narratives they spread. In order to identify propaganda ac-
counts in the historical dataset, we use the same augmentation
procedure as used for the real-time data (Section 2.3). We
obtain ∼60K unique messages.

We use a semi-automated approach to cluster topics. We
apply DBSCAN to cluster SBERT [31] embeddings. We
use the version of SBERT pre-trained on Russian language
datasets [36]. Then, we augmented the resulting ∼180 clusters



Figure 4: Minimal Lifespan distribution for propaganda
accounts and user accounts. Lifespan is measured as a pe-
riod between the first and the last message in the real-time
dataset. The last percentile on the histogram contains “per-
sistent” accounts since the duration of the study was ∼1,100
hours. Overall, we see that most propaganda accounts live
less than one day, and no propaganda accounts are present for
the duration of the study.

Figure 5: Effectiveness of propaganda messages is compa-
rable to the effectiveness of messages by actual users. The
distributions are similar, indicating that users are unlikely to
distinguish propaganda accounts from other users.

manually: we searched for certain words, like “corruption” or
“Zelensky”, manually checked the texts, and assigned them to
the corresponding clusters. In the end, we assign topics for
∼80% of the propaganda messages. We illustrate the structure
of the topics by the cluster map (Figure 11). The topics can
be divided into four broad groups:

Generic Propaganda. Narratives affine to the Russian Gov-
ernment’s official agenda. The most popular are messages
criticizing V. Zelensky and the Ukrainian government. A sig-
nificant number of messages cover Russian domestic issues
such as corruption, public healthcare, wages, and demography,
as well as topics like vaping, feminism, and cryptocurrency.
EXAMPLE: Just look at Zelensky’s behavior in public. He looks
back and forth, nose sniffs, and hands don’t find their place, it’s the
behavior of a typical junkie.

Predictable Events. Topics associated with a certain date,

usually a national holiday or a government-organized event
such as elections. These include congratulatory messages or
messages to promote engagement in statewide activities.
EXAMPLE: Happy New Year to all citizens of Russia! I wish not to
give up in the new year, to continue your journey to your dreams,
and to achieve it.

Unpredictable Events. Reactions to recent relevant events,
which cannot be predicted. The reaction usually appears
one or two days after the event (as illustrated in Fig. 10).
Examples of such events are the Wagner Group rebel-
lion, the Israeli–Palestinian war in October 2022, the Ar-
menia–Azerbaijan war escalation, or minor Russian internal
events like the Moscow naked party in December 2023.
EXAMPLE: All Wagner’s activities are illegal - if anyone wants to
join them now, they become a traitor to their homeland.

Emotional reactions. Reactions to, e.g., criminal or accident
news with condolences, despair, or support messages; or ex-
pressions of agreement on pro-Russian statements by users.
EXAMPLE: (in response to a message about a murder that happened
somewhere) I cannot read this news. I feel sick when I imagine this
picture in real life.

The full description of selected topics can be found in
Appendix D.
Topic Temporality. Now that we have an understanding of
the types of topics, we consider their temporality. We observe
that topic composition is not fixed over time (see Figure 10).
Around 40% of the topics persist over the entire observa-
tion period, while ∼20% of topics, typically associated with
events, are active for short periods of time, often less than one
month. We illustrate these shifts for some selected topics in
Figure 10.

4 Propaganda Detection

In previous sections, we demonstrated that Telegram channels
contain a large number of propaganda accounts. We now
propose methods for detecting these propaganda activities.

4.1 Human Propaganda Moderation
On Telegram, channel-level moderation can be performed by
human moderators who detect and clean propaganda activi-
ties by banning propaganda accounts and deleting propaganda
messages. We identify deleted propaganda messages by com-
paring the real-time and historical datasets. We use this obser-
vation to detect the presence of propaganda moderation in a
channel and measure its effectiveness, (see Table 2). We mea-
sure the moderation effectiveness as the ratio of propaganda
messages deleted by moderators to the total number of labeled
propaganda messages in a channel. We see a large variance in
moderation effectiveness, ranging from below 20% (Rudoi) to



Figure 6: Number of messages for pro-
paganda and user accounts during
the observation period. Propaganda ac-
counts demonstrate a similar level of ac-
tivity despite a shorter lifespan.

Figure 7: Number of active channels for
propaganda and user accounts. Most
users stick to one channel, while pro-
paganda accounts are active in multiple
channels simultaneously.

Figure 8: Message length distributions
for propaganda and user accounts. Pro-
paganda messages range from 10 - 1k
characters, while users may send a single
emoji or write a long post.

Figure 9: Word graph for trigger and non-trigger messages.
All the stems are translated by the authors. Zelya("Зеля") –
diminutive form for Zelenskyy, RF("рф") – Russian Federa-
tion. On the left side of this graph are the stems that are more
prevalent for the trigger messages, while on the right side are
the words typical for non-trigger messages.

more than 80% of propaganda messages removed (RT, Nexta,
and Shtefanov). Comparing these ratios with the total modera-
tion rate, i.e., the total number of deleted messages divided by
the total number of messages in a given channel, we see that
in some channels, the moderation of propaganda messages
is much more aggressive than other messages. By contact-
ing the moderation team of the Shtefanov channel (87% of
propaganda messages deleted), we confirmed that their high
success rate is due to their moderation policy’s focus on the

detection and deletion of propaganda messages alongside a
substantial human effort into checking every message.

Table 2: Propaganda moderation effectiveness measured as
the ratio of deleted propaganda messages to the total number
of propaganda messages in a channel. Higher percentages
indicate more aggressive moderation. We also report the ratio
of all deleted messages to the total number of messages.

Channel Size Propaganda Total
Moderation Moderation

RT 584K 94.7% 9.3%
Shtefanov 281K 87.5% 15.2%
Nexta 824K 84.1% 19.6%
SamaraNews 5.0K 64.1% 56.8%
KK 158K 45.2% 13.3%
Readovka 863K 38.5% 16.5%
Topor 297K 29.6% 26.2%
Rudoi 47.3K 19.9% 7.9%
SpecchatZ 359K - 18.5%

We conclude that some Telegram channels have a strong in-
terest in propaganda moderation, and they do so mostly using
manual detection and deletion. Manual detection has several
drawbacks. First, it requires a dedicated staff (either hired or
volunteered). Second, moderators are not always online, and
their reaction time is limited by their concentration and read-
ing abilities. Third, a non-negligible portion of propaganda
messages (5-15%) remain visible to the users and attract inter-
actions from them. Finally, human moderators are exposed to
propaganda content, which may result in psychological issues,
similar to hate speech or violent content moderation [39].



Figure 10: Topics temporality. Left: Timeline of Selected Topics Note that the Prigozhin rebellion [49] started on the 23rd of
June, but the corresponding messages appeared only the next day, on the 24th. Right: Topic Longevity - Total activity time for
different topics in days. Almost half of the topics are ephemeral (their lifespan is less than 100 days).

Figure 11: Cluster map for the propaganda messages. Cluster map is generated using UMAP. Different colors represent
different clusters. Some clusters and groups of clusters are annotated in order to illustrate main topics and narratives. The central
area consists of multiple clusters, mostly about the Russian-Ukrainian war, these small clusters are denoted with numbers. The
largest fraction of the corpus is made up of messages dedicated to the War in Ukraine. The second largest group of clusters are
topics related to the internal policies of the Russian Federation.

4.2 Automated Propaganda Detector

Automating propaganda detection would remove the need for
an online dedicated staff, as it provides a better detection rate
more quickly and cheaply than human moderators. To remain
more effective than human moderators over time, it should
also be at least as robust to changes in propaganda behavior,
e.g., associated with new topics.

In line with work on other platforms (e.g., X [28] and
Reddit [35]), we consider detection solutions in the form of a
machine-learning classification model, which can be deployed

by channel owners via the bot API on Telegram.

The classification model must only use information avail-
able via the API, i.e., the information moderators have access
to. This consists of account information (First Name, Last
Name, Username), message metadata (date and time, size),
and message content (message text, trigger message text). As
such, current SOTA approaches based on relations between
different accounts (e.g., based on connections in the social
graphs [1,16,29]) are also not possible. We do not use account
information because it can be easily hidden or manipulated.



Table 3: Detection Performance. We report the average effectiveness over channels that have aggressive propaganda deletion
policies, i.e., Nexta, RT, and Shtefanov. For comparison, we include the effectiveness of human moderators (see Table 2), where
we report the precision due to the lack of false positive data for the accuracy estimation.

Method Overall Accuracy New Topics Accuracy Validation

Human Moderators 86.0% 81.2% -
Handcrafted features 83.8% 88.6% 80.6%
Trigger embeddings 79.0% 41.3% 54.0%
Propaganda embeddings 96.8% 89.4% 81.2%
Trigger-Propaganda ensemble 96.5% 77.5% 73.4%
Trigger-Propaganda embeddings 97.4% 93.0% 88.8%

We implement the following approaches:

Handcrafted features. We use handcrafted features com-
puted on messages’ metadata and content, like those widely
used in the bot [17, 20], trolls [35], and spam [12, 52] detec-
tion literature. Concretely, we select the following textual
features from [45]: message length, number of words, number
of URL links, number of emojis, number of exclamation marks,
number of question marks, message time in seconds, latency
between message and reply in seconds. We use these features
to train XGBoost [11], RandomForest [22], LightGBM [55],
Decision Tree, Logistic Regression, and DNN classifiers. We
only report results for the XGBoost model, since it achieved
the best performance on our tasks.

Propaganda embeddings. The content of propaganda mes-
sages is different from user messages in terms of specific word
frequency and style (see Sect. 3.3). Content-based detection
in the literature is based on the use of n-grams [30], or textual
embeddings [19, 25, 46]. In this work, we use the latter since
textual embeddings are an n-grams generalization. Concretely,
we use the same pre-trained SBERT embeddings that we use
in Sect. 3.3 for clustering as they show good performance on
other Russian language NLP tasks. We try several classifiers,
including XGBoost, trained on these embeddings, and report
results on the best performing one: a simple 3-layer DNN.

Trigger embeddings. Trigger messages are distinct from user
messages in terms of their word frequencies (Sect. 3.3). An
additional advantage over propaganda messages is that they
cannot be manipulated by propaganda creators. We use the
same embeddings and classifiers as for propaganda messages.

Trigger-Propaganda ensemble. We combine the results of
the classifiers trained on trigger embeddings and propaganda
embeddings in an ensemble. We take as output the rounded
sum of the output of these two detectors.

Trigger-Propaganda embeddings. Using an ensemble does
not capture any relationship between trigger messages and pro-
paganda messages. Yet, we know that these pairs often appear
distinct from normal conversations (see Conversation 2). To

capture this mismatch, we assume that the textual information
is partially preserved in the embedding, and feed the concate-
nation of embedding pairs of triggers and the corresponding
propaganda replies to the same DNN-based classifier.

4.3 Evaluation

We evaluate all approaches with respect to the requirements
in Section 4.1, and report the results in Table 3.

Automated detection performance. We first evaluate
whether automated detection can obtain better performance
than human moderators. We evaluate the automated detection
approaches by training the classifiers on messages collected
between August 16 and September 18, 2023 and testing their
performance on messages collected between September 18
and October 16. This separation splits the data to train and test
evenly and mimics a realistic scenario in which moderators
deploying the detector can only train on labeled data from the
past. To ensure that the evaluation is fair in terms of accuracy,
we create a balanced dataset in terms of propaganda messages
and users’ messages.

The results of this evaluation (2nd column in Table 3)
show that using trigger-propaganda embeddings, trigger-
propaganda ensemble, and propaganda embeddings as input
to the classifier outperforms human labelers. Among these,
trigger-propaganda embeddings performs the best, closely
followed by only using the content of propaganda messages.
Notably, while the trigger-propaganda ensemble and trigger-
propaganda embeddings use the same input data, there is a
large difference in terms of performance. We interpret that
this is because explicitly capturing the relation between trig-
ger messages and their replies is important for detection. Also,
trigger-propaganda ensemble does not improve over just us-
ing the propaganda messages, indicating that the trigger itself
carries little information for detection.

Performance on unseen topics. Propaganda messages may
refer to events or facts that are not present in the training
period. In this section, we study how the different automated



Table 4: Worst topic accuracy. Red numbers indicate that the topic is in the top 5 worst topics per detector. Bolding indicates
the best detector for each topic. We also report human moderators’ performance in moderated channels. For example, the 2nd

worst topic for the trigger-propaganda embeddings was Terrorism and the handcrafted features performed the best on that topic.
For human moderators, we use “-” when topics have less than 50 messages in their channels.

Topic Trigger-Propaganda emb. Propaganda emb. Handcrafted features Human Moderators

Roads Developing 60.0% 60.0% 74.0% -
Terrorism 68.1% 66.7% 73.9% -
Alcoholism 77.5% 64.1% 23.3% -
Holidays 77.7% 40.7% 63.0% -
Education Developing 79.7% 80.5% 63.2% 72.5%
Sadness Emotion 89.9% 69.5% 1.2% 81.0%
Cryptocurrencies 91.1% 97.0% 11.8% -
Sad News Emotion 97.2% 81.7% 23.4% 82.4%
Despair Emotion 96.5% 91.2% 45.6% 82.7%
Ukrainian Refugees 100.0% 100.0% 98.9% 77.7%
Palestine-Israel 88.8% 81.5% 81.9% 77.7%
Russia Helps 99.3% 97.8% 98.5% 77.8%
Culture Developing 99.3% 99.7% 75.3% 79.4%

approaches perform in such circumstances. We observed five
new topics on the test set:

1. Road Development: The growth of Russian’s road net-
work.

2. Alcoholism: The decrease in alcohol consumption in
Russia, thanks to the introduction of new laws.

3. Putin Birthday: President birthday wishes (Oct. 7).
4. Armenia-Azerbaijan: The Nagorno-Karabakh war and

Armenia-Azerbaijan relations (from Oct. 20 after the escala-
tion that started on Oct. 19).

5. Palestine-Israel: The Israel-Hamas war (from Oct. 9
after the events on Oct. 7).

The 3rd column in Table 3 shows the average accuracy
across new topics. Trigger-Propaganda embeddings provide
the best capability to adapt to new topics (93.0%), followed
by using propaganda embeddings (89.4%). Trigger messages
yield very poor results, likely due to overfitting. Whether
alone or in the ensemble, trigger messages reduce the detector
performance considerably since they vary greatly in language
and length, unlike propaganda messages which follow certain
style patterns that can be captured by embeddings.

The performance of all automated approaches decreases on
new topics, and so does the performance of human moderators
(5% decrease). We conjecture that human moderators also
need to “learn” these new topics, to efficiently delete the
propaganda messages associated with them.

Error analysis. We now study whether detection performance
degradation is due to the appearance of new topics or if certain
topics are inherently more difficult to classify than others.

We plot the distribution of accuracy over topics of

handcrafted features, propaganda embeddings, and trigger-
propaganda embeddings in Figure 12. Using trigger-
propaganda embeddings demonstrates the most consistent
results across topics. Using handcrafted features results in
poor generalization, with some topics being particularly diffi-
cult to identify even if they exist in the training set.

Figure 12: Accuracy distribution for different topics.
Trigger-Propaganda embeddings demonstrate the most con-
sistent performance across topics. Handcrafted features offer
very bad performance on some topics.

We explore this issue in Table 4, which shows each de-
tector’s performance on its worst five topics. Handcrafted
features perform poorly on emotional topics, cryptocurrency-
related messages, and alcoholism because these topics tend to
have short messages (e.g., “I do not understand what crypto
is.”), and message length is one of the handcrafted features.
The Holidays topic is difficult for all approaches since holiday-
related messages, such as “Happy New Year!” also appear in
the user messages. Still, trigger-propaganda embeddings yield



good results when the propaganda message is inconsistent
with the trigger message (see Conversation 3).

Finally, we study whether human moderators make the
same errors as automated detectors. Figure 13 shows that most
of the trigger-propaganda embeddings errors are also made
by handcrafted features, making it almost strictly superior,
while the ML-based methods share few errors with humans.
Table 4 shows that most topics problematic for humans are
not for ML-based detectors. We found no clear reason why
some topics are easier for humans. An interesting case is
the Putin_Birthday topic where human moderators have a
precision of 94.2% while the best ML-based detector (trigger-
propaganda embeddings) only achieves 91.5%.

Figure 13: False negatives in ML-based detectors and hu-
man moderators. A Venn Diagram of human errors, hand-
crafted features and Trigger-Propaganda embeddings.

Validation on Pro-Ukrainian propaganda network.
Though automated detection generalizes to unseen topics,
it is not clear if the detection methods can retain their perfor-
mance if propaganda accounts change their behavior more
radically. Here, we evaluate the performance of the detectors
on a second network that we discovered during our evaluation.

Pro-Ukrainian propaganda network. During error analysis,
we found some false positives had clear propaganda pur-
poses but distinct content and account behavior. These mes-
sages contain pro-Ukrainian propaganda targeted at a Russian-
speaking audience. We call this network pro-Ukrainian, as

Figure 14: Effectiveness of pro-Ukrainian propaganda
messages The pro-Ukrainian messages tend to attract more
replies than messages written by user accounts.

Figure 15: Lifespan of the pro-Ukrainian propaganda ac-
count accounts. The lifespan pattern differs significantly
from the pro-Russian account lifespans (Fig. 4): they are ac-
tive longer than users, despite lower presence in total.

opposed to the pro-Russian network presented in the previous
sections. The pro-Ukrainian accounts repeat messages from
each other but not from accounts in the pro-Russian network,
indicating a unique, second network. We did not find these
channels at the beginning of the study because these accounts
were not active in the channels we use for hand-labeling.

The examples of messages used by the pro-Ukrainian net-
work include:
EXAMPLE: “Under Putin’s leadership, Russia has witnessed system-
atic violations of human rights, restrictions on freedom of speech,
and the suppression of opposition.”

EXAMPLE: “Ukraine has all the signs of a sovereign state: its own
constitution, economy, army, and it represents the interests of its
people in the international arena.”

EXAMPLE: “The concentration of power in just one man’s hand can
slow down the decision-making process and lead to an insufficient
response to challenges and changes in society and the world.”

Pro-Ukrainian propaganda accounts use fictional nick-
names for first and last names (e.g., “Atlanta” or “Az Air.”),
instead of common names, and hide their usernames. Their
topics and style also differ from the pro-Russian accounts.
The activity of these accounts is sporadic: they are active for
short periods (1-2 days), disappear (20-30 days), and then
reappear, demonstrating a relatively long total lifespan (Fig.
15). Unlike the pro-Russian accounts, we also observe that
they react (e.g., like) each other’s comments. Despite these dif-
ferences, pro-Ukrainian accounts, as pro-Russian ones, often
post replies unconnected with the trigger messages, demon-
strating the same lack of ‘bridge words’ (Fig. 16). It is hard
to compare the effectiveness of these networks since they op-
erate mostly in different channels and time periods. However,
pro-Ukrainian accounts surpass user accounts in the average
number of replies (Fig. 14, 0.65 vs 0.43), indicating that this
network may also draw significant user attention. We report
additional information about this network in Appendix E.

Evaluation. To evaluate automated detection on the pro-
Ukrainian network, we repeat the labeling and augmentation



User1: One may ask, What does Putin’s birthday
have to do with it?↰

“daniil” (ahanthuda): Vladimir Vladimirovich,
Happy Birthday! May everything go well for you!

User2: Happy 71st birthday to Putin! He was born in Leningrad in 1952
on October 7, but despite his age, V. Putin is still as handsome as ever!↰

“Mark” (xiverelaroya): Our leader is strong! I wish you a happy
birthday, Vladimir Vladimirovich!

Conversation 3: Examples of errors for propaganda embeddings detector (left) and for both propaganda embeddings
and Trigger-Propaganda embeddings detectors (right) Left: A propaganda account does not catch the irony and provides an
unconnected reply. the Trigger-Reply system spotted the mismatch between the user message and reply, while the detection
system using only the message information failed. Right: The conversation is completely normal, the reply matches the message,
and even human labelers cannot detect a propaganda account based on this conversation.

Figure 16: Word graph for pro-Ukrainian propaganda
messages and user messages. All the stems are translated
by the authors. SMO ("СВО") – Special Military Operation,
official title in Russia for the Russian-Ukrainian war.

from Sect. 2.3 and obtain 2.7K propaganda messages, which
we balance with an equal number of user messages.

We observe a performance degradation for all approaches
(Table 3, 4th column). The embeddings-based methods show
the most significant drop (11-15%). Handcrafted features drop
just 6%, since message length, its main heuristic, remains use-
ful for long pro-Ukrainian messages. Trigger-Propaganda
embeddings still perform the best (88.8%), likely due to its ca-
pacity to capture the relationship between triggers and replies.

Robustness to Evasion. In addition to robustness against
topic and domain shifts, robustness against intentional evasion
is essential. Here, we show that detector evasion is non-trivial
without manually altering behavior. Even if the adversary uses
large language models to alter the message style or stops using

trigger messages (losing effectiveness), the performance of the
trigger-propaganda embeddings remains largely unaffected,
indicating cheap automation is unlikely to succeed.

We evaluate the robustness of the designed method to delib-
erate changes against two attacks. Due to computational con-
straints, these attacks were applied to a random sub-sample
of 1,000 messages from the test data. The results of these
experiments are reported in Table 5.

Table 5: Robustness to the different attack vectors. We
report the clean accuracy for our sample, accuracy after drop-
ping the trigger, and accuracy after the style change and short-
ening attack (Rephrase), done by GPT-4 model.

Method Clean No Trigger Rephrase
Trigger-Propaganda 98.2% 94.0% 95.7%embeddings

Propaganda 97.2% 97.2% 92.8%embeddings

Sending messages without any trigger. Almost all propa-
ganda messages in our dataset are replies to messages. This
may be because in order to send a message that is not a re-
ply to a channel, a user must join the channel, which sends
a join chat event to the moderators and adds them to the
chat member list (i.e., makes them more visible and raises
suspicion). Messages that do not have a “reply-to” field are
also less visible because the channel subscribers who are not
members of the attached group will not see it (For example,
out of 2.8M Readovka subscribers, only 10K are members of
the attached group). That may explain why only a very small
portion (0.6%) of propaganda messages were not replying to
other messages. Due to the reasons stated above, we consider
this attack vector severely damaging to the attacker’s utility.
However, we evaluated this attack on the test messages sam-
ple by artificially dropping their reply-to field and passing
them to the detector. The performance of Trigger-Propaganda
embeddings detector remains high at 94%.

Changing style of the propaganda messages. Another eva-



sion technique is changing the style and length of the mes-
sages while keeping the content the same. We simulate this
attack by asking the GPT-4 model to shorten the text and
change its style. This method can also lead to the degrada-
tion of utility: shorter messages may have less of an impact
on users, though a user study would be needed to confirm
this. We performed this attack with fewer changes in style
and without affecting the message length, but the detector’s
accuracy did not decline. This attack is also largely inefficient.
Moreover, the higher drop in performance for Propaganda
embeddings detector (4.4% vs 2.5%), supports our assump-
tion that including the Trigger-Propaganda relationships to
the detector method improves its robustness to evasion.

4.4 Deployment Considerations
We assess the financial and computational requirements asso-
ciated with using trigger-propaganda embeddings, the best-
performing detector. Since this detector includes two neural
networks, it can be executed purely on CPU or with GPU ac-
celeration. Renting a dedicated server with a CPU is cheaper,
which may be important for small, unmonetized channels.

We measure the average time for processing trigger-reply
pairs one by one on the test set, which gives a worst-case
timing estimation with respect to using badges. Using an
NVIDIA RTX 3070 GPU, the average computation time is
0.015 ± 0.001 sec, while for an AMD Rysen 4700G CPU,
the computation time increases to 0.25 ± 0.01 sec. We do
not have the technical means to measure the reaction time of
human moderators (the Telegram API for deletion events is
considered unreliable [40]). However, the visual reaction time
for a human is more than 0.2 seconds [4], without accounting
for time to read, process the content, make a decision, and
click all the buttons in the app (and the fact that humans
cannot always be online). During our manual labeling, we
could not label a message faster than in 1-3 seconds. We
conclude that even using a slow CPU-based detector would
result in a reaction time gain over human moderation.

Renting a GPU can even be profitable: a GPU node on
Amazon AWS costs 0.21$/h [2], while the federal minimum
wage in Russia is equal to 1.2$/h, and the average salary is
∼4$/h [37]. In reality, a dedicated GPU for detection is un-
likely to be fully loaded (due to the low frequency of incoming
messages), and the GPU price can be further optimized using
services like inference-on-demand [3].

5 Conclusion

Telegram and other instant messengers are main sources of
information in critical situations, in particular outside of the
Western world. Our work evidences that due to its instant-
messaging nature, which is structurally different than the typ-
ically studied platforms in the literature, Telegram requires
new collection and analysis methods. As such, we leveraged

textual embeddings to capture the behavior of the propaganda
accounts we found to obtain a quick and effective detector
that outperforms human moderators by 11.6% and is robust
to topic changes. Our Telegram-tailored collection and anal-
ysis allowed us to discover two large coordinated networks
spreading propaganda and misinformation around the Russo-
Ukrainian war and other politically-charged topics.

While future work should test to what extent our detec-
tion method generalizes to other propaganda campaigns on
Telegram, this paper already shows that it is possible to help
mitigate the threat of information-based attacks in instant
messaging-based social networks. We hope that our results
inspire the security community to broaden its attention be-
yond Western-centered social networks and build more tools
to reduce information-based attacks worldwide.
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has joined, the client receives events from the Telegram server

https://telegra.ph/Kremleboty-v-Telegrame-Bolshoe-issledovanie-ot-Vox-Harbor-01-26
https://telegra.ph/Kremleboty-v-Telegrame-Bolshoe-issledovanie-ot-Vox-Harbor-01-26
https://telegra.ph/Kremleboty-v-Telegrame-Bolshoe-issledovanie-ot-Vox-Harbor-01-26


when a new message appears in a group. The client checks if
the source of the message reported in the event is in our list of
observed groups, and if this is the case, the application saves
the messages as a JSON string, which we later refine in order
to maintain the same format as we have in the historical data.
To log into this client, we use a Telegram account belonging to
one of the authors. This method allows us to download group
messages, channel posts, and comments, since every channel
has the attached “Discussion” group, where all comments and
posts are shown as messages.

B Conversation samples sources in Russian
and Ukrainian

Original version of the Conversation 1:

User: "Україна була i буде завжди свободна i неза-
лежна нi вiд кого тiльки рашисти уроди хотiли захва-
тити за 3 днi а получили хуй в сраку ,вам пизда уже
убивцi Україна Переможе ! Слава Нашим Бiйцям !
Слава Українi!"↰

“Michelle Ortega” (venonisa): "Не один освобож-
денный житель украинских городов, где ведутся
боевые действия, уже убедился в том, что Россия
не пытается захватить Украину, а лишь освобож-
дает её от нацистского давления, оказывающего
невероятную опасность для людей России и Укра-
ины."

Original version of the Conversation 2 (Left):

User1: "Отдельный угар в том, что вербуют в зону
сво прямо на некоторых военных предприятиях. То
есть они готовы бросить в пламя войны даже самых
необходимых в моменте специалистов"↰

"Лира Капустина" (unknown username): "Нацба-
ты и ЧВК не имеют отношения к официальной
армии. Их мало интересуют приказы официаль-
ных властей. В прямом смысле слова неуправля-
емые берсерки, вооруженные до зубов. Само по
себе существование вот таких вот боевых отрядов
в Украине одна из причин денацификации."

Original version of the Conversation 2 (Right):

User2: "Бля а мужчины выскочили как самые глав-
ные знатоки феменизма
Оставьте феменизм для женщин суки"↰

“Gesha” (ronashisi): "Радфем - серьезная болезнь.
Мое мнение не изменить."

Original version of the Conversation 3 (Left):

User1: "Казалось бы, при чем тут день рождения
Путина "↰

“daniil” (ahanthuda): "Владимир Владимирович,
с Днем Рождения, пусть у Вас всё будет просто
хорошо!"

Original version of the Conversation 3 (Right):

User2: "Поздравляем Путина с 71-м Днём рождения.
Родился он в Ленинграде в 1952 году 7 октября, не
смотря свой возраст В.Путин всё также красив как
и всегда."↰

“Mark” (xiverelaroya): "Насколько сильный у нас
лидер! От всей души поздравляю вас, Владимир
Владимирович!"

C GPT-4 prompts used in the paper

Prompt used for the random-username experiment:

After a string @@@, I will give you a
username. Tell me please if this username
contains a clear reference to something in
Russian or English language. The reference
can be to first or last names, events, movies,
literature, history, nature, pop-culture, etc.
If there is no reference, just answer one
word ’No’, otherwise say ’Yes’ and explain
the reference. Note that users can replace some
letters in usernames by digits, e.g. ’i’ can be
replaced with ’1’ or ’o’ can be replaced with
’0’. @@@

Prompt used for the western-username experiment:

After a string @@@, I will give you a
username. Tell me please if this username is
a combination of the first name and the last
name common for the United States or United
Kingdom. Note, that the last name can have some
additional numbers or characters at the end
like in “Smith5” or “Smithk”. If it is explain
why, if it is not just output one word “No.”.
@@@
Prompt used for the rephrase attack experiment:

After the string @@@ I will give you a piece
of text in Russian language, please rephrase
the given text preserving the meaning, but
significantly changing its style. Make it
shorter and more informal, closer to what a
normal person would write. Keep the output in



the same language as input, and do not include
@@@ in the response. @@@

D Selected Topics

In this Appendix, we list all the topics mentioned in Section 4
with brief descriptions and examples
Roads Developing. This topic contains messages explaining
that the road system in Russia is constantly improved by the
government.
EXAMPLE: Now it’s very easy to solve the problem of dangerous
sections of roads, pits and holes – you just have to go through the
State Service App (Gosuslugi) – it’s gonna be quick!

Terrorism. Messages explaining that the Russian government
fights terrorism.
EXAMPLE: It’s great that in Russia, day and night, the government
fights terrorists and other threats, providing security for the citizens
of the country!

Alcoholism. Messages in this topic explain that the situation
with alcohol consumption is improving in Russia, and the
government has introduced working policies.
EXAMPLE: Yeah, there are a lot of rehabilitation centres now, so
there are fewer drunkies since they’re going straight to treatment.

Holidays. Messages tied to certain national Holidays, such
as New Year, Constitution Day, Mother’s Day, etc. Example:
EXAMPLE: I want to wish all of you a new year of fulfilling all your
wishes, and all your dreams come true!

Education Development. This topic contains texts explaining
that the Russian educational system is good and is improving
every year. Example:
EXAMPLE: I’m so happy that Russian education is now developing
very dynamically. My sister is studying at Moscow State University
school - she really likes it

Culture Developing. Similar to the Education Development,
but about culture.
EXAMPLE: No one in Russia would neglect cultural development!
We have so many talented people who fantasize about amazing ideas,
and the state is helping to make this happen!

Sad News Emotion. These messages contain emotional
responses to user messages containing information about
crimes, disasters, etc.
EXAMPLE: I wish there were less news like this

EXAMPLE: I’m shocked by this kind of news

Sadness Emotion. Similar to the previous topic, but not tied
to the news, just expressing sadness.
EXAMPLE: That’s so fucking gross.

EXAMPLE: Fuck. Is it possible not to see something like that again?

Despair Emotion. Another emotional topic, more about fear.
EXAMPLE: Fuck, that’s awful.

EXAMPLE: It’s scary, so scary.

Putin Birthday. Messages wishing Putin a happy birthday.
EXAMPLE: Vladimir Vladimirovich is really working hard for Russia,
he’s doing a lot for us. Happy birthday, our president!

Cryptocurrencies. Messages expressing doubt about cryp-
tocurrencies.
EXAMPLE: I don’t think the crypto is gonna be anything serious, it’s
just a toy.

EXAMPLE: Crypto here, crypto there, and it is a fucking soap bubble
which is hyped all over the place.

Income. Messages convincing people that the average in-
come is not getting worse or that the government controls the
process. Both personal examples and general statements.
EXAMPLE: Well, don’t make it up, even if we’ve got a little lower in-
come, the authorities are already keeping that matter under control.

EXAMPLE: I don’t know who’s earning less now. Personally, I’m
fine.

Ukrainian Refugees. Messages explaining that Ukraine must
stop the war if they want refugees to go back home.
EXAMPLE: In general, I understand that the refugee situation could
have been avoided easily. Zelenskyy, if he were worried about the
people, would have made a truce with Russia at the beginning. Now
he has to do the same thing right now, so that more people don’t run
away to other countries.

Palestine-Israel. Messages regarding Israeli–Palestinian con-
flict. Interestingly, most of the messages were pushing towards
immediate peace; also there are messages putting the blame
for this conflict on the US.
EXAMPLE: It seems to me that the only way to resolve this whole
situation between Palestine and Israel is through peace talks, other
methods are not working.

EXAMPLE: The US can help in a peaceful solution, but they always
pick up a scenario that only triggers a war: it was in Ukraine, now
we’re seeing it in Israel!

Russia Helps. Messages explaining that Russia helps com-
mon Ukrainians.
EXAMPLE: We are not going to leave people in the liberated towns
and settlements; we are willing to continue to support them until
the situation improves, and there are a lot of videos on the internet
directly from those delivering humanitarian aid.

E Pro-Ukrainian propaganda account net-
work

In this appendix, we extend our analysis of our data regarding
the pro-Ukrainian network introduced in Section 4.3. We have
labeled 2.7K messages from 53 different accounts, operating
from May 25 to October 5, 2023.

On Figure 17b, we build the community graph using the
same text-repetition method as in Section 3.1. Overall, it
supports the hypothesis that these networks have different
origins and behavior. While the pro-Russian network does not



(a) pro-Russian (b) pro-Ukrainian

Figure 17: Community structures for the pro-Ukrainian and pro-Russian propaganda account networks The pro-Russian
network is highly connected and does not demonstrate any well-separated communities. On contrary, pro-Ukrainian accounts
form 3 distinctive communities, formed during sporadic activity periods. The green cluster appeared first on May 25-27th, 2023,
followed by the purple one on July 1-7th, and the orange during short periods in August, September and October.

demonstrate distinctive communities, the pro-Ukrainian ones
form three distinctive clusters, associated with short periods
of their sporadic activity.

F Labeling completeness

In this appendix, we show how the size of the manually
labeled subset affects the number of propaganda accounts
spotted after the augmentation process. First, we took our
manually labeled set of propaganda accounts and artificially
reduced it by 50%, 75%, 90%, 95%. After that, we applied
the snowball augmentation procedure until it converged.

Besides that, we investigated if selecting one particular
channel affects the augmentation performance; we took an-
other channel (Shtefanov) and manually labeled 3̃0K mes-
sages in this channel. After performing the same augmenta-
tion procedure with additional data, we found no difference in
propaganda accounts spotted. The results of these experiments
are reported on the Figure 18. It shows that the manually la-
beled sample size does not affect the final size of the labeled
dataset, and manually labeling more data does not provide
any improvement in the data quality.

0 1 2 3 4
Snowball iteration

102

103

104

105

Pr
op

ag
an

da
 m

es
sa

ge
s

5%
10%
25%
50%
100%
100%+Shtef.

Figure 18: The dataset size during the augmentation pro-
cedure. Different lines correspond to different portions of the
dataset used in the initialisation of the snowball augmentation
procedure. 100% + Shtef.

G Community structures for the propaganda
accounts after the showball augmentation

Figure 17a shows the coordination graphs for all propaganda
accounts after snowballing was applied. Recall that each
node represents an account and the edges between nodes are
weighted by the number of long (> 10 characters), identical
messages shared between them. Nodes are colored by com-
munity [8]. Like Figure 3, the propaganda accounts graph is
dense (Average Degree = 105.423) and has very few isolated
nodes.
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