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Abstract
Compartmentalized software systems have been recently pro-
posed in response to security challenges with traditional
process-level isolation mechanisms. Compartments provide
logical isolation for mutually mistrusting software compo-
nents, even within the same address space. However, they do
not provide side-channel isolation, leaving them vulnerable to
side-channel attacks. In this paper, we take on the problem of
protecting compartmentalized software from hardware cache
side-channel attacks. We consider unique challenges that com-
partmentalized software poses in terms of securing caches,
which include performance implications, efficient and secure
data sharing, and avoiding leakage when shared libraries are
called by multiple callers. We propose SCC - a framework
that addresses these challenges by 1) multi-level cache par-
titioning including L1 caches with a series of optimizations
to minimize performance impact; 2) the concept of domain-
oriented partitioning where cache partitions are created per
memory domain, instead of per compartment; and 3) creating
a separate partition instance of a shared library code for each
caller. We formally prove the security of SCC using opera-
tional semantics and evaluate its performance using the gem5
simulator on a set of compartmentalized benchmarks.

1 Introduction

Modern programs are becoming increasingly complex soft-
ware systems that often integrate code developed by inde-
pendent and mutually untrusting parties. The interactions
between code components often take place using insecure in-
terfaces [7,16,26,34,50,53,63,65,72,75,82,84,85,90,97,104].
As an example, consider a browser that incorporates a just-
in-time compilation module that compiles and executes a
web application which is linked to a cryptographic library
storing secret keys. In this case, a malicious web applica-
tion can potentially compromise secrets held in the crypto-
graphic library, as well as the data of the compilation module
itself. Traditional process-centric isolation security models

are insufficient to protect systems and applications from such
vulnerabilities within the same address space.

In response to these emerging threats, several in-process
compartmentalization mechanisms have been developed to
provide intra-process memory isolation [2, 4, 19, 39, 40, 42,
66, 70]. In the above browser example, in-process isola-
tion can prevent the web application code from accessing
memory regions of the cryptographic library or the com-
pilation engine, creating isolated compartments in memory
within a single process. In-process compartmentalization solu-
tions come in various forms, including secure enclaves (such
as Intel SGX [1, 19]), page-based memory access control
schemes [75], or capability-based systems [90]. Regardless
of the implementation and security principles behind these
designs, current proposals are developed around protecting
memory accesses and ensuring computation integrity. Un-
fortunately, side-channel attacks through shared hardware
resources have remained outside the threat model these solu-
tions consider. At the same time, side-channel attacks, particu-
larly those exploiting shared caches, have been demonstrated
in diverse software environments that benefit from in-process
compartmentalization, including browsers [30, 64, 77], cloud
services [71], virtual machines [32, 44, 102], and graphics
frameworks [86].

In this paper, we propose new cache hierarchies that pro-
tect compartmentalized software from side-channel attacks;
to the best of our knowledge, this is the first paper that de-
fines and explores this problem. At a high level, our solu-
tion augments existing memory protection schemes with fine-
grain cache partitioning, where in-process compartments can
control the data that is isolated from other compartments in
the cache across multiple cache levels. Designing efficient
and secure partitioned caches supporting compartment isola-
tion requires solving several performance, functionality, and
security-related challenges, which we describe next.

First, applying fine-grain partitioning to L1 caches is expen-
sive because L1 caches are accessed frequently, have stringent
latency constraints, and are likely to be on the critical path of
execution. Previous work leverages flushing the L1 cache on a



context switch or a system call to avoid partitioning overheads
in traditional systems [3, 5, 11, 28, 73], while using partition-
ing for lower-level caches for security. However, flushing the
L1 cache on compartment switches is too expensive for in-
process compartments since compartment switches can occur
frequently (Section 3.1). Instead, we propose performance-
friendly partitioning of L1 caches, using locality-aware opti-
mizations. The new design supports leakage-free L1 caches
in compartment-based systems with only a modest impact on
performance.

Second, compartments of the same program often share
data with other compartments. From the standpoint of a parti-
tioned cache design, a naive compartment-oriented scheme
(where a partition is created for each compartment) will in-
troduce significant performance inefficiencies, security prob-
lems, and complications for cache coherence protocols. To ad-
dress these issues, we propose the concept of domain-oriented
partitioning, which shifts the partitioning boundaries to be
around secure memory regions (referred to as domains, Sec-
tion 3) rather than software compartments.

Third, for complete protection, we consider information
leakage caused by external code usage. For example, calling
commonly used libraries can leak secrets through cache side-
channels even when the attacker does not share common data
with the victim [33, 86, 95]. This threat is exacerbated for
compartmentalized software due to the crossing of compart-
ment boundaries. To this end, our design allows an instance
of a compartmentalized library to be maintained in the cache
for each of its callers, effectively preventing library call leak-
ages. In the rest of the paper, we refer to our design as Secure
Caches for Compartments (SCC).

We describe the hardware architecture of SCC, develop
a formal model based on operational semantics to prove its
security and evaluate its performance using the gem5 cycle-
accurate microarchitectural simulator. Our results show that
protection from cache side-channel attacks can be achieved
with 7% performance loss on average for compartmentaliza-
tion schemes that support coarse-grained memory protection.
SCC incurs area and power overhead below 1%.

2 Threat Model and Assumptions

We consider compartmentalized programs where compart-
ments are mutually mistrusting. Specific attacks that we
consider include the following code components vulnera-
ble to side-channels: browser clients [30, 64, 77], cloud ser-
vices [71], compromised shared libraries [32, 37, 86, 95],
APIs [30, 64], untrusted OS [12, 37, 61], virtual machines
[32,44,102], as well as enclaves in TEE systems such as Intel
SGX [12, 20, 29, 51, 61, 62, 100].

Figure 1 shows four recent cache-based attacks in multi-
component systems. Figure 1(a) shows a scenario where two
threads of a program run on a Simultaneous Multi-Threading
(SMT) core and leak sensitive information from the victim to
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Figure 1: Variations of cache side-channel attacks in multi-
component software environments.
the attacker in a TEE-based system [12]. Figure 1(b) shows a
cache occupancy attack where malicious client code probes
total cache occupancy, obtaining a fingerprint of the website
being accessed by the victim [77]. Figure 1(c) shows an attack
in which an attacker invokes functions in a graphics library
to infer timing information about other callers by probing
the time it takes to complete utility functions [86], inferring
their keystrokes. Finally, Figure 1(d) illustrates an attack in
which the untrusted OS utilizes single stepping to control the
victim workflow and probe each operation [37]. Even though
compartmentalization schemes take security measures against
an adversarial OS, none assumes an OS that exploits external
library dependencies for cache attacks. Therefore, we develop
systems to protect caches even under kernel interrupts.

We do not consider cross-compartment leakage that can
occur through program direct/indirect flows. For example,
if a secret value is used to control the access to data that is
shared between the victim and the malicious compartments,
the secret-dependent access patterns to shared data can be
established by the attacker without side channels. We assume
that it is the responsibility of the baseline compartmentalized
system to avoid such leakage either through programming or
compiler support [34, 59].

3 Mitigating Cache Side-Channel Attacks on
Compartments: SCC

Conventional programs perform arbitrary accesses to data
within their user-level address space without authorizing the
permissions of the code components, a model called ambient



compartment_0()

{

    start_compart(0);

    //...

    access D1;

    //...

    call D4;

    //...

    end_compart(0);

}

//...

compartment_1()

{

    start_compart(1);

    //...

    access D3;

    //...

    access D1;

    call D4;

    //...

    end_compart(1);

}

//...
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Figure 2: SCC Overview: code compartments, memory domains, permissions, and cache partitions.

authority. However, the ambient authority model exposes the
program to potential attacks if any of its untrusted compo-
nents is compromised. Software Compartmentalization (SC)
is an emerging paradigm that is designed to mitigate secu-
rity issues of ambient authority by segregating privileges of
different code components by structurally modifying the pro-
gram [7,16,26,34,50,53,59,63,65,72,75,82,84,85,90,97,104].
The components of the program are disassembled into iso-
lated entities called compartments. To control access rights
of these compartments, memory is divided into subregions,
where each region is associated with a set of permissions
given to compartments. SC literature refers to these memory
regions using different terms; we use domains. SC systems
typically allow domains and ambient memory areas (areas
unprotected beyond traditional means) to coexist, assuring
compatibility with legacy code. Each domain is associated
with a set of permissions that define specific compartments
that are allowed to access data in that domain. This allows
domains to be exclusively allocated to specific compartments
while being isolated from other compartments. In this sec-
tion, we describe SCC - an architecture that augments SC
memory protection schemes with secure cache hierarchies
(based on cache partitioning) to thwart in-process cache-based
side-channel attacks.

Figure 2 depicts the high-level overview of SCC and the
relationship between compartments, domains, and cache par-
titions. This example considers a process with two compart-
ments and five domains. Domains D0 and D2 are exclusive
code domains belonging to compartments C0 and C1, respec-
tively. D1 is a data domain and is shared by C0 and C1. D3
is an exclusive domain that belongs to C1. D4 is an external
library code domain that is accessible by both compartments.
We also assume that the system allows ambient code to coexist
with protected compartments at runtime.

SCC partitions the cache space based on memory domains
rather than code components (i.e. compartments), an approach
detailed in Section 3.2. To support isolation of domains in
caches, SCC equips each cache with three hardware struc-

tures: 1) Domain Remapping Table (DRT) - the structure that
keeps the address remapping metadata (Section 3.1), 2) Ac-
tive Domain Register (ADR) - the structure that maintains a
single recently used entry from the DRT for optimization pur-
poses (Section 3.1), and 3) Horizontal Domain Table (HDT)
- the structure that enables horizontal compartmentalization
(Section 3.3). These structures are used in combination to
direct memory domain accesses to their respective cache par-
titions. SCC implements set-based partitioning for scalability,
where each partition is composed of several consecutive sets,
and the number of sets in a partition is a power of two.

The cache ways are statically divided into areas, one for
domain-specific data and the other for ambient data. For ex-
ample, in the L1 data cache, two partitions are designated for
domains D1 and D3 in ways 0 and 1, while ways 2 and 3 are
reserved for the ambient area. Allocating separate space for
the ambient area allows ambient accesses to be unimpacted
by the partitioning logic and preserves the performance of
program sections that rely on ambient authority.

SCC ensures seamless compartment switches by retaining
partitions in the cache. When a compartment is switched out,
its private domains are preserved in the cache for future use
as long as the cache capacity is not exceeded, avoiding un-
necessary cache evictions. In the scenario shown in Figure 2,
compartment C0 is currently running on the core, and the
private domain D3 (along with its associated data) is stored in
the cache. This allows low-overhead compartment switches
as compartment C1 does not have to reallocate its domains
and repopulate the cache once it starts executing.

The permission configuration for the domains is stored
in a permission table integrated into the MMU. This table
resembles the mechanisms used by other SC schemes with
some important differences [7, 16, 75, 85]. Permission tables
are typically used for boundary checks during page walks.
This implies that recently used domain permission metadata
is kept in some form of cache for performance reasons. These
caching mechanisms can be implemented in the form of dedi-
cated hardware structures [75], TLB extensions [7], or a com-



bination of both [85]. SCC uses a TLB-based approach, where
TLB entries are extended to contain domain metadata along
with address translation information (Section 3.1).

3.1 Latency-Aware Partitioned L1 Caches

Cross-compartment attacks primarily target the L1 caches, as
co-location is naturally established when both the attacker
and the victim operate within the same process. Since L1
caches are on the critical path of execution in modern proces-
sors, the timing impact of securing them must be low. One
simple and low-complexity mitigation strategy for protecting
L1 caches is to flush them during switches between mis-
trusting parties (compartments). While flushing L1 caches
is feasible for regular programs with monolithic threat mod-
els [3, 11, 28], it entails significant performance degradation
for compartmentalized programs. The reason is that frequent
cross-compartment calls result in severe underutilization of
the cache space (shown in Appendix 2) and low hit rates, due
to frequent cache flushes. Figure 18 (in Section 5.2) shows
the performance impact of flushing caches on compartments
for our benchmarks - on average, there is 60% performance
degradation.

To support secure L1 caches without relying on flushes, we
propose latency-aware partitioning. To implement this, the
original cache addresses have to be remapped to the addresses
within a targeted partition. To this end, SCC maintains a hard-
ware structure called Domain Remapping Table (DRT). Each
entry in the DRT consists of three fields: domain metadata,
partition ID, and partition mask. When a domain is accessed,
the DRT is consulted to determine its location in the cache.
Since the DRT access is needed to determine the partition set
index, it adds to the latency of L1 cache accesses.

Figure 3 shows the timeline of a cache access with
SCC compared to the traditional Virtually Indexed Physi-
cally Tagged (VIPT) L1 caches. In the baseline VIPT, cache
access is overlapped with a TLB access by using bits from
the virtual address directly to index the cache set (Baseline
VIPT in Figure 3). With domain-oriented partitioning of SCC,
determining which physical page (and thus, the domain ID)
is being accessed is only possible after the address translation
completes either through a TLB access or through a page
table walk. Therefore, the DRT access occurs only after the
TLB access is complete, and the cache access itself can only
start after the DRT access is complete (Unoptimized SCC in
Figure 3). The result here is sequential access to the TLB,
the DRT, and the cache, likely resulting in two additional cy-
cles to the L1 cache access compared to the baseline VIPT
cache. This has a significant performance impact. To address
this problem, we observe that domain accesses typically ex-
hibit a strong locality of references: the ID of the accessed
domain is very likely to match that of the previous access.
We can therefore predict that the same domain ID will be
used again and speculatively perform the access before the
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Figure 3: Timeline of a cache access under different scenarios.

TLB translation is completed. To support such predictive ac-
cesses, SCC maintains a register that holds the most recently
accessed DRT entry. This register is called an Active Domain
Register (ADR). In case of domain mispredictions, the correct
DRT entry is retrieved and is recorded in ADR (SCC with
ADR in Figure 3). This optimization eliminates sequential
TLB→DRT→cache assesses and only adds two gates to the
critical path compared to VIPT caches.

Figure 5 shows the domain prediction accuracy with ADR
for L1 instruction (left plot) and data (right plot) caches.
The L1 instruction cache has above 90% prediction accu-
racy across all programs. However, the ADR hit rate of the
data cache is workload-dependent as domains are more fre-
quently switched in the data space. Indeed, workloads with a
high number of domains such as lame, jpeg, rijndael, and nab
exhibit higher misprediction rates: 31%, 30%, 68%, 32%, and
32% respectively. The increased latency introduced during in-
struction fetch (during L1 instruction cache accesses) is more
critical for performance due to the pipeline stalls. At the same
time, the extra cycles required for L1 data cache accesses
can often be hidden by out-of-order execution. Performance
results presented in Section 5.2 account for all these effects.

SCC inherits TLB entry extensions proposed by prior
work [7, 85]. The metadata kept in these additional fields
of the TLB entries are implementation-specific; these can be
details such as protection keys or capabilities depending on
the compartmentalization scheme. This is orthogonal to the
cache protection (the main goal of this work) but is needed
for the complete design to work.

Figure 4 depicts the cache access dataflow for a 4-way and
16-set L1 cache with four partitions. As shown in 1 , the VIPT
cache access starts at the same time as the TLB access. For the
set index to fit into a location within the partition boundary,
SCC transforms the set index into the effective set index
through a partition ID and a partition mask. Annotation 2
depicts the combinational logic used to remap accesses within
the partition. The higher bits of the set index are omitted
by using the active partition mask. This operation creates a
partition offset, which then gets prefixed by the partition ID
to generate the effective set index. This extension adds only
two simple gates to the logic. In Section 5.3, we demonstrate
how the latency of these two gates can be hidden behind the
banking and subarray access logic of a typical L1 cache.
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After the set index remapping operation completes, the
new index now points to the appropriate partition. Note that
ambient accesses go through the traditional set indexing logic
and do not incur any additional access latency. Since cache
partitions have fewer sets than the entire cache, larger tags
are required in combination with smaller indexes to avoid tag
aliasing. This is common to all set-based cache partitioning
schemes [3, 73, 81]. We evaluate the area overhead incurred
by additional tag bits in Section 5.3.

The correctness of the domain prediction must be verified
after the TLB entry is accessed, as shown in 3 . If the domain
metadata field within the TLB does not match the ADR, then
the access has to be aborted and repeated for the correct do-
main. In this case, the DRT is accessed to retrieve the actual
domain’s partition ID to be placed in the ADR as shown in
4 . ADR mispredictions impact performance, but they do not
occur frequently.

ADR speculations do not cause leakage across domains
since cache accesses through the ADR do not fetch data into
a register until the domain security check is complete. ADR
accesses only target a speculated cache block, and the ac-
cess is invisible to software until the value is written to a
register. However, it is possible to infer the last accessed do-
main by probing the access latency differences caused by the
ADR. Therefore, the ADR must be flushed upon compartment
switches to prevent cross-compartment leakage.

3.2 Domain-Oriented Cache Partitioning

Isolation schemes that target monolithic software typically
assume that page sharing between programs is minimal or non-
existent. This allows such systems to tolerate the infrequent
delegation overhead when data sharing is needed [60, 98].
However, with our threat model, compartments access com-
mon pages through varying sets of permissions and continu-
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ously interact with one another (after all, they are part of the
same process). This means that SCC should allow flexible
sharing among compartments while complying with permis-
sion composition. Compartments may have exclusive and
shared partitions coexisting in the cache as separate domains.

Figure 6(a) shows the leakage and performance inefficien-
cies caused by having a single domain per compartment. In
this example, compartments C1, C2, and C3 all have permis-
sion to line X and are executed in that order. C1 writes to X
and then gets switched by C2, which loads line X again. Since
all compartments have access to X, X should be written to
all partitions of other compartments, introducing both perfor-
mance and security issues. From a performance standpoint,
multiple lines must be written back to multiple partition do-
mains, increasing cache pressure. From a security perspective,
write-backs may evict lines from exclusive pages, creating
opportunities for attackers to extract cross-domain eviction
sets.

In response, we introduce the notion of Domain-Oriented
Partitioning (DOP). As opposed to compartment-oriented
partitioning, DOP ensures that caches provision partitions that
are allocated per domain rather than per compartment. Figure
6(b) shows an example of DOP, where four partitions with
different permissions coexist in the cache: P0 is a partition
shared by all compartments, and P1, P2, and P3 are private
partitions for compartments C1, C2, and C3 respectively. If
X is written to the shared partition P0, it does not evict X
from any private partitions, as evictions are limited only to
partitions with the same permission composition.

When a new domain is introduced to the system, the parti-
tion layout of caches has to be dynamically readjusted. While
each introduction (or deletion) of a domain results in flush-
ing of some part of the domain area of the cache to make
space, other permission operations such as permission grants,
revocations, transfers, and page allocations do not affect the
partition layout.

To integrate a new partition into the cache, SCC shrinks
the size of the largest currently allocated partition by half and
allocates the new partition to the newly freed-up area. If all
partitions have the same size, SCC shrinks the oldest allocated



partition. Since the partition size only depends on the current
layout configuration, it does not leak any secret-dependent
information.

We illustrate the partition layout reorganization process in
SCC in Figure 7, where domains are progressively introduced
to a cache with 16 sets. During the allocation of a new par-
tition, only the bottom half of the victim partition has to be
flushed and the rest of the cache remains intact. For example,
when D1 is allocated, the lines in sets 8 to 15 are evicted and
invalidated, while sets 0 to 7 continue to retain data from par-
tition D0; those lines do not need to be evicted or reallocated
in the cache because their addressing does not change. All
changes occurring during layout reorganization are reflected
in the DRT to maintain consistency.

While the partition allocation process may leak informa-
tion, this leakage is coarse-grained and not dependent on
secret data, as established in Section 2. Furthermore, the leak-
age is bounded by the number of domains that are maximally
created for a given application. For example, if only 8 do-
mains are used, then only 8 layout adjustments will be made,
most likely in the initial stages of the execution. Once all
domains are allocated, they will remain in the cache without
further reorganization throughout the rest of the execution.
Although the resizing-induced leakage is small and difficult
to exploit, it can be mitigated by various techniques such as
decoupling the timing of partition allocation decision from
actual allocation [103] or even pre-allocating partitions ahead
of time.

SCC can be integrated with several specific SC implemen-
tations. Table 1 summarizes these schemes. SCC supports
page, range, and VMA-level granularity schemes. Prior works
on process-level cache isolation [3, 5, 21] demonstrated effec-
tive schemes for managing cache partitions across multiple
cache levels. We discuss how SCC can be integrated with
multi-level cache isolation schemes in Section 3.4. Current
SC schemes typically impose a hardware limit on the number
of memory domains. For example, the maximum number of
domains supported by Intel MPK [42] (also the same as ARM
Memory Domains [4]) and IBM Power [40] are 16 and 32
respectively. Our current implementation also imposes similar
limits on the number of cache partitions (we assume the limit
of 64 in our evaluations).

In multi-threaded executions, the same compartment—a
code entity—could potentially be called from different threads
with multiple concurrent instances. If they happen to inter-
leave, race conditions would occur for DRT maintenance. To
address this, SCC seals (i.e., locks) the compartment upon its
entry and unseals (i.e., unlocks) the compartment upon its exit.
This is implemented by extending the domain metadata with
a seal bit. Sealing/unsealing ensures correctness for SCC, and
interestingly, pays a minimal price in performance. The latter
is due to the fact that it SCC, if a compartment is meant to be
called from multiple threads, horizontal compartmentalization
is used, as we shall see next.
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Figure 7: Partition layout reorganization when four domains
are created sequentially.

SC System Granularity Dom. Management Design Space
CODOMs [85] Range/Page* Hardware Capability/MMU

Donky [75] Page OS/Hardware MPK/MMU
LOTRx86 [53] Page OS/Hardware MPK/MPX/MMU

MemSentry [50] Page/Byte** Compiler/ Hardware MPK/MPX/MMU
Nested Enclaves [65] Page Hardware SGX/MMU

SecureCells [7] VMA Hardware MMU
Shreds [16] Range OS/Compiler MMU

*Hybrid granularity. **Depends on the configuration.
Table 1: SC mechanisms compatible with SCC.

3.3 Horizontal Compartments in Caches

Programs that utilize shared libraries (or call common code)
can leak sensitive information through caches even when the
two callers share no pages. [33,86,95]. We illustrate this issue
in Figure 1(c) in Section 2, where two caller compartments
invoke the same function in a shared library. Depending on
the victim code’s function arguments, different instructions
from the library are executed (and therefore brought into
the instruction cache). By measuring the timing of its own
subsequent call to this common function, the attacker can
deduce which input-dependent instructions have been fetched
into the cache by the victim code [86]. This leakage may
also be possible through two objects from the same class
invoking the same member function. Furthermore, library call
leakage persists even when compartmentalization and cache
partitioning are deployed since partitions assigned to a library
code still maintain the same code instance for all callers.

To mitigate this problem, we propose to create a separate
partition in the instruction caches for each caller. The general
concept is known as horizontal compartmentalization in the
SC literature [34]. We extend this notion to cache partitions
to mitigate library call leakages at the cache level. SCC sup-
ports manual annotation for publicly used code areas (such as
libraries or APIs) to be horizontally compartmentalized.

We call each compartment with this feature en-
abled HComp. We extend the baseline ISA to include
horiz_compart operation. This instruction allows the pro-
grammer to annotate necessary address boundaries within
the code segment as an HComp. This instruction also noti-
fies the cache subsystem to treat accesses from HComps to
map to different domains called HDoms. Access to HDoms
is determined by the caller’s identity. HDoms are entirely
managed by the SCC hardware and are not defined by the
compartmentalization framework or the rest of the system.
Due to the possibility of a diverse range of callers, SCC has a
hard limit on the number of co-existing HDoms for a single
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Figure 8: Horizontal compartmentalization of an HComp
library in the cache.

domain. This may require occasional flushes in caches.
Figure 8 depicts how common code invocations from differ-

ent callers are remapped into separate partitions. In the figure,
there are two callers to the code compart_callee, which has
two HDoms allocated for it. Here, caller_2 makes the call
before caller_1. Therefore, the ADR contains an outdated
metadata. To avoid access collision, we include the physical
address of the caller instruction in the ADR to indicate the
caller’s identity. Upon being called, the HComp at address
0x63 accesses an additional hardware called the HDom Ta-
ble (HDT). The HDT maintains the caller’s physical address,
HDom ID, partition ID, and domain metadata in each entry
to verify access validity. In the example, Domain X has two
HDoms since there are two callers to the callee. Accesses to
HDoms are redirected to the HDT first rather than the DRT.
After the HDT entry is read, the DRT and ADR are updated
with the correct partition ID. This process enables caches to
divert subsequent accesses within HDom without additional
latency. If the HComp has not previously allocated a domain
for the caller compartment, it allocates a new entry (thereby a
new HDom) in the HDT. Caches flushes are not incurred as
long as the HDom cap is not reached. Note that the ADR was
augmented with the caller’s physical address as a new field.

This mechanism is applicable exclusively to read-only
cache lines, where aliasing and data coherence do not present
problems. However, write requests to any horizontal partition
trigger a full flush of other partitions of the corresponding
HDom. This guarantees that dirty and outdated instances of a
cache line are not simultaneously retained in the cache.

3.4 Integration with Shared Caches
SCC can be seamlessly integrated with secure shared
caches [3,5,21]. In this case, domain-level partitions is nested
within traditional process-level partitions (PLPs) that isolate
processes from each other. This approach enforces both inter-
process and intra-process permission compositions while
maintaining isolation within the cache hierarchy.

This approach is illustrated in Figure 9, which shows two
compartmentalized processes running on separate cores that
share a last-level cache (LLC). Each isolated process is as-
signed a PLP, containing multiple domain-level partitions. To
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Figure 9: Integration of SCC with shared caches

enforce PLP boundaries, the LLC maintains per-core PLP
metadata (remapping tables). In SCC, these tables are only
used during the allocation of domain-level partitions to ensure
that they are confined within the corresponding PLP. Once a
domain-level partition within a PLP is allocated, the existing
structures of SCC (DRTs and ADRs) are used to perform
cache accesses without going through PLP metadata struc-
tures. SCC inherently addresses cache coherence for shared
memory, since partitions are created per memory domain, in-
stead of per compartment, thus avoiding multiple copies of
shared memory locations in the same cache. Other consis-
tency and scalability issues associated with partitioned private
and shared caches can be addressed using mechanisms de-
scribed in TEE-SHirT [3]. SCC does not introduce any new
challenges in this respect.

4 A Formal Security Analysis
We now rigorously establish the security guarantees provided
by SCC. Similar to prior work [3], our approach is to define
the essential cache-aware program behavior through small-
step operational semantics. We present an outline of the for-
mal model here, with a focus on unique aspects of SCC. The
full model is included in the Appendix.

4.1 Definitions
Common Notations Notation xm represents the sequence of
[x1, . . . ,xm] for some m ≥ 0. When the length of a sequence
does not matter, we also shorthand xm as x. We use /0 to
represent an empty sequence and comma (,) as the binary
operator for sequence concatenation. We also call a special
form of sequences, x 7→ x′, a mapping when the elements in
x are distinct. For any mapping M, we use notations M[x 7→
x′], M\x, dom(M), ran(M) to refer to the update, restriction,
domain, and range of M with standard definitions. We say a
sequence X is a non-contiguous subsequence of X ′, denoted
as X ⊑ X ′ iff there exist sequences X1, . . .Xm,Xm+1 such that
X ′ = X1,x1,X2,x2, . . . ,Xm,xm,Xm+1 where X = xm for some
m ≥ 0.

Compartments, Domains, and Permissions We use
metavariable χ ∈ COMPART for compartment labels, ∆ ∈



DOMAIN for domain labels. We define permissions Φ ∈
PERM as a function COMPART⇀ P (DOMAIN). In other
words, Φ represents the entries in the permission table with
value 1. Set COMPART contains a special value ⊥ for am-
bient code. Set DOMAIN contains an (overloaded) value ⊥
for the “ambient domain”, i.e., memory locations accessible
by all compartments, including the ambient code.

SCC Cache Our formal model models the cache hierar-
chy κ by relating single-level cache units ψ. To simplify
formalization, we associate identifiers to single-level cache
units (λ ∈ CU) and CPU cores (q ∈ CORE). Following prior
work [3], a cache hierarchy is captured by a static mapping
H : CU∪CORE→ CU∪{⊤}, which maps a “child” cache
unit in the cache hierarchy to its “parent” cache unit, where a
“child” cache unit is closer to the CPU core than its “parent”.
For completeness, we use ⊤ to represent the “imaginary” par-
ent of the physical cache unit at the root of the cache hierarchy.
H is a total and surjective function, and the relation it defines
forms a poset. The definitions in this paper are implicitly
parameterized by H.

Each single-level cache is defined as a tuple ⟨F ;V ;C;R⟩,
where R is the metadata support for cache replacement, a struc-
ture deferred to the Appendix. A standard way-set cache C is
a mapping WAY×SET→ STATUS×TAG×DBLOCK.
We use metavariables w,s,vb, t,D to represent the elements
in the 5 sets, and use C to represent the cache. We further call
⟨w;s⟩ a cache block index, and use metavariable c to repre-
sent it. Sets WAY, SET, TAG are subsets of NAT. Status
set STATUS= {VC,VD, IC, ID} contains 4 labels, denoting
the cache block as valid-clean, valid-dirty, invalid-clean, and
invalid-dirty, respectively. Metadata V and F , will be elab-
orated in the next two subsections. Given ψ = ⟨F ;V ;C;R⟩,
and C(c) = ⟨vb; t;D⟩, we define the following convenience
functions for updating various components of the cache:

ψ{c 7→ vb′} △
= ⟨F ;V ;C[c 7→ ⟨vb′; t;D];R⟩

ψ{c 7→ D′} △
= ⟨F ;V ;C[c 7→ ⟨vb; t;D′];R⟩

ψ{c,δ 7→ v} △
= ⟨F ;V ;C[c 7→ ⟨vb; t;D[δ 7→ v]];R⟩

ψ{s 7→ T} △
= ⟨F ;V ;C;R[s 7→ T ]⟩

Constant AMBIENT is defined as the lowest way index as-
signed for ambient computations. We define the operator
of invalidation C ≀ c as C[c 7→ ⟨IC; t;D⟩] if C(c) = ⟨VC; t;D⟩,
as C[c 7→ ⟨ID; t;D⟩] if C(c) = ⟨VD; t;D⟩, and C otherwise.
We further define flush(C,s,n) as flushing all n sets of non-
ambient cache, starting from set index s. It is defined as
C ≀ ⟨s;0⟩ ≀ ⟨s;1⟩ . . . ≀ ⟨s;AMBIENT− 1⟩ . . . ≀ ⟨s + n − 1;0⟩ ≀ ⟨s +
n−1;1⟩ . . . ≀ ⟨s+n−1;AMBIENT−1⟩.

Memory Memory µ ∈ BLOCKID → DOMAIN ×
DBLOCK is block-based. Note that each memory block is
associated with a domain ID (DOMAIN). Structurally, a data
block D ∈ DBLOCK maps the offset δ ∈ OFFSET to the
instruction ι ∈ INST (“code segment”), or a piece of data
n ∈NUM (“data segment”). Sets BLOCKID, OFFSET, and
NUM are subsets of NAT.

Given a memory address l ∈ ADDR, we define a bijective
function α : ADDR⇌ BLOCKID×DOMAIN×OFFSET
to compute its block index, domain, and offset. Given a b ∈
BLOCKID, we define a bijective function β : BLOCKID⇌
SET×TAG to compute its set index s and the tage value
t. We use µ{l} for D(δ) where µ(b) = ⟨∆;D⟩ and α(l) =
⟨b;∆;δ⟩. We use µ{l 7→ n} for µ[b 7→ D′] and D′ = D[δ 7→ n]
where α(l) = ⟨b;∆;δ⟩.

4.2 Domain-Based Access with Permissions
We first formalize our DOP design in the cache, followed by
a rigorous definition of permission-based access.

Domain Remapping and DRT DRT plays a central role in
domain-based cache partitioning. We define a DRT (denoted
as V ) as DOMAIN → SET×NAT, where s ∈ SET is the
remapped set index for a memory block that would have been
cached to set 0, and n ∈NAT is the size of the cache partition
for the domain is allocated to. The two components have a
one-on-one correspondence with the hardware DRT columns
but are more friendly for formalization.

Example 4.1. Assuming 16 sets, the DRT in the third sub-
figure of Fig. 7 can be defined as [∆D0 7→ ⟨0;4⟩,∆D1 7→
⟨8;8⟩,∆D2 7→ ⟨4;4⟩].

Two key functions are defined over the DRT:

• [DRT Lookup] Function remapped(V, l) computes the
set index (after remapping) and tag for a memory loca-
tion l according to DRT V , defined as ⟨s0+(s mod n); t⟩
where α(l) = ⟨b;∆;δ⟩, β(b) = ⟨s; t⟩, V (∆) = ⟨s0;n⟩.

• [DRT Update] Function updateDRT(V,∆) computes the
DRT after a new domain ∆ requests partitions. The func-
tion computes to V if ∆ ∈ dom(V ). Otherwise, it com-
putes to V [∆ 7→ ⟨s;n⟩,∆′ 7→ ⟨s+ n;n⟩] where V (∆′) =
⟨s;n′⟩ and for any ∆′′ ̸= ∆′, V (∆′′) = ⟨s′′;n′′⟩ and n′′ ≤ n′,
and n = n′/2 and n ≥ 1 and n′ mod 2 = 0.

Sealing/Unsealing Metadata F ∈ COMPART is used for
sealing (when it is not ⊥) and unsealing (when it is ⊥).
When sealed, it keeps the ID of the compartment currently
in execution. We define seal(⟨F ;V ;C;R⟩,χ) as ⟨χ;V ;C;R⟩
iff F = ⊥. The function is undefined otherwise. We define
unseal(⟨F ;V ;C;R⟩) as ⟨⊥;V ;C;R⟩.

Cache Access with Permissions At the core of domain-
based access is how a location is accessed through the memory
hierarchy, as regulated by permissions. To use a location
access descriptor τ to capture the intention of access, as a
tuple ⟨l;a;Φ⟩: l is the memory address to access, a is the
mode of access, and Φ is the permissions. The access mode
can be either read (R) or write (W).

Location access through the memory hierarchy is formally
defined in Fig. 10, through the ψ♢τ operator, which says a



τ = ⟨l;a;Φ⟩ ∆ = domain(l)
ψ = ⟨F ;V ;C;R⟩ permissible(∆,Φ,F) remapped(V, l) = ⟨s; t⟩

c = ⟨w;s⟩ C(c) = ⟨vb; t;D⟩ vb = VC or VD T = update(R(s),w,∆)

ψ♢τ
△
= (c,δ,vb,D,ψ{s 7→ T})

τ = ⟨l;a;Φ⟩ ∆ = domain(l)
ψ = ⟨F ;V ;C;R⟩ permissible(∆,Φ,F) remapped(V, l) = ⟨s; t⟩

c = ⟨w;s⟩ C(c) = ⟨vb′; t;D⟩ vb′ = IC or ID w′ = replace(R(s),∆)
c = ⟨w′;s⟩ C(c) = ⟨vb; t ′′;D′′⟩ for some t ′′ and D′′ T = update(R(s),w′,∆)

ψ♢τ
△
= (c,δ,vb, /0,ψ{s 7→ T})

τ = ⟨l;a;Φ⟩ ∆ = domain(l)
ψ = ⟨F ;V ;C;R⟩ permissible(∆,Φ,F) remapped(V, l) = ⟨s; t⟩

∀w ∈ [0..AMBIENT).t ̸= t ′ where C(⟨w;s⟩) = ⟨vb′; t ′;D′⟩ w′ = replace(R(s),∆)
c = ⟨w′;s⟩ C(c) = ⟨vb; t ′′;D′′⟩ for some t ′′ and D′′ T = update(R(s),w′,∆)

ψ♢τ
△
= (c,δ,vb, /0,ψ{s 7→ T})

Figure 10: Permission-based Location-Cache Lookup

cache level ψ in the memory hierarchy is accessed for loca-
tion access descriptor τ. It computes a 5-tuple (c,δ,vb,D,ψ′),
where c is the accessed cache way/set (within the level), δ

is the offset being accessed within the cache data block, vb
is the validity bit after access, D is the data block after the
access, and ψ’ is the cache level itself after access. This 5-
tuple result is consistent with our understanding that when a
cache level is accessed, a particular way/set/offset is where
the access indeed happens, and the access may alter the va-
lidity bit (vb), the data block itself (D), and metadata related
to replacement logic (ψ′). The first subcase of Fig. 10 speci-
fies the cache behavior when the accessed way/set has valid
data (with validity bit being VC or VD); the second subcase
is defined when the accessed way/set has invalid data (with
validity bit being IC or ID); the third subcase is defined for the
scenario where the data is no longer available (tag does not
match). Functions replace and update are related to replace-
ment logic, which we defer to the appendix. Note that in all
3 cases, the remapped function we defined earlier for DRT
lookup plays an important role in cache lookup.

To see domain-based access at work, note that all Fig. 10
cases check permissions before granting access. This is
supported: (1) function domain(l) is defined as ∆ where
α(l) = ⟨b;∆;δ⟩. (2) function permissible(∆,Φ,F) is defined
as ∆ ∈ Φ(F) if F ̸=⊥, or ∆ =⊥ if F =⊥. The latter show-
cases the essence of domain-based access, which we now
illustrate through examples.

Example 4.2 (In-Compartment Access to Domains with Per-
missions). Imagine the execution reaches a state where a com-
partment χ3 is active whose permission Φ is χ3 7→ {∆2,∆5}.
Predicate permissible(∆2,Φ,χ3) is true, i.e., access to ∆2 is
granted. Predicate permissible(∆4,Φ,χ3) is false, i.e., access
to ∆4 is not granted.

Example 4.3 (Ambient Access). Imagine another execu-
tion currently outside compartments (running ambient code).
Predicate permissible(∆,Φ,⊥) holds iff ∆ =⊥, aligned with
our intuition that only the public domain (⊥) is accessible.

cache behavior
(definition in
Appendix)

κ,µ ↪
λ,v,τ−−→

T
κ′,µ′ cache κ and memory µ transitions

to κ′ and µ′ respectively with trace
T, when cache unit λ subjects to ac-
cess defined by access descriptor τ.
v computes the read/write data

intra-threaded
behavior

(definition in
Fig. 11)

κ,µ,ρ,Φ, ι
T−→

q,n

κ′,µ′,ρ′,Φ′

cache κ, memory µ, registers ρ, per-
missions Φ transitions to κ′, µ′, ρ′,
Φ′ respectively while executing in-
struction ι at CPU core q, producing
single-threaded trace T and program
counter offset n

multi-threaded
behavior

(definition in
Fig. 12)

Σ
Ω
=⇒ Σ′ runtime state Σ reduces to Σ′ with

multi-threaded trace Ω

Table 2: Relations

4.3 SCC Operational Semantics
Table 2 summarizes the key relations used to define the op-
erational semantics. The relation in the first row defines the
access behavior of the multi-level memory hierarchy, i.e., the
access propagates through different cache levels. This defini-
tion is standard, except that for SCC, all access is regulated
through domains and permissions through the use of the ♢
operator (§ 4.2). The relations in the second/third rows de-
fine the intra-thread and multi-threaded behavior respectively,
which we detail next.

Runtime State The runtime state (Σ) consists of the cache
hierarchy (κ), the memory (µ), the register file (ρ), and the
thread store (π). The register file maps the register names r ∈
REG to the values n. The program store π :TID→ (ADDR×
CORE×PERM) maps thread IDs (p) to program counters,
the residing CPU cores (q), and the permissions.

Traces We define a trace T as a sequence of trace elements
tr. Each trace element can be a data flow event fe, a branching
event be, a domain allocation event de, or an observable event
(or shorthanded as observation) oe. Given a data store ID
ds ∈ ADDR∪REG, a data flow event ds1 <: ds2 denotes a
piece of data flows from (memory or register) store ds1 to
ds2. A branching event, in the form of ?r, denotes the value
of a register r used as the condition for branching. A domain
allocation event, in the form of ◦∆, denotes that a domain ∆

is allocated in the cache. All these three forms of events are
only used for meta-theory development.

Finally, we define an observation oe as a tuple ⟨ot;c;λ⟩. It
says c residing in cache unit λ is accessed with observation
type ot ∈ {R,W,M}. The identifiers correspond to a hit-read, a
hit-write, and a miss, respectively. To capture multi-threading,
we use the notation tr@p to denote a multi-thread trace el-
ement, where p is the thread where the trace element tr is
incurred. A multi-threaded trace Ω is a sequence of multi-
threaded trace elements. To compute a single-threaded trace
(of thread p) from the multi-threaded one Ω, we define con-
venience function Ω|p as the longest sequence trm where
[tr1@p, . . . , trm@p]⊑ Ω. To compute a multi-threaded trace
from the single-threaded one T of thread p, we define T@p
as [tr1@p, . . . , trn@p] where T = [tr1, . . . trn] for some n ≥ 0.

Reduction Rules Instruction-specific behavior is defined



[CBEGIN]
ρ(r) = χ ρ(r) = ∆

n

κ = λ 7→ ψ
m ⇑∆n ...⇑∆1

ψi = ψ
′
i for i = 1..m κ

′ = λ 7→ seal(ψ′,χ)
m

κ,µ,ρ,Φ,CBEGIN r r ◦∆−→
q,1

κ
′,µ,ρ,Φ[χ 7→ ∆

n
]

[HCBEGIN]
ρ(r) = χ ρ(r′) = ct ρ(r) = ∆

n
η(⟨ct;∆i) = ∆

′
i for i = 1..n

κ = λ 7→ ψ
m ⇑

∆′n ...
⇑

∆′1
ψi = ψ

′
i for i = 1..m κ

′ = λ 7→ seal(ψ′,χ)
m

κ,µ,ρ,Φ,HCBEGIN r r′ r ◦∆−→
q,1

κ
′,µ,ρ,Φ[χ 7→ ∆

n
]

[CEND]
ρ(r) = χ κ = λ 7→ ψ

m
κ
′ = λ 7→ unseal(ψ)

m

κ,µ,ρ,Φ,CEND r /0−→
q,1

κ
′,µ,ρ,Φ\χ

[LOAD]
τ = ⟨l;R;Φ⟩ κ,µ ↪

H(q),v,τ−−−−→
T

κ
′,µ′

κ,µ,ρ,Φ,LOAD l r
T∪{l<:r}−−−−−→

q,1
κ
′,µ′,ρ[r 7→ v],Φ

[STORE]
τ = ⟨l;W;Φ⟩ κ,µ ↪

H(q),ρ(r),τ−−−−−−→
T

κ
′,µ′

κ,µ,ρ,Φ,STORE r l
T∪{r<:l}−−−−−→

q,1
κ
′,µ′,ρ,Φ

[BRTRUE]
ρ(r) ̸= 0

κ,µ,ρ,Φ,BR r r′
{?r}−−−→

q,ρ(r′)
κ,µ,ρ,Φ

[BRFALSE]
ρ(r) = 0

κ,µ,ρ,Φ,BR r r′
{?r}−−→
q,1

κ,µ,ρ,Φ

[WB]
κ,µ →wb κ

′,µ′

κ,µ,ρ,Φ,NOP
/0−→

q,0
κ
′,µ′,ρ,Φ

[NOP]

κ,µ,ρ,Φ,NOP
/0−→

q,0
κ,µ,ρ,Φ

Figure 11: Intra-Thread Reduction Rules

[MULTI]
κ,µ,ρ,Φ,µ(l) T−→

q,n
κ
′,µ′,ρ′,Φ′ µ(l +n) = ι for some ι

κ,µ,ρ,π[p 7→ ⟨l;q;Φ⟩] T@p
===⇒ κ

′,µ′,ρ′,π[p 7→ ⟨l +n,q;Φ
′⟩]

[CONTEXTSWITCH]
q ̸= q′

κ,µ,ρ,π[p 7→ ⟨l;q;Φ⟩] /0
=⇒ κ,µ,ρ,π[p 7→ ⟨l;q′;Φ⟩]]

Figure 12: Multi-Threaded Reduction Rules

V ′ = updateDRT(V,∆) C′ = flush(C,V ′(∆)) if V ′ ̸=V

⇑∆ ⟨⊥;V ;C;R⟩ △
= ⟨⊥;V ′;C′;R⟩

Figure 13: Allocation in a Single-Level Cache

in Fig. 11. Our formal system defines the behavior of the
compartment access ([CBEGIN] for its entry and [CEND] for its
exit), memory/cache access ([LOAD] and [STORE]), and control
flow ([BR]). Unconditional jump can be encoded through [BR].
[HCBEGIN] is a variant of compartment entry, for horizontal
compartments. For convenience, we further include a “no-
op” instruction [NOP], purely to facilitate (modular) formal
development: with it, the moment of write-back does not
have to be tethered to another instruction (such as [LOAD] or
[STORE]), but as a separate rule [WB], i.e., whenever [NOP] is
allowed and a dirty cache data block is available. The behavior
of write-back is specified through the →wb relation, whose

predictable definition is deferred to the appendix.
The most interesting instructions are related to compart-

ment access. In [CBEGIN], note that the operator for domain-
based cache allocation is defined in Fig. 13. It updates the
DRT if the domain is not already allocated, and flushes the
newly allocated sets. The function is only defined when the
cache is unsealed. Entering a horizontal compartment, as
shown in [HCBEGIN], is similar to [CBEGIN], except that its sec-
ond argument now carries the context ct ∈ CONTEXT, as a
generalization of the caller address. Operationally, the key dif-
ference here is that domain identifiers are “refreshed” through
a function η : CONTEXT×DOMAIN → DOMAIN. The
definition of η does not matter so long as it is injective. The
[LOAD] and [STORE] instructions rely on the cache behavior
relation we described in Table. 2. The most relevant fact to
the discussion here is that location access is regulated with
domains and permissions as described in § 4.2.

The multi-threaded behavior is defined over the intra-
threaded semantics, with details in Fig. 12, through relation
=⇒. We further use =⇒∗ to represent the reflexive and transitive

closure of =⇒. Rigorously: (1) If Σ
Ω
=⇒ Σ′, then Σ

Ω
=⇒

∗
Σ′. (2) If

Σ
Ω
=⇒ Σ′ and Σ′ Ω′

=⇒
∗

Σ′′, then Σ
Ω,Ω′
===⇒

∗
Σ′′. Here, rule [MULTI]

says the (global) configuration takes a step of reduction if any
of the threads takes a step. Observe that the program counter
is updated. [CONTEXTSWITCH] is a simple rule to capture a
realistic behavior in systems: the scheduler may migrate a
thread from one core to another.

4.4 Metatheory

Definition 4.1 (Trace Realizability). Predicate Σ ⊢p T says
that T is a possible per-thread trace with initial state Σ. It

holds iff there exists Σ′ such that Σ
Ω
=⇒

∗
Σ′ and T = Ω|p.

Definition 4.2 (Accessibility). We say thread p can access
the domain ∆ with initial state Σ iff there exists some T such
that Σ ⊢p T and (◦∆) ∈ T.

Next, let us introduce the notion of a guardian. The intu-
ition behind it is that the value such a memory location holds
may flow to the condition of a branching instruction (?r as
trace element), which subsequently guards whether domains
are dynamically allocated (◦∆ trace element). Here, observe
that we consider the general case where the data flow and
branching may span multiple threads (p0, . . . , pn+2):

Definition 4.3 (Guardian). We say location l is a guardian
(for some domain allocation) with initial state Σ iff there

exist Σ′, Ω s.t. Σ
Ω
=⇒

∗
Σ′ and [(l <: fe1)@p0,(fe1 <:

fe2)@p1, . . . ,(fen <: r)@pn,?r@pn+1,(◦∆)@pn+2]⊑ Ω for
some fe1, . . . , fen, p0, . . . , pn+2, r, ∆, and n ≥ 0.



For the following theorem, we define convenience operator
Σ[l 7→ n] for memory update in the runtime state as ⟨κ;µ{l 7→
n};ρ;π⟩ where Σ = ⟨κ;µ;ρ;π⟩.

Theorem 4.1 (Immunity to Side-Channel Attacks). Given
Σ = ⟨κ;µ;ρ;π⟩ and some l where α(l) = ⟨b;∆;δ⟩, and p that
cannot access ∆ with initial state Σ, then the two are equiva-
lent for any n1 ̸= n2 if l is not a guardian: (1) Σ[l 7→ n1] ⊢p T;
(2) Σ[l 7→ n2] ⊢p T.

The property here is defined through trace indistinguishabil-
ity: for any “secret” data in location l that the (attacker) thread
p does not have permission to access, the attacker cannot rely
on the difference in traces — including the observations of
cache hit and cache miss, or read or write — to infer the secret
value. Note that this result is general in that it considers the
possibility of non-determinism: it subsumes that from one
initial state, more than one trace is possible, a norm in multi-
threaded shared-memory programming. Furthermore, it does
not require terminism in thread execution: T can be in infinite
length.

5 SCC Evaluation: Methodology and Results

We implemented SCC in gem5 cycle-accurate architectural
simulator [8]. We manually compartmentalized a number
of benchmarks: four from the SPEC2017 suite [15] (all the
ones written in C, except for gcc, which has over 1 million
lines of code [79]), eight from MiBench [36] suite and Core-
Mark [27] benchmark. The MiBench and CoreMark bench-
marks were run to completion. We fast-forwarded SPEC 2017
benchmarks for 100 billion instructions and then performed
cycle-accurate simulation for the next one billion instruc-
tions. Caches were also warmed up during the fast-forwarding
phase.

Figure 14 illustrates our experimental methodology, which
involves four steps. We used the LLVM-based [52] SOAAP
framework [34] to annotate security-critical variables in these
applications (Step-1). For each variable, SOAAP generates
a list of functions that use it (Step-2), and these functions
are then encapsulated in a compartment using gem5 pseudo-
instructions (Step-3). Specifically, we added three pseudo-
instructions to gem5: start_compart, end_compart, and
horiz_compart. Start/end instructions take a compartment
ID value, and horizontal compartmentalization instructions
take a virtual address as their arguments. The virtual address is
translated at runtime before the corresponding page is marked
as a common callee by the hardware. Appendix describes the
rationale and specifications (in Table 1) for compartmentaliz-
ing our target benchmarks in detail.

Our methodology involves two separate runs for each
benchmark: the first run generates the permission table, while
the second run executes a compartmentalized application man-
aged by the extracted permission table (Step-4). Permission
table generation is accomplished by tracing memory pages

Hardware Parameters
Core 2GHz x86 ISA (extended with compartmentalization instruc-

tions) Out-of-Order core modeled after Skylake µarch
Cache

Hierarchy
Snooping-based MOESI coherence policy, inclusive write-
back caches

L1I/D Caches 32KB total size, 8-ways, 2-cycle access and response latency
(4-cycle roundtrip)

L2 Cache 1MB total size 16-ways, 12-cycle access and response latency
(24-cycle roundtrip)

DRAM 32GB size, 4GB channel capacity, DDR4-2400 x64 channel,
4 devices per rank, 1 rank per channel, 1GB per device (50ns
average roundtrip latency)

Table 3: Simulation parameters.

Permission Table
D0 D1 D2 D3

1 1 0 0

0 1 1 1
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Figure 14: SCC Experimental Methodology.

accessed by each compartment. Pages sharing the same per-
mission composition are then grouped into the same domain
in the permission table, which is used by the second run. The
configuration of our simulated processor is shown in Table 3.
We simulate a single core with its microarchitectural configu-
ration modeled after Skylake SP server [25].

We compare system and cache performance metrics for
six cache management schemes: 1) Baseline – an insecure
monolithic program without compartmentalization and SCC,
2) Proportional – an allocation scheme where the size of each
partition is proportional to its domain’s page count (this is
not implementable in a real system and is calculated ahead of
time for this experiment), 3) SCC, 4) Static-16 – 16 statically
allocated uniformly sized partitions that are created regardless
of the number of domains used by the program, 5) Static-32
– same as Static-16, but with 32 partitions allocated, and 6)
FoCS – Flush on Compartment Switch, where the entire cache
hierarchy is flushed upon compartment switches and system
calls.

5.1 Security Evaluation

We evaluated SCC against two side-channels: the occupancy
channel [77], and the library loading channel [86]. We imple-
mented proof-of-concept (PoC) attacks involving two com-
partments - the benign compartment and the attacker compart-
ment.
Cache Occupancy Attacks: In this experiment, the victim
program is either accessing a page-size buffer and loads it into
the cache, or it does not, depending on the input. Following the
victim compartment’s execution, the attacker compartment
accesses the entire L1 cache and measures the total access
time. Figure 15 shows the results of this experiment. The
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Figure 16: PoC attack using function calls and its mitigation

background colors represent the execution periods where the
victim either accesses the cache (yellow) or not (orange). The
red plot represents the access timings of the insecure baseline.
A noticeable correlation exists between the timings recorded
by the attacker and the dataflow of the victim. Specifically,
when the victim loads the buffer, the attacker experiences a
visibly longer delay in reloading its buffer. SCC eliminates
this leakage by ensuring that the attacker’s timing measure-
ments are independent of the victim’s operation.
Attacks Using Shared Function Calls: To evaluate the ef-
ficacy of SCC against attacks using calls to shared library
functions, we performed an experiment to demonstrate the
attack and its mitigation with HComps. In our PoC attack, the
attacker first flushed the common function from the cache,
waits for the victim compartment to call the function, and
then calls it again and times the execution. Depending on the
victim’s secret input, the call by the attacker takes a different
amount of time to complete due to the correlation between the
number of instructions fetched into the cache by the attacker
and the input.

The results are shown in Figure 16, where each data point
represents the time it takes for the attacker to call the common
function. The background colors represent different inputs of
the victim compartment to emphasize the secret-dependent
access times in the leaky scenario. Note that in the leaky
scenario, regular SCC protections are still in place, but without
HComps. Indeed, even when SCC without HComps is used,
the attacker can reliably extract the victim’s access pattern
through a partitioned instruction cache.

In contrast, HComp ensures that accesses from two callers
are served from separate cache partitions. Aside from the
occasional partitioning-induced cache misses, no pattern is
observable from the attacker side. The HComp accesses take
almost twice the time compared to the leaky scenario. This
is caused by the attacker flushing only its instance of the
function, therefore missing every cache request for each call.

5.2 Performance Evaluation

Figure 18 shows the IPC (Instructions per Cycle) values for
SCC, FoCS and a scheme we only flush the L1 caches on a
compartment switch and deploy SCC on other cache levels
(referred to as FL1oCS). Next to each benchmark name, we
show (in parenthesis) the number of compartment switches
per million instructions. The performance results are normal-
ized to the insecure Baseline. On average, FoCS and FL1oCS
result in 60% and 32% performance degradation, while SCC
degrades performance by 6%. The primary factor of this over-
head for FoCS is frequent and prolonged invalidation and
writeback procedures. Since both instruction and data L1
caches are blocked from any access until all writeback re-
quests are completed, the entire pipeline is stalled until the
execution switches to the next compartment. The same argu-
ment applies to FL1oCS, but to a lesser extent because the
content of lower-level caches is retained and writebacks to the
main memory are not initiated. While for some benchmarks
that feature low frequency of compartment switches (susan,
FFT, and gsm), FL1oCS performs on par or even better than
SCC, on the average SCC still outperforms FL1oCS by 26%.

Figure 17 compares performance and cache miss rates for
all schemes, excluding FoCS, which was discussed above.
Figure 17(a) shows the normalized IPC values for compart-
mentalized benchmarks, while Figure 17(b) shows cache miss
rate distribution for all configurations and cache levels. We
omit susan from Static-16 experiments, as it has 17 domains
and can only be statically supported by Static-32 scheme. Pro-
portional shows the most significant performance degradation
for FFT, mcf, nab, and xz at 21%, 56%, 37%, and 86%. This
pattern is caused by the non-uniformity of domain sizes for
these benchmarks. For instance, mcf generates a domain with
a size of approximately 49KB. Although the domain size is
larger than the L1 cache, Proportional allocates only 2 sets
to this domain in the cache due to the high memory demand
of other domains. Under the Baseline configuration, when
this domain is accessed, it utilizes the entire L1 data cache.
However, with Proportional, the domain can occupy only 768
bytes (2 sets and 6 ways allocated for partitions) of the L1
cache at any given time, increasing the cache pressure for the
given domain. This is depicted in Figure 17(b) by elevated
L1 cache miss rates. Note that Proportional design can also
result in cache underutilization which is also demonstrated in
Appendix.

SCC results in performance improvement. rijndael, FFT,
and nab exhibit slowdowns of 12%, 22%, and 26% respec-
tively; all other benchmarks experience slowdowns of less
than 10%. The slowdown in rijndael and nab is primarily
due to smaller partitions for domains, while mcf experiences
a higher ADR miss rate for the L1 instruction cache (10%
while others are 1% in Figure 5 in Section 3.1). Note that
while longer access times in L1 data caches can typically be
masked by out-of-order execution, ADR misses in L1 instruc-
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Figure 18: Performance impact of SCC, FoCS and FL1oCS.
Values shown here are normalized by the baseline IPC. we
show the number of compartment switches per million in-
structions in parentheses after the names of benchmarks.

tion cache lead to fetch stalls. This demonstrates that SCC’s
uniform partitioning approach yields more favorable results
than Proportional, especially when domain sizes exhibit sig-
nificant diversity within a single address space. Alternatively,
allocating partitions statically for the maximum number of
domains not only impedes scalability but also increases cache
pressure. Specifically, benchmarks such as dijkstra, FFT, rijn-
dael, CoreMark, and nab encounter significant miss rates in
the L1 data cache, reaching up to 20%. The same effect is also
present in the L1 instruction cache for most benchmarks. This
has a detrimental impact on the performance of programs with
Static schemes - up to 50% performance loss was observed.

Results summary and takeaway: On average, Propor-
tional, SCC, Static-16, Static-32, and FoCS result in 18%, 7%,
28%, 20%, and 28% performance degradation respectively
compared to the insecure baseline. In environments where
the number of domains is limited to a modest number (such
as in page-based or range-based SC schemes), SCC provides
security from cache attacks with a modest performance im-
pact of only 7%, which is comparable to the slowdown of
the Proportional scheme. These results also demonstrate the
infeasibility of flushing the cache hierarchy on compartment
switches. Employing FoCS incurs high L2 cache miss rates
of up to 99% on several benchmarks.

Component Area (mm2) Peak Dynamic (W) RT Dynamic (W)
Baseline Core 16.242 (100%) 36.615 (100%) 36.615 (100%)
ADR <0.001 (<0.001%) <0.001 (<0.001%) <0.001 (+0.002%)
DRT (L1i/d) <0.001 (+0.002%) 0.003 (+0.009%) 0.009 (+0.027%)
DRT (L2) 0.001 (+0.007%) 0.008 (+0.022%) 0.026 (+0.070%)
DRTs (Total) 0.002 (+0.011%) 0.015 (+0.039%) 0.046 (+0.124%)
Extra Tag Bits 0.101 (+0.62%) 0.212 (+0.29%) 0.113 (+0.33%)
Total 0.103 (+0.63%) 0.224 (+0.61%) 0.155 (+0.42%)

Table 4: Area/Power estimates for SCC components.

5.3 Timing, Area, and Power Analysis
To estimate the timing, area, and power impact of SCC, we
used McPAT (and its submodule CACTI [93]) tool, assuming
cache parameters in Table 3 under 22 nm technology.

Timing Impact: To hide the delay of two extra gates used
by SCC, we leverage the cache banking logic. We assume 8
banks for L1 caches, as implemented in Intel Sandy Bridge
and Ivy Bridge processors [43]. In this case, 64-byte cache
lines are divided into eight 8-byte lines, one per bank [69].
Each bank contains 4 subarrays mapped by the least signif-
icant bits of the set index [99]. Most significant bits of the
byte offset are used to determine the bank to assure interleav-
ing [17].

The integration of the SCC logic with cache banking and
subarray layout is shown in Figure 19. There are two possi-
ble additions to the critical path: the bank decoder and the
global subarray decoder. SCC’s masking and partition ID
concatenation operations are hidden behind these decoders
respectively. A 3×8 decoder’s critical path is composed of
two inverters and a 3-input NAND gate, which accounts for
0.36 ns of delay [99]. The NAND gate and the inverter used
in the masking operation have a smaller critical path than
the banking decoder – 0.24 ns. Similarly, the global decoder
within the cache bank has a delay of 0.32 ns. The partition ID
concatenation process (a NOR gate and an inverter) can also
be hidden behind this delay – 0.26 ns. Lower-level caches ac-
commodate even larger decoders, while the remapping logic
remains unchanged; no additional delays are introduced for
these caches as well.

Area and Power Impact: We modeled DRT and ADR
structures for each private cache. We assume that the system



Set
IndexTag

Banking
Critical
path Global

Activation
To other banks...

PID mask

Byte
Offset

S
u

b
a
rr

a
y

...

3x8

8

Cache Bank

2x4

4x16

6 5 011

ADR

S
u

b
a
rr

a
y

3

Figure 19: Hiding delays of SCC logic

supports up to 16 domains, with 16 13-bit and 18-bit entries
allocated for DRTs in L1 and L2 caches, respectively. We also
estimated the area overhead from the extended tags required
for set indexing logic, with tags extended by 4 bits (for 16
domains). As shown in Table 4, the total area, peak power,
and runtime dynamic power of a core are increased by 0.63%,
0.38%, and 0.42% respectively.

6 Related Work

Compartmentalized Software: Different SC designs pro-
pose domains at different levels of granularity, including ob-
jects [63, 90], bytes [16], pages [75], and Virtual Memory
Areas (VMA) [7]. In hardware-supported compartmentaliza-
tion, access privileges of compartments are maintained using
either: capabilities (object or range-based) [63,90] or Memory
Management Unit (MMU) [7,16,65,75,104]. Hybrid schemes
were also proposed [85]. There is a trade-off associated with
domain granularity: object-level granularity necessitates mod-
ifications across multiple layers of abstraction, including the
Instruction Set Architecture (ISA), compilers, OS, and hard-
ware. In contrast, MMU-based schemes are coarser-grained,
typically with page and VMA-level granularity, but provide
higher performance and simpler implementations. Enclave-
based compartmentalization [1, 2, 19, 65, 98] is also a variant
of SC, with memory permissions controlled at enclave granu-
larity. SCC design can be applied to secure cache hierarchies
for any of these schemes.

Cache Side-Channels and Defenses: Cache-based side-
channel attacks [13, 14, 18, 20, 29, 31–33, 35, 38, 45, 49, 55, 56,
58, 61, 62, 64, 77, 78, 83, 86, 92, 94–96, 100–102] have been
a subject of active research in recent years. Many forms of
attacks have been demonstrated, leaking secrets at various
granularities from traditional systems and secure enclaves.
The key idea of these attacks is to observe the behavior of the
victim in terms of its access to the shared caches and correlate
the victim’s cache usage (or even the overall performance
impact on the attacker) with secret information used to infer
a victim’s data-dependent access pattern.

In terms of defenses, partitioning [3,5,11,21,24,48,57,68,
73,80,81,87,88] and randomization [9,10,23,67,68,74,89,91]
emerged as two main approaches. SCC is a cache parti-
tioning solution tailored to SC systems. Previous cache
partitioning schemes considered either process-based isola-
tion [21, 24, 73] or enclave-based isolation with minimal in-

Mechanism Partition Code Levels Perf. Area
BCE [73] Set Process L3 -1.3% +1.8%
CURE [5] Way Enclave L3 -10% +1.8%

CATalyst [41, 57] Way Process L3 -0.5% 0%
NoMo [24] Set Process L1 -10% ?

ChunkedCache [22] Set Enclave L3 ? +2.7%
MI6 [11] Set Enclave L3 -16% +2%

DAWG [48] Way Process All -5% ?
SecDCP [87] Way Process L3 +10% ?

HybCache [21] Way Enclave All -5% +0.07%
CC [81] Set/Way Enclave L3 -5% +0.84%

TEE-SHirT [3] Set/Way Enclave All -10% +6.2%
SCC Set/Way Compartment All -7% +0.63%

Table 5: SCC’s comparison against other cache partitioning
mechanisms. Columns indicate partitioning/code granularity,
protected caches, performance, and hardware overhead.

teraction between enclaves [3, 5, 81]. As a result, previous
designs resulted in reasonable partitioning schemes for shared
last-level caches [24, 48, 81], but propose L1 flushing on con-
text switches (including enclave switching) and system calls
to avoid expensive partitioning of L1 caches [3, 11, 28, 73].
In an SC environment where fine-grain mutually mistrusting
in-process compartments can frequently interact, L1 flush-
ing would be needed frequently leading to substantial perfor-
mance degradation. We compare our scheme to prior works
in terms of different aspects in Table 5.

Another major difference from prior works is that exist-
ing hardware-based cache partitioning schemes provide parti-
tions per processes/enclaves where sharing between parties
is minimal or non-existent. In the world of compartmental-
ized software, this partitioning philosophy would translate
to partition-per-compartment design. With this approach, it
would be very challenging to support intensive sharing of
memory pages between compartments of a process, since
compartments are typically tightly integrated pieces of code.
Therefore, this paper advocates partition-per-memory-domain
approach, and all cache partitioning solutions at all levels have
to be reassessed under this framework.

Page coloring [6, 46, 54] is a software-based technique that
can be used to mitigate collisions in caches and thus side-
channels. [47,76]. However, assigning colors to every domain
of every process would require too many colors, making it
impossible to align differently-colored pages to sets without
collisions. Furthermore, even if the scalability was not a con-
cern, the OS must have a detailed information about the cache
hashing and slicing logic to properly map differently colored
pages into different cache sets [57].

7 Concluding Remarks
We demonstrated that compartmentalized software is vulnera-
ble to cross-compartment cache side-channel attacks in vari-
ous forms. We proposed SCC - a framework to augment com-
partmentalized systems with leakage-free cache hierarchies
in a performance-friendly manner. SCC uses a novel DOP
approach, where cache partitions are created for memory do-
mains, instead of individual compartments, allowing efficient
and secure data sharing. SCC also extends cache partitioning



to L1 caches with a modest impact on their performance and
complexity. Finally, SCC incorporates protection from attacks
exploiting code routines used by multiple callers.
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