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Abstract
We present the first large-scale analysis of 339 cybercrimi-

nal activity channels (CACs). Followed by over 23.8M users,

these broadcast-style channels share a wide array of malicious

and unethical content with their subscribers, including com-

promised credentials, pirated software and media, social me-

dia manipulation tools, and blackhat hacking resources such

as malware and exploit kits, and social engineering scams. To

evaluate these channels, we developed DarkGram—a BERT-

based framework that automatically identifies malicious posts

from the CACs with an accuracy of 96%. Using DarkGram,

we conducted a quantitative analysis of 53,605 posts posted

on these channels between February and May 2024, revealing

key characteristics of shared content. While much of this con-

tent is distributed for free, channel administrators frequently

employ strategies, such as promotions and giveaways, to en-

gage users and boost the sales of premium cybercriminal

content. Interestingly, sometimes, these channels pose signif-

icant risks to their own subscribers. Notably, 28.1% of the

links shared in these channels contained phishing attacks, and

38% of executable files were bundled with malware. Looking

closely into how subscribers consume and react positively

to the shared content paints a dangerous picture of the per-

petuation of cybercriminal content at scale. We also found

that the CACs can evade scrutiny or platform takedowns by

quickly migrating to new channels with minimal subscriber

loss, highlighting the resilience of this ecosystem. To counter-

act this, we utilized DarkGram to detect emerging channels

and reported malicious content to Telegram and the affected

organizations. This resulted in the takedown of 196 channels

over the course of three months. Our findings underscore

the urgent need for coordinated efforts to combat the grow-

ing threats posed by these channels. To aid this effort, we

open-source our dataset and the DarkGram framework.

1 Introduction

Underground online forums have long served as hubs for

cybercriminal activity, where attackers exchange resources

for executing social engineering scams [37, 38], coordinat-

ing malware attacks, sharing leaked user credentials and dis-

tributing hacking tools [58, 65]. These forums are typically

dominated by a small group of experienced members who

share a range of malicious resources [9]. However, combined

efforts by law enforcement, security vendors, and researchers

towards monitoring, infiltrating, and shutting down these plat-

forms—especially those on the clear web—have reduced the

impunity with which cybercriminals operate [15]. Conse-

quently, many cybercriminals have turned to alternative plat-

forms such as social media, which provide a more dynamic

environment for exploiting vast user bases while evading tra-

ditional security measures [31].

One platform that has emerged as a new frontier for cy-

bercrime is Telegram [79], a messaging service. Recently,

Telegram has faced criticism for its lax content moderation

policies [24, 57]. With over 700 million monthly active users,

it has become an attractive platform for cybercriminals seek-

ing a broad, accessible audience [48]. Unlike dark web forums,

which require specialized software [20], Telegram channels

can be publicly accessible, lowering the barrier of entry for

aspiring cybercriminals and those looking for tools and re-

sources to engage in malicious activities. These Telegram

channels mirror the behavior seen in underground forums,

enabling large-scale distribution of illegal content. Our paper

offers the first large-scale study of this cybercrime ecosys-

tem, examining 339 dedicated Cybercriminal Activity Chan-
nels (CACs) on Telegram. These channels are used to dis-

tribute compromised account credentials, pirated media, and

software, social media manipulation tools, and hacking re-

sources—including exploits, social engineering kits, and mal-

ware. We characterize both the content shared within these

channels and how subscribers engage with it.

Our paper is structured as follows: Section 2 outlines our

methodology for identifying channels within five distinct

CAC categories, as well as our processes for collecting and

pre-processing data (posts and their metadata) from these

channels. Section 3 describes the five stages of our analysis:

1) a manual review of a random sample of posts to char-



acterize content shared in each CAC. 2) Then using these

manually labeled samples to train a multi-class BERT model,

DarkGram, which classifies posts based on their text with an

average accuracy of 96% across different CAC categories,

allowing us to extend our findings across the entire dataset.

This leads to 3) Section 4, where we conduct an in-depth

analysis of each CAC category, examining the characteristics

and volume of shared content, the methods of distribution,

key stakeholders affected by this content, and our efforts to

alert them of these threats to enable appropriate action. 4) In

Section 5, we focus on the potential harm caused by CAC

posts, not only to organizations and individuals targeted by

the content but also to the channel subscribers themselves.

We do so by looking for phishing scams, malware, and other

fraudulent activities within the shared content. This is partic-

ularly important given the public nature of these Telegram

channels, which makes harmful content accessible to novice

users who may unknowingly download malicious content.

5) Then, in Section 6, we investigate user engagement to-

wards the shared content through metrics, such as post views,

forwards, and emoji reactions, to understand how audiences

interact with the content and assess their satisfaction with

the content. In Section 7, we contextualize our findings by

examining the cross-platform dynamics between Telegram

CACs and traditional cybercriminal forums. We highlight key

behavioral and structural differences while uncovering novel

insights that underscore the unique role of Telegram CACs.

Finally, in Section 8, we run our DarkGram in real-time on

Telegram and Facebook to identify new CACs and disclose

them to Telegram and various stakeholders— an effort in the

takedown of 196 such channels over nearly three months. The

primary contributions of our work are as follows:

1. We monitored 339 Telegram channels, collectively hav-

ing over 23.8M subscribers, dedicated to sharing cyber-

criminal content across five categories: 1) Compromised

user credentials, 2) Pirated software, 3) Pirated media, 4)

Social media manipulation tools, and 5) Blackhat hack-

ing resources. Our analysis uncovers key characteristics

of the shared content and highlights various distribution

strategies, including payloads directly uploaded to the

platform, the use of bots, and external links.

2. We developed DarkGram, a BERT-based framework that

automatically detects malicious posts with an average

accuracy of 96% across the five categories. This enabled

us to identify and analyze 53,605 posts from the 339

CACs and further helped us takedown 196 new CACs

shared on Telegram and Facebook.

3. Through an analysis of user engagement with the posts,

we reveal not only the high activity levels of these chan-

nels but also the diverse strategies channel administrators

employ to foster trust among subscribers. Our findings in-

dicate that subscribers respond positively to the content,

with nearly 78% of emoji reactions expressing approval.

Moreover, CACs exhibit notable resilience to takedown

efforts, rapidly relocating subscribers to new channels.

4. We found that CACs also post content which can be
malicious to the subscribers, with 28.1% of the posts

leading to phishing URLs and 38% of shared executables

containing malware. Despite this, the majority of emoji

reactions to these posts remained positive, suggesting

subscribers are oblivious to the content’s real nature.

5. We contextualized our findings within the existing liter-

ature on traditional cybercriminal forums, highlighting

how Telegram has emerged as a powerful platform for

distributing malicious and illegal content.

6. Finally, to further aid the research community

in identifying malicious CACs, we have open-

sourced our dataset— the first of its kind—along

with the DarkGram framework, available at

https://zenodo.org/records/14736879.

2 Data Collection and Pre-processing

2.1 Identifying seed channels

To compile a list of channels sharing cybercriminal con-

tent, we utilized Telemetr.io [80], a third-party catalog of

active, public Telegram channels. Unlike the official Tele-

gram API—which has limited global search functionality,

Telemetr.io indexes relevant channels across several cate-

gories using keyword-based crawling, user submissions, and

automated tracking of publicly available metadata. For each

channel, Telemetr.io displays a range of metrics, such as sub-

scriber counts, engagement rates, and historical posting data.

This functionality allowed us to discover 4,709 English-based

channels with 10,000 or more followers. We focused on chan-

nels with a higher number of subscribers as they are likely to

be well-established, with several posts, allowing us to gain a

comprehensive understanding of the breadth of cybercriminal

activity on these channels. We acknowledge that this approach

might have introduced potential biases by omitting smaller

or newly emerging channels. Despite this limitation, our seed

dataset is crucial for training DarkGram (Section 8), which

was able to identify newer and smaller CACs.

To identify the channels’ purposes, two coders manually

reviewed each channel’s description text and ten of its latest

posts. Our criteria for identifying malicious activities were

derived from the Federal Bureau of Investigation’s Internet

Crime Report (2023) [32], which identifies cybercrime cate-

gories, such as identity theft, personal data breach, copyright
infringement, malware, phishing, system exploits, etc. Overall,

we identified 339 channels that exhibited one or more of these

characteristics at least once in their first 10 posts.



Based on the characteristics of these channels, we stream-

lined the categories that we study into the following five:

1) Credential compromise channels provide leaked/ hacked

account credentials obtained from various online services.

2) Pirated software channels distribute software without

authorization. This includes modded versions of paid soft-

ware allowing the users to bypass legal purchase methods, 3)
Blackhat resource channels distribute tools and resources

used for committing cybercrime, including malware, hacking

tools, scripts, and other software designed to facilitate illegal

activities online, 4) Pirated Media channels distribute unau-

thorized or unlicensed media content, such as movies and TV

shows, and finally, 5) Social media manipulation channels

provide services to inflate social media metrics artificially,

including selling likes, followers, and engagement.

2.2 Collecting posts
To gather posts from these 339 channels, we used the official

Telegram API [78] to collect 64,801 posts between Febru-

ary 21st and May 29th, 2024. Each channel was queried at

10-minute intervals to capture new posts while adhering to

the API rate limits. We also monitored metrics such as sub-

scriber count, post views, and forwards at 10-minute intervals.

Telegram channels, by design, only allow channel admins

to post original content and decide whether to enable user

replies [6]. Therefore, we collected replies to posts whenever

they were present. Among 339 channels, 167 allowed replies

to their posts. Lastly, we collected the emoji reaction to posts,

as they serve as a good indicator of how the user resonates

with the content [53]. To ensure our analysis was based on

the most current data, we refreshed (recollected) each post

at 10-minute intervals, capturing the latest counts for views,

forwards, emoji reactions, and reply content.

3 Research Methodology

To comprehensively study CACs, our paper is structured

around the key phases illustrated in Figure 1:

Characterizing the CACs: Our dataset consists of 64,801

unique posts across 339 channels, making it impractical to

qualitatively analyze such a large number of posts. Therefore,

we randomly selected 10 posts from each channel, result-

ing in a total of 3,390 posts, which were manually evaluated

by two independent coders who were graduate students in

Computer Science. Coder 1 specialized in Computer Security

and Social Computing, whereas Coder 2 had good experi-

ence in Computer Security through research and academic

coursework. Nearly 91.4% of posts (n=3,098) were found to

be distributing cybercriminal content. The coders’ Cohen’s

Kappa interrater agreement was 0.78, suggesting substantial

agreement and the disagreements were resolved. Note that

the posts evaluated for this process are exclusive to the ones

we had already used to identify the channels from Telemetro

to build our seed dataset in Section 2.1. We believe that sam-

pling posts in this manner provided the best representation of

the content shared in these channels, preventing bias towards

more recent posts and offering a more balanced and compre-

hensive view of the content. In Section 4, we qualitatively

examined these posts to identify the characteristic features of

content shared in the channels across all five CAC categories.

Building on these insights, we further extended our evaluation

quantitatively to a larger sample of such posts, automatically

identified by our classifier.

Automating detection and Quantitative Analysis: To

perform a quantitative analysis across our entire dataset and,

later on, to automate the detection and reporting of new CACs

to aid in their removal, we trained a classifier on the text con-

tent of the posts. We used the 3,098 posts manually labeled as

malicious in our groundtruth for True labels. For False labels,

we sampled the same number of posts from the Pushshift

Telegram [18], a dataset of over 317M messages collected

from 27.8K Telegram channels. We manually verified these

posts to ensure they contained no cybercriminal content.

Our model first focuses on identifying whether a post is

a Cybercriminal Activity (CA) post and, if so, determining

which CAC category the post belongs to. We split these la-

beled samples into a 70:30 training-test split and trained a

BERT-base model on the post text, which returned an F1-

score of 98.4%. We chose this model since language models

like BERT have demonstrated excellent performance on text

classification tasks [8, 46], as they are adept at capturing nu-

anced patterns and contextual relationships within text, such

as those found in the Telegram CAC posts. We opted not

to use commercial LLMs such as ChatGPT due to concerns

about data privacy, API costs, and speed. Running the model

on our full dataset, it identified 53,605 posts (About 83% of

the full dataset) as sharing content relevant to a respective

CAC category. To further evaluate the model’s efficiency, our

coders labeled an additional 1,000 randomly selected posts

marked as CAC positive (200 posts per CAC category, mutu-

ally exclusive from the previously sampled 3,098 posts used

for training the model) and 1,000 posts marked benign by

the model. The model achieved an F1 score of 97.8%. Ta-

ble 2 illustrates the overall performance of the model over

the randomly selected posts, as well as performance per CAC

category, suggesting that it performs exceptionally well across

all categories, except for the Pirated Software category. Likely,

the absence of textual content (since 32% of the posts in this

category are files without text) contributed to the lower per-

formance, as the model relies heavily on textual information.

Harm to subscribers: Traditional cybercriminal forums,

while serving as hubs for sharing malicious content, are

also rife with bad actors who exploit their peers by sharing

scams or harmful material that directly targets forum mem-

bers [40, 88]. Section 5 investigates whether CAC administra-

tors exploit the trust of their audience by sharing content that

can be harmful to the subscribers. We systematically use tools,



Channel category
Posts Subscribers Views Forwards

Min/Max Median/Mean Min/Max Median/Mean Min/Max Median/Mean Min/Max Median/Mean

Credential Compromise (69) 1/3159 102/520 10,215/604,772 28,500/47,132.25 1/19,300 23/65.99 0/483 0/0.39

Pirated Software (124) 1/841 63.5/95.16 11,030/741,259 31,200/52,415.89 1/93,627 397/3138.78 0/504 1/6.58

Blackhat Resources (42) 3/290 35.5/60.5 10,481/253,507 18,450/29,763.11 1/44,573 259/1079.25 0/597 1/7.75

Pirated Media (36) 2/400 25/56.64 15,902/387,599 60,000/102,347.89 1/796,961 24,395.5/47,027.21 0/2569 14/89.03

Social media manipulation (68) 1/1227 8/49.15 10,319/123,097 20,750/28,321.44 1/40,757 326.5/753.78 0/117 0/5.01

Table 1: Descriptive statistics of the Cybercriminal Activity Channels (CAC)

Figure 1: DarkGram framework for identifying and reporting new cybercriminal activity channels

Category (200 per) Accuracy Precision Recall F1-score

Credential Compromise 98.1% 98.3% 97.9% 98.1%

Pirated Software 88.7% 89.2% 88.3% 88.7%

Blackhat Resources 97.4% 97.2% 97.6% 97.4%

Pirated Media 99.2% 99.0% 99.4% 99.2%

Social-media Manipulation 96.2% 95.8% 96.6% 96.2%

Overall 97.8% 97.9% 97.7% 97.8%

Table 2: Performance of BERT-based detection model for

different CAC categories

such as VirusTotal and Hybrid Analysis, to identify phishing

scams and malware disguised within the shared content.

Engagement Analysis: Building upon the characterization

of CACs in Section 4, we dedicate Section 6 towards iden-

tifying the intricate dynamics of engagement within these

cybercriminal communities on Telegram. We examine how

channel administrators utilize strategies to attract and retain

subscribers, including sharing proofs, giveaways, or frequent

updates, and how these tactics influence subscriber growth

over time. Simultaneously, we investigate how subscribers

interact with the posted content, evaluating explicit engage-

ment metrics, such as post forwards and subscriber growth,

and implicit feedback through emoji reactions.

4 Characterization of CACs

This section presents a detailed analysis of the content and

engagement patterns in channels across each CAC category.

This analysis is informed by a qualitative evaluation of 10 ran-

domly selected posts from each channel and the subsequent

extrapolation of these findings to a much larger dataset of

posts identified using our automated classifier.

Figure 2: Example of a payload file shared in a Credential

Compromise channel

4.1 Credential compromise channels

We manually evaluated 690 posts across 69 channels that

claimed to share account-compromised user credentials and

session cookies for various online services. We found that

posts in these channels typically followed a consistent struc-

ture. First, they mentioned the entity or organization whose

credentials had been leaked, followed by a file attachment

that acted as the payload, i.e., containing the leaked creden-

tials/session cookies or an external link leading to a website

with the payload. Figure 2 illustrates one such post that shares

11,000 Hotmail account credentials in a text file. Our auto-

mated classifier further identified 35,883 posts across these

channels. For ethical reasons, due to the presence of person-

ally identifiable information, we did not download or read the

payload files. Instead, our proceeding statistical analysis is

solely based on the information provided in the post text and

the payload file names. It was also essential to distinguish be-

tween posts sharing user credentials and those sharing session

cookies, as these may require different handling and mitiga-

tion strategies from a security vendor’s point of view [83].

We utilized spaCy’s [5] tokenization to identify key phrases

and patterns in the post content and filenames. This approach



was chosen over simple word frequency as spaCy systemat-

ically breaks down text into meaningful components while

capturing contextual patterns and semantic relationships. This

was particularly valuable in cases where posts lacked descrip-

tive text and relied solely on filenames of attached files to

infer their content (25.8% of posts). Using this information,

we developed a regular expression that was capable of accu-

rately distinguishing between posts sharing user credentials

and those sharing session cookies. To check the efficiency

of this approach, we manually checked 100 random samples

that were predicted as sharing user credentials and 100 sam-

ples that were predicted as session cookies, finding it to be

accurate for all cases in the former and all but one case in

the latter. Overall, we found 87.9% of the posts sharing user

credentials, whereas (12.1%) shared session cookies.

Payload file attachments: Approximately, 54.2% (n=19,457)

of the posts had file attachmement payloads. According to

the file names, about 18.7% of these files contained 10,000 or

more credentials, and in 27.4% of cases, credentials for the

same service were exploited across multiple countries (e.g.,

Gmail accounts in the US, UK, and other countries).

External links: 14,574 posts included external links that

directed users to websites hosting the payloads. While the

former could be analyzed using the post metadata itself, for

the latter, we had to deploy a Selenium-based crawler that

interacted with the websites to get the webpage title (that can

indicate the target of the leak) and to click on links on the

website to invoke a file download and extract the file name

(without actually saving the file). We then ran our regular

expression to identify credential and session cookie files from

files downloaded from 89% (n=12,998) of these links, with

the rest being found (upon manual inspection) to either being

inactive/dead or having links hidden behind paywalls, neces-

sitating upfront payments to access the files. These paywalls

employed various monetization strategies, such as cryptocur-

rency payments or prepaid card codes, making further auto-

mated analysis infeasible.

Bot interactions: We found 1,852 posts across 64 channels

that had tagged other Telegram accounts. Upon manual in-

spection, we observed that these posts either shared a small

sample of leaked credentials or just the description of the

leak and encouraged users to contact a bot or user to access

or purchase the complete leak. For ethical reasons, we did

not engage directly with the users; however, we analyzed

the characteristics and behavior of the bots associated with

these posts. We include this analysis in in the Appendix 11.2.

Proofs and guidance: We also found that 29.2% of the posts

contained the keyword “proof/proofs”, aimed at building trust

and credibility among potential buyers. Manually evaluating

a random sample of 1,000 such posts, we found that 849 of

them contained screenshots or videos showing successful lo-

gins or transactions, serving as evidence of the authenticity of

the leaked credentials. Out of them, 173 posts also included

instructions on using the credentials, which were sometimes

Figure 3: Top 10 categories of applications distributed in the

Pirated Software CACs

more complex than simply entering them into login fields.

For example, some provided step-by-step guides on import-

ing session cookies into a browser to bypass login procedures.

In 9.4% of cases, the posts also contained warnings about

potential risks and guidance on avoiding detection by security

systems, such as advising against using the same credentials

across multiple IP addresses or accessing the accounts from

known devices or networks to avoid linking back to the user.

In a small number of cases (5.2%), channels asked subscribers

to verify if the shared credentials worked, leading to discus-

sions about their effectiveness and subsequent posts of veri-

fied, working credentials. This crowd-sourced validation not

only distributed the risk of detection but also reinforced trust

in the community, as verified credentials could be used by

other members with greater confidence.

Disclosure: We reported the posts and the respective CACs

to Telegram and the targeted organizations. This included 32

email providers, 11 domain providers, and 24 online services,

all through their respective vulnerability disclosure programs,

starting from the first week of April when we manually re-

viewed our data and identified the threats. Verifying compro-

mised account credentials can be time-consuming and may

require manual evaluation by the respective Incident Response

Teams. To date, 15 email providers, six domain providers, and

11 online services have confirmed that many credentials from

our report had indeed been breached. Additionally, four email

providers and one online service classified our report as “High

Priority,” while two domain providers promised affirmative

action based on our report.

4.2 Pirated software
We manually evaluated 1,240 posts across 124 channels that

were dedicated to sharing pirated software and found them

sharing modified versions of popular applications for Android

and Microsoft Windows across 15 distinct categories. Dis-

tributing pirated software/media is a serious offense that is

actively banned by law enforcement through intellectual prop-



erty rights [36]. Engaging in or facilitating the distribution

of pirated content can lead to severe legal consequences, in-

cluding fines and imprisonment [39,77]. Our classifier further

identified 11,800 such posts across these channels.

To extend the software categorization across all the 11,800

posts identified by the classifier, we utilized the GPT-4 API [1]

to automatically classify files based on the post text and the

filename (when an attachment was present) within the ex-

isting 15 categories, with the potential to identify additional

categories. We include the prompt used for this categoriza-

tion in Section 11.1 in the Appendix. Using this approach,

GPT-4 added four new categories, bringing the total number

of categories to 19. Our coders validated the post category

and description for a random sample of 1,000 such posts and

found 994 to be accurate. Figure 3 illustrates the ten most com-

mon categories of software that appeared in these channels.

Using GPT-4, we also identified that the 11,800 posts shared

6,154 applications, with 4,201 being for Android and 1,953

for Windows. In the majority of the posts (93.8%, 11,074), the

software was shared directly as a file upload, though 2,144 of

them also contained additional website links. Evaluating 100

of these samples manually, we found that these extra links

were "backups" on an external website or cloud service. The

remaining 726 posts did not have a file upload but relied on

an external link (417), which also contained backup links.

For example, a message might include multiple links, such

as "Download link: [Shortened URL]. Backup link: [Another

URL]." This redundancy ensures that users can access the

software even if one link is taken down. Finally, for 309 posts,

the users were directed to interact with one of 51 unique bots

that had characteristics similar to those found previously in

Credential Compromise CACs, and discussed in Section 11.2

in the Appendix.

A notable percentage (32.4%) of the posts did not provide

any file descriptions, instead only adding the file attachment

(similar to some posts in the Credential compromise CACs).

We assume that this lack of detail can be attributed to the

primary objective of these channels of facilitating quick and

easy access to unauthorized software. Channel administrators

might assume that their audience is already familiar with the

software such that the name of the file already provides suffi-

cient information. Moreover, minimizing descriptions may be

a tactic to evade detection and reduce the risk of content being

flagged or removed by Telegram, as content moderation sys-

tems struggle to detect posts with sparse text content [42, 84].

Conversely, using the post description from GPT-4, we found

that 19% of them included installation and usage instruc-

tions which can be particularly valuable for users unfamiliar

with the software. Additionally, these detailed descriptions

can help build trust and credibility with the audience, particu-

larly for users hesitant about downloading software from an

unofficial source.

4.2.1 Financial Damage through Pirated Software CACs

Distributing pirated software not only infringes intellectual

property [28, 35] but also financially harms the legitimate

developers and organizations who create and maintain these

applications. To quantify the financial damage caused by these

CACs, we again utilized GPT-4 to estimate the expected price

of such software. Since a significant portion of the software

was designed for Android, we also tasked GPT-4 with cat-

egorizing the software into two pricing models which are

dominant in Android app stores [29, 62]: Freemium apps that

require a subscription/purchase to access features or remove

ad-supported and Premium apps that require an outright pur-

chase to access and use. These categories are applicable to

popularly pirated Windows software as well [41]. We eval-

uated 100 randomly selected cases and found GPT-4’s pre-

dictions to be accurate for 97 of them. In total, we identified

2,642 freemium-based apps and 3,512 premium apps, with

prices ranging from less than a dollar to as high as $5,000.

The median price of these premium apps was $4.99. We eval-

uated 100 apps from each of the two categories on a Google

Pixel 3 smartphone (for Android apps) and a Windows 11 Vir-

tual Machine (VMWare, for Windows apps), and our findings

revealed that the appeal of pirated software varied based on

its pricing model. For freemium apps, users were primarily

drawn to modifications that removed ads, unlocked additional

levels, or provided in-game currency. For subscription-based

apps, piracy was largely motivated by the ability to bypass

paywalls and access subscription content for free. In contrast,

the primary driver for pirating premium apps was straightfor-

ward: obtaining paid software without cost.

We estimated the financial losses incurred by developers

based on the number of users downloading and using pirated

software from these CACs. Since Telegram does not provide

download statistics, we used view counts as a proxy to esti-

mate software usage. Table 3 presents our analysis, assuming

a conservative estimate where only 10% of the views trans-

late into actual downloads/usage. Even under these modest

assumptions, our findings indicate that developers potentially
lost over $40 million due to apps shared on these CACs.

4.3 Blackhat resources

We first manually reviewed 420 posts across 42 channels

that shared resources (tools and training) for blackhat pur-

poses. These materials ranged from basic hacking techniques

to advanced exploitation methods. Our classifier identified

2,541 posts overall across these channels. Notably, the post

frequency in these channels was the lowest among all CACs,

with a median posting interval of just over 27 hours. Due to

the lower number of posts identified by the classifier, the two

coders could manually examine the full sample of 2,541 posts.

We found that 39% of the posts (n=988), contained detailed,

step-by-step instructions. Among these, 579 posts included



Category (Count) Min Max Median Mean 10% conversion
Communication (732) $0.1 $50 $4.99 $6.45 $1,115,436

Education (8) $0.99 $399.99 $9.99 $32.79 $1,363,305

Entertainment (972) $0 $2,099 $5.99 $28.91 $4,334,078

Finance (31) $0.2 $623 $4.99 $35.00 $178,439

Food & Drink (141) $2.99 $3.99 $3.49 $3.49 $1,974

Gaming (82) $0 $99.99 $4.99 $8.22 $1,362,768

Hacking (326) $0 $999 $10.00 $86.19 $1,093,085

Health & Fitness (101) $0.99 $69.99 $4.99 $13.28 $892,446

Media & Video (449) $0 $995 $4.99 $22.39 $6,568,106

Music & Audio (270) $0.99 $240 $4.99 $12.59 $2,723,183

News & Magazines (138) $4.99 $15 $8.99 $8.90 $62,659

Photo & Video (418) $0 $524 $4.99 $23.87 $5,781,482

Photography (289) $0.99 $299 $4.99 $15.45 $1,710,315

Productivity (301) $0.66 $524 $4.99 $21.57 $4,179,829

Shopping (237) $5.99 $1,950 $46.87 $559.18 $370,268

Social Media (26) $0 $10 $5.49 $5.99 $155,812

Travel & Local (171) $1.99 $49.99 $3.99 $15.99 $134,620

Utility (1081) $0 $995 $4.99 $18.21 $6,456,385

VPN (381) $2 $5,000 $5.99 $27.13 $2,159,982

Overall $0 $5,000 $4.99 $24.41 $40,644,171

Table 3: Estimated cost of pirated software and subsequent

financial damage

YouTube links, while 135 posts embedded videos demonstrat-

ing how to set up and use specific hacking tools. These visual

walkthroughs were presumably designed to make complex in-

structions more accessible to the audience. Additionally, 201

posts combined text instructions with images, often screen-

shots showing the tools in action, while 73 posts provided

text-only instructions. These posts covered a range of blackhat

hacking topics, including network penetration testing and the

use of Remote Access Trojans (RATs). Many posts promoted

cybercriminal activities through practical demonstrations and

real-world applications. For example, 15.9% of the posts de-

tailed successful phishing campaigns or provided instructions

on executing Distributed Denial of Service (DDoS) attacks,

with 59 posts offering the necessary toolkits. In 5.7% of cases,

these demonstrations were complemented by text or images,

including success stories and testimonials from users claiming

to have benefited from the shared knowledge. Other popular

exploitation topics included instructions on setting up and

managing botnets, spreading malware, using crypters (mal-

ware obfuscation), and cashing out cryptocurrency, offering

aspiring cybercriminals a comprehensive toolkit. Similar to

other CACs, nearly 12% of the posts served as samples de-

signed to encourage subscribers to purchase the complete

tools required for an attack. In contrast to GPT-4 used for

categorization in the Pirated Software CACs (Section 4.2,

we used GPT-4 to confirm the categorization of the content

within these channels that our coders had identified. Figure 4

highlights the ten most frequently shared or discussed exploit

categories. Beyond system exploitation tools, several tutorials

focused on promoting social engineering tactics that extended

beyond phishing. For example, 13.5% of posts provided de-

tailed instructions on impersonation and creating convincing

fake profiles to deceive targets, often designed to bypass se-

curity measures and exploit human vulnerabilities [60, 76].

Similarly, 7.2% of the posts offered insights into email spam-

ming techniques, promoting tools like SMTP settings and

Figure 4: Distribution of the ten most frequent exploit cate-

gories found in Blackhat resources CACs

cracked email marketing software to facilitate unauthorized

mass email campaigns.

We also identified 42 posts offering leaked user creden-

tials for various email providers and online services. Similar

to those found in Credential Compromise CACs, these also

had similar forms of delivering the payload such as file at-

tachments (25), external links (14) and through external bot-

s/users (3) along with 16 posts that included "proofs" such

as screenshots or videos demonstrating successful logins or

transactions. We also reported the posts and corresponding

channel names to Telegram and the targeted organizations,

which included eight email providers (one exclusive to Cre-

dential Compromise channels), five domains, and seven online

services (two exclusive) through their respective vulnerability

disclosure programs. These channels also shared technical

insights and resources that, while valuable for legitimate cy-

bersecurity purposes, could be repurposed for malicious intent.

For example, 2.7% of the posts discussed advanced vulnera-

bilities like Spectre and Meltdown, explaining their operation.

However, these discussions also included tips on carrying out

similar attacks, providing a resource that could be exploited

by individuals with malicious intent.

4.4 Pirated media
We manually reviewed 360 posts from 36 channels that fo-

cused on distributing unauthorized copies of movies and TV

shows, with our classifier finding a total of 2,039 such posts

overall. Much like the Pirated Software CACs, these channels

primarily aim to provide free entertainment content to sub-

scribers, typically including the title of a movie or TV show,

a short synopsis or review, and technical details such as video

resolution (720p, 1080p, or 4K). Manually evaluating these

posts, we found that, to deliver this content, channel admin-

istrators employ multiple distribution methods. In 34.6% of

posts, the media itself appears as a file attachment. Mean-

while, 42.3% of the posts directed users to external websites

where the content can be streamed or downloaded, and three

channels consistently promote a single external site in ev-

ery post. Additionally, 294 posts integrated “Content Access”



Figure 5: Example of a Copyright media CAC which shares

episodes of the One-Piece anime, asking users to engage with

a bot to get the relevant media

or “Follow-to-Access” bots (discussed in Section 11.2) that

mediate file delivery, mirroring the bot strategies previously

observed in Credential Compromise CACs. Figure 5 shows

a sample from one channel that regularly uploads sequential

episodes of the popular anime series "One Piece" [69]. We

also discovered that five channels concentrated on just one

TV show each, uploading new episodes as soon as they were

released. For ongoing series, fresh content appeared weekly,

while for previously finished seasons, admins shared entire

back catalogs at once.

4.5 Social media manipulation

We manually evaluated 680 posts from 68 Telegram channels

advertising artificial engagement services—such as purchased

likes, follows, or comments—for a variety of social media

platforms. Extending this analysis via our automated classi-

fier, we identified a total of 3,342 posts from these channels.

To characterize and describe them in greater detail, we utilized

the GPT-4 API, which revealed that these posts collectively

targeted 57 platforms, spanning commonly used services like

Twitter (now X), Facebook, Instagram, Telegram, WeChat,

and Line, as well as more niche networks such as Peach, Vero,

and Steemit. Drawing on prior work by Nevado et al. [61], we

found that these channels frequently referenced or promoted

Social Media Marketing (SMM) panels - websites offering

paid engagement (e.g., followers, likes, impressions) across

multiple platforms. Overall, 4,051 unique websites appeared

in these CACs designed to boost engagement metrics for 51

different platforms.

Methods of Building Trust and Advertising: Beyond en-

abling the purchase of fake engagement, 39 channels shared

images as "proof" of successful services, likely to build trust

with potential customers. These images showcased tangible

results, such as increased engagement or follower counts,

demonstrating the effectiveness of the services provided. For

instance, Figure 6 highlights a channel displaying proof of

a successful Instagram follower purchase, showing a visibly

boosted follower count. Additionally, 45 channels frequently

hosted time-limited giveaway competitions, offering their ser-

vices for free to winners. Notably, three channels accounted

for a significant number of giveaway posts (n=480) featuring

collaborations with social media influencers boasting sub-

stantial followings. These posts often guaranteed a specific

number of new followers for giveaway winners. For example,

one post promoted a giveaway by an influencer with 9.1 mil-

lion followers, promising winners between 10,000 and 15,000

new followers. These giveaways likely served multiple pur-

poses: attracting new users through risk-free trials, increas-

ing the visibility and engagement of the hosting channels,

and generating urgency and excitement around the services.

Collaborations with popular influencers further amplified the

perceived legitimacy and appeal of the services, benefiting

both the influencers and the service providers. Such strategies

align with findings in related research, such as the promotion

of NFTs [71], where scammers exploit artificial promotion

to lure unsuspecting victims with promises of high returns

or benefits. In Section 6, we see how such "proofs" and give-

aways contribute to enhanced engagement on these channels.

Taken together, these observations highlight a tightly coor-

dinated ecosystem in which the CACs employ varied strate-

gies—ranging from SMM panel promotions to bot-driven

“funnel” workflows—to convince subscribers of the legiti-

macy and value of social media manipulation servers. Such

behaviors not only inflate user metrics but also threaten the

integrity of social media interactions at scale.

4.6 Telegram’s reaction to channel disclosure

We reported all 339 CACs to Telegram via their abuse email,

including detailed evidence such as the channel name, URL,

description, and summaries of the latest 10 malicious posts de-

tected by our model. Evidence-based reporting, as opposed to

generic submissions, has proven more effective in facilitating

takedowns [64]. Despite these efforts, only 64 channels (19%)

were removed, primarily in categories such as pirated media

(33 channels), pirated software (19 channels), and social me-

dia manipulation (10 channels). The higher removal rate for

pirated software and media channels suggests that Telegram’s

moderation policies may prioritize content involving unautho-

rized media distribution, potentially driven by pressure from

media publishers [74]. In contrast, only 2 out of 42 black-

hat resource channels were removed, raising questions about

whether these removals occurred independently of our reports

and whether channels sharing exploit tools and hacking mate-

rials are subject to minimal scrutiny. Telegram’s moderation

strategy appears to rely heavily on user reporting [87]. This

reliance is reflected in subscriber-based visibility: pirated



Figure 6: Examples of artificial boosting: On left - Selling a fake account with significant engagement, On middle - Increase in

followers post promotion, On right - A website where users can purchase artificial engagement

media channels average 137K subscribers, pirated software

84K, social media manipulation 11K (median), while blackhat

resource channels only average only 3K subscribers. Chan-

nels with larger audiences are more visible, attracting greater

scrutiny from both users and stakeholders [45, 63].

Conversely, Social media manipulation and Blackhat re-

source channels, with their smaller subscriber bases, receive

fewer user reports and consequently less attention from Tele-

gram’s moderation efforts. Moreover, as discussed in Sec-

tion 6, blackhat resource CACs often form tightly-knit com-

munities, where subscribers are less inclined to report the

channel. This insular structure likely contributes to the lim-

ited removal rates observed in this category. On the other

hand, the median age of the 339 CACs was 237 days, sug-

gesting that older, more established channels may be more

resilient to removal compared to newer channels. This hesi-

tancy in removing a significant majority of CACs highlights

the challenges of moderating older, well-established channels.

We explore this hypothesis in Section 8, where we compare

the removal rates of 196 newer channels discovered by our

framework with those of older channels.

4.7 Overlap of content between Telegram
CACs and cybercriminal forums

We also wanted to identify potential overlaps between the

content shared on Telegram CACs and that found on tradi-

tional cybercriminal forums. To do this, we used Harvest [86],

a toolkit designed for parsing and collecting posts from online

forums to collect a random sample of 107,852 forum posts

shared between February 21st and May 29th from four promi-

nent cybercriminal forums - sinister.ly, cracked.to, nulled.to,

and Blackhat World. Posts were collected at the root level of

the forums, meaning the data was gathered randomly as new

posts were shared without targeting specific sub-forums/sub-

threads. Each post included the title and message content but

excluded user statistics to ensure anonymity. Unlike prior

studies that have relied on publicly available data dumps con-

taining user and post information [21], we refrained from

using such datasets due to the ethical ambiguity of handling

user-level data. To examine potential overlaps, we randomly

sampled 500 posts from each of the four forums. Two coders

analyzed these posts to identify discussions that matched

the types of content shared across the five Telegram CACs.

Among the sampled posts, 581 did not share any similarities

with content found on Telegram CACs. Instead, these posts

included topics such as beginner hacking tutorials, general

cybersecurity news, and forum-specific meta-discussions like

rules and bans. For the remaining 1,419 posts, we identified

873 posts (43.6%) discussing Credential Compromise, 498

posts (25%) discussing Social Media Manipulation, but only

48 posts (2.4%) discussing Blackhat Resources. Interestingly,

we did not find any posts discussing Pirated Software/Media.

This absence could be attributed to the fact that such content is

typically hosted on external websites [14, 25], fraudulent app

stores [2], or even legitimate platforms such as YouTube [26].

Among the 673 Credential Compromise posts, we observed

patterns similar to payloads shared in Telegram CACs. These

posts often detailed the target and volume of leaked data and

provided download links for the stolen credentials. The 498

posts discussing social media manipulation also primarily

advertised links to SMM (social media manipulation) panels,

as seen in Telegram CACs. The small subset of 48 posts on

Blackhat Resources included discussions on tools such as

vulnerability scanners, credential stuffing scripts, and exploit

kits. However, by further looking into the structure of the

forums, we found many blackhat resources were confined to

tiered access levels, such as VIP memberships, which required

payments or forum reputation points, restricting our ability

to study these posts in detail. Credential compromise CACs

on Telegram also shared 14,574 unique URLs to download

credentials, and we checked if these external URLs appeared

over the full dataset (i.e., 107,852 posts) and found that these

forums posts contained 3,438 domains (around 23.5%) that

belonged to the same websites that were shared on Telegram.

Similarly, Social Media Manipulation CACs on Telegram had



shared 4,051 unique URLs linked to SMM panels, and we

found 2,989 (around 74%) of those domains appearing on the

cybercriminal forums. This indicates a noteworthy overlap

between the content shared between Credential Compromise

and Social Media Manipulation content CACs and our cy-

bercriminal forums dataset, and conversely. While this is an

initial and limited evaluation, it would be intriguing to dedi-

cate future work to the granular details of how content-sharing

dynamics work between these two ecosystems.

Annotation using Generative AI: We used GPT-4 for an-

notating data from posts shared in "Credential Compromise"

and "Social Media Manipulation" CACs, depending on its

proven effectiveness in similar tasks as highlighted in prior

work [33, 81]. To ensure accuracy, we also manually evalu-

ated a sample of the annotations in each instance. However,

we acknowledge the reliance on a proprietary platform raises

concerns about long-term replicability. In the event GPT-4

becomes unavailable or unsupported, the annotations it gen-

erated can be reproduced using open-source alternatives like

LLaMA 3.1, which not only demonstrate comparable or supe-

rior performance to GPT-4 [10] but also benefit from a more

recent knowledge cut-off dates.

5 Subscriber harm analysis

In the previous section, we explored how CACs distribute

malicious/illegal content that can be used by its subscribers

to exploit third-party individuals and organizations. Here, we

shift our focus on content that can instead pose a risk to the
subscribers themselves. With the volume of users subscribing

to these CACs, we hypothesize that they can be exposed to

content that can be malicious to them. We examined 13,726

URLs and 3,205 executables that were shared in the CAC

posts. Note that while phishing URLs were shared across all

CACs, executables were chiefly ( 97%) found across Pirated

software and Blackhat Resource CACs only.

Malicious URLs and Phishing Scams: Each URL shared in

the CACs was scanned with VirusTotal [13], an online scanner

that aggregates results from 80 anti-phishing engines. URLs

flagged by two or more engines were marked as malicious, a

threshold commonly used in prior research [72]. This criteria

led to 3,028 URLs being flagged as malicious. Recognizing

VirusTotal’s gaps, particularly with newer threats [67], we

also scanned undetected URLs using PhishIntention [54], a

deep learning model for phishing detection based on web-

site appearance and behavior. PhishIntention identified 829

additional phishing URLs, raising the total to 3,857, repre-

senting 28.1% of all URLs shared in these channels. Pirated

software and media channels contained the highest number

of phishing URLs, with 1,507 and 1,110 flagged URLs, re-

spectively, followed by Social-media manipulation channels

having 638 and Credential compromise channels having 515

URLs. Prior literature [47, 85] has found that users seeking

unauthorized access to software or media are often less cau-

tious about clicking on unverified links, making them prime

targets for phishing attacks. Cybercriminals exploit this be-

havior by embedding phishing URLs within download pages,

streaming sites, or advertisements. In contrast, Blackhat re-

source CACs contributed only 87 phishing URLs, as users in

these spaces might typically possess greater technical exper-

tise and demonstrate higher vigilance, as also found in similar

groups in traditional cybercriminal forums [20]. We reported

all malicious URLs to five popular anti-phishing blocklists

(Google Safe Browsing, APWG eCrime, PhishTank, Open-

Phish, and Microsoft SmartScreen) and reported the posts

containing these URLs to Telegram.

Malicious files: To analyze executable files shared within

CACs, particularly in Pirated Software channels, we used

Hybrid Analysis [44], an online malware analysis platform

developed by CrowdStrike and VirusTotal. A file was con-

sidered malicious if detected by Hybrid Analysis and also

had at least two antivirus scanners flagged it. Using this ap-

proach, we found 1,210 files to be malicious, out of which

only 491 (4̃0%) had been priorly scanned by Hybrid Anal-

ysis, suggesting several of the malicious files shared in the

CACs had not been seen by the tool. Considering Hybrid

Analysis is a popular tool that contributes threat intelligence

to antivirus vendors, there is a possible detection gap for these

files. Also, 310 of the malicious files were Android APKs and

we cross-referenced them with those listed in the AndroZoo

repository [12], using package names to avoid discrepancies

caused by modified file hashes. Interestingly, we found that

83 of the malicious APKs had corresponding entries avail-

able on the Google Play Store indicating Telegram’s role in

distributing repackaged or potentially malicious apps.

6 Channel Engagement

In Section 4, we established how the characteristics of various

CACs with respect to content and how they are distributed.

This section focuses on how users engage with this content

by examining metrics such as follower growth, retention, and

user reactions across the 339 CACs in our database through-

out the study period. These channels collectively contained

23.8 million users, with a median of 8,000 followers per chan-

nel. However, only channel administrators can access fol-

lower lists of a channel, which prevented us from determining

whether individual users were engaging with multiple chan-

nels within the same CAC or across different CACs.

Impact of Proofs and Samples We examine how different

strategies employed by channels, such as sharing proofs and

samples, influence subscriber growth. As discussed in Sec-

tion 4, CACs such as Credential compromise and Social Me-

dia manipulation often share "proofs" to verify the legitimacy

of their services or provide giveaways/samples for potential

subscribers to try. We hypothesize that these strategies may

drive subscriber growth, and thus compared the subscriber

growth of channels that shared proofs with those that did not



during the same period for both the CAC categories. While

we did not find statistically significant growth immediately

after sharing proofs, channels sharing proofs and samples had

significantly higher overall growth than those that did not

within a week (p < 0.01 and p < 0.05, respectively), suggest-

ing that sharing samples or giveaways effectively attract new

subscribers. Giveaways also often involve activities requir-

ing participation, generating interest through word of mouth.

Thus, while proof-sharing may not result in immediate sub-

scriber increases, it also builds trust by demonstrating the ser-

vice’s credibility and attracting more subscribers over time.

Impact of Post Forwards Post forwarding is a critical driver

of channel engagement on Telegram, enabling content to be

shared across channels and significantly expanding its reach.

To evaluate the impact of forwards on subscriber growth,

we analyzed forward activity in CAC posts and correlated it

with subscriber growth over a seven-day period. Our findings

reveal a strong positive association between the number of for-

wards and subscriber growth. Channels with posts that were

forwarded more than 100 times in a week exhibited a me-

dian growth rate of 27.4%, compared to 12.1% for channels

with fewer forwards (p < 0.01). This trend was particularly

pronounced in Pirated software and media channels. For in-

stance, Pirated media channels with posts having over 100

forwards achieved a median growth rate of 39.2%, compared

to 17.3% for channels with fewer forwards (p < 0.001). Sim-

ilarly, pirated software channels saw a median growth rate

of 31.9% for posts forwarded over 100 times, compared to

14.2% for channels with lower forward activity (p < 0.001).

The nature of content shared in these channels plays a pivotal

role in driving forward activity. Pirated media channels often

feature newly released materials that subscribers are eager to

share, increasing the channel’s visibility and attracting new

followers. Similarly, Pirated software channels share links

to high-demand software or updates, further amplifying their

appeal and leading to substantial subscriber growth.

Channel Migration: In Section 4.6, we highlighted that 64

channels were deleted or removed by Telegram during our

analysis period. Among these, 52 channels proactively posted

alternate channel links to maintain their operations. Our anal-

ysis revealed a significant follower migration to these new

channels, with a median of 43.8% of followers transitioning

within a week. This rapid migration likely reflects the rep-

utation and trust these channels had previously established.

When a well-known channel relocates, its audience is mo-

tivated to follow, ensuring continued access to the desired

content. This observation underscores the limitations of chan-

nel deletion as a standalone countermeasure. Cybercriminals

can adapt quickly by creating and sharing alternate or backup

channels, effectively retaining their follower base. Notably,

channels dedicated to blackhat resources and credential leaks

demonstrated the highest follower migration rates, at 65.3%

and 51.7%, respectively. This suggests that subscribers to

these channels are particularly dependent on the content pro-

vided, further emphasizing the resilience of cybercriminal

activity in the face of takedown efforts.

6.1 Emoji reactions

A majority of posts in the CAC channels (81.3%) were either

closed to replies or did not receive any, and the replies that did

exist were typically very brief, with a median length of only

4 words and an average of 9.16 words. This brevity stands

in stark contrast to the more detailed replies [34] commonly

seen on other social media platforms like Twitter (now X) and

Facebook, making interpretation more challenging. Therefore,

we instead focus on interpreting the emoji reactions to the

posts in this section. Emojis provide a quick and expressive

way for users to convey emotions and reactions without rely-

ing on lengthy text [70]. In CACs, analyzing emoji reactions

offers valuable insights into user engagement and sentiment

toward shared content. Emojis can reflect a range of emotions,

such as approval, excitement or disapproval. By analyzing

the frequency and types of emojis used in response to CAC

posts, we can better understand the effectiveness, popularity,

and overall community sentiment to the shared content.

Analysis: We found that only 22.8% (n=32,480) of the posts

had at least one reaction, with just 10.43% (n=14,872) having

more than one reaction. Figure 7 illustrates the five most fre-

quently used emojis per CAC category. Notably, there is a lack

of variation, with just ten emojis accounting for 74.8% of all

reactions out of the 68 unique emojis used in the dataset. Over-

all, positive emojis such as "Like" and "Love" dominate reac-

tions, suggesting that when users react to posts, their responses

are generally positive. The "Like" emoji, which specifically

indicates approval of the shared content, is the most frequent

emoji across all CACs, except in Artificial Boosting, where

it is the second most common. Similarly, the "Love" emoji,

symbolizing fondness or happiness, ranks second in all four

CACs. Other frequent positive emojis include the "Folded

Hands" emoji (expressing gratitude), the "Fire" emoji (in-

dicating excitement), and the "Exploding Head" emoji (sig-

nifying shock or amazement). These findings suggest that

subscribers tend to approve of and engage positively with

the content shared across all CACs. In Section 5, we explore

whether subscriber reactions remain positive when harmful or

malicious content is shared. Conversely, two negative emojis,

"Dislike" and "Crying Face," are somewhat prevalent across

all CACs except Pirated Software. The "Dislike" emoji ex-

presses disapproval, while the "Crying Face" emoji reflects

sadness or distress. However, subscribers may simply ignore

unsatisfactory content rather than react negatively.

Reactions to Sales and Malicious Files: We also exam-

ined emoji reactions to posts promoting content for sale (e.g.,

through shared samples and links to external bots) and those

distributing malicious files or phishing URLs. This analysis

aimed to assess user satisfaction with the sales for the former

and to gauge user awareness of the risks associated with the



Figure 7: Five most popular emojis per CAC

latter. Similar to overall reactions to CAC posts, the majority

of responses to both categories were overwhelmingly positive.

For content-selling posts, 7 out of the top 10 emojis indicated

interest or satisfaction, suggesting that users were engaged

and generally pleased with the purchasing process. On the

other hand, posts sharing phishing links or malware also re-

ceived predominantly approving reactions, with 9 out of the

top 10 emojis reflecting consent or approval. This highlights a

critical concern: many users may be unaware of the malicious

nature of the content they are interacting with, inadvertently

exposing themselves to significant risks. Such behavior un-

derscores the urgent need for enhanced user education and

awareness to mitigate these vulnerabilities.

7 Interpreting cross-platform dynamics

Our analysis reveals several behavioral and structural patterns

that differ markedly from those commonly observed on tradi-

tional cybercriminal forums contextualized with the help of

prior research into such forums.

Accessibility to content: Many cybercriminal forums are

structured around multi-threaded, discussion-heavy ecosys-

tems that rely on user-to-user interactions to foster trust, repu-

tation, and mentoring [52,59]. Accessing relevant material of-

ten requires browsing subforums, navigating multiple contrib-

utors, and becoming familiar with specialized jargon. Some

forums also impose barriers—such as invite-only registrations

or tiered “VIP” access levels—to maintain the exclusivity and

quality of shared content [52,66]. We also specifically noticed

this in Section 4.7 where most blackhat resources on these

forums where behind tiered barriers. While these mechanisms

help sustain high standards among seasoned members, new-

comers can find access to content daunting. In stark contrast,

Telegram’s CACs operate on a broadcast model, wherein ad-

ministrators share content via a simple chronological feed.

Telegram’s CACs often present content in a format that re-

quires minimal active engagement from subscribers. Addi-

tionally, each Telegram CAC typically focuses on a single

type of content, streamlining the user experience by eliminat-

ing the need for extensive browsing or vetting.

Heightened Subscriber Risk: We argue that subscribers face

potentially greater risks on Telegram CACs’ channels than tra-

ditional cybercrime forums. Research on such forums reveals

a surprising degree of self-regulation [30], where experienced

members act as informal gatekeepers by spot-checking ques-

tionable posts and leaving negative feedback to deter low-

quality or harmful contributions [59] - mechanisms which

help to mitigate risks for members. In contrast, our analysis

of Telegram CACs an environment which can be dangerous

to the subscribers. Specifically, in Section 5, we find 28.1%

of URLs shared on these channels led to phishing sites, and

38% of shared executable files were malicious. Unlike forums,

where scams/harmful content typically unfold over days or

weeks, allowing members to warn others [55], administrators

on Telegram CACs can inject such content into the feed al-

most instantly, and since the majority of the CACs disable

replies to posts, wary subscribers have limited opportunity to

raising alarms then they notice suspicious activity. It was also

alarming that a significant portion of such harmful material is

shared in channels focused on pirated software, media, and

social media manipulation - content that is seeked by regular

users [14] instead of technically proficient hackers . This is

further evidenced by our findings in Section 6 where users

often react positively to posts with malicious content, suggest-

ing a lack of awareness of the risks in accessing them.

Channel and Content Resilience: Cybercriminal forums are

frequently taken down by law enforcement, the resulting frag-

mentation can dramatically reduce active membership [68,73].

Many forums also depend on third-party FTP servers or spe-

cialized hosting providers for file storage, exacerbating the

issue; if these hosts are shut down, the associated files vanish,

even if the forum itself remains operational [59]. In contrast,

Telegram CACs are more resilient. When threatened with re-

moval, they simply create backup or alternate channels on the

same platform and, as our findings indicate, can swiftly mi-

grate a large portion of their subscribers, thereby preserving

their community. Furthermore, the majority of cybercriminal

content shared by Telegram CACs is hosted directly on the

platform, eliminating reliance on external services and en-

suring their content remains intact. CACs also often conceal

shared content behind bots, likely making it more difficult for

automated anti-scam crawlers to detect and remove it.

Telegram CACs also offer a more organized and seemingly

“safer” means of distributing content that is otherwise scat-

tered or easily taken down on other platforms. For instance, pi-

rated software hosted on unreliable websites or malicious app

stores often exposes users to malware and clickjacking [48].

Similarly, pirated media is typically found on questionable

streaming platforms or torrent sites, both of which are prone

to adware, phishing, and takedowns [50]. Even when such

content is uploaded to legitimate streaming platforms like



YouTube, it is often swiftly removed. By contrast, Telegram

CACs centralize such content within a single channel, hosting

it directly on the platform. From the end-user’s perspective,

this approach may provide a perceived sense of security, as

downloading content from Telegram may feel safer compared

to engaging with random, suspicious websites.

Evolving strategies of monetization: Prior research has ex-

tensively examined monetization methods on cybercriminal

forums [89], including middleman services, auctions, and

escrow-like systems [11, 56]. However, these markets are no-

toriously scam-prone [19], featuring fake listings, imperson-

ation of trusted sellers, or manipulation of escrow-like mecha-

nisms—all of which erode trust among buyers and sellers. In

contrast, sales on Telegram CACs are exclusively controlled

by channel administrators, who typically utilize bots (and,

in some cases, affiliate users) to manage payments and de-

liver “premium” malicious content. This structure resembles

a storefront environment rather than the distributed market-

place typical of forums [51]. Notably, posts advertising paid

content on Telegram CACs routinely attract positive emoji

reactions, an indication that buyers are generally interested or

satisfied with their purchases, which is contrast to transactions

in cybercriminal forums which can leave customers uncertain

or dissatisfied [22]. Telegram’s built-in payment API further

simplifies these transactions, removing the need for the com-

plicated and anonymous payment portals that forum-based

sellers utilize. Another notable tactic on Telegram CACs is

the use of “giveaways” and “proof” posts—practices seldom

highlighted in existing forum-based research, to encourage

user growth and reassure potential buyers. These curated “free

samples” of stolen credentials or pirated software entice sub-

scribers to pay for more. A significant challenge with Tele-

gram CACs, however, is accountability. Whereas fraudulent

transactions in forums can lead to public complaints and po-

tentially result in moderators banning the perpetrator [43].

Most Telegram channels also restrict user comments and hin-

der dissatisfied buyers from warning others. Consequently,

victims’ only recourse is to report the channel to Telegram,

which, as discussed in Section 4.6, often appears reluctant to

take action against well-established channels.

Takeaway: Prior literature has identified how compromised

credentials [19], SMM panels [61] and blackhat resources [73]

are regularly shared on cybercriminal forums. Our analysis

in Section 4.7 further reinforces these findings, revealing that

forums not only exhibit similar payload characteristics but

also rely on overlapping external websites to distribute their

content. This highlights that Telegram CACs, at the very least,

function as an alternative source for accessing cybercriminal

content. Additionally, Telegram CACs share pirated content,

which is largely absent from traditional cybercriminal forums.

What sets Telegram apart is its ability to deliver this con-

tent in a streamlined manner that is readily accessible to a

broad audience, and an apparent lack of strong moderation on

the platform makes removal of such content less likely. Our

findings also reveal that this content not only reaches and is

actively consumed by millions of users, not only necessitating

the need for their swift takedown but also as a resource for

security vendors for identifying malicious content. In the next

section, we demonstrate how DarkGram, our BERT-based

detection pipeline, can be extended to identify and disrupt

newly emerging CACs in real-time.

8 Detecting New CACs Using DarkGram

We extended the DarkGram framework to proactively identify

new CACs shared on Telegram and Facebook from May 26

to August 11, 2024. Our goal was to detect these channels

early, report them to Telegram for removal before they could

gain significant subscribers, and notify affected stakeholders

and security vendors regarding the malicious content shared

within these channels. Similar to how we reported the original

CACs in Section 4, DarkGram also automatically reports to

Telegram’s abuse email with the channel description, CAC

category, and screenshots of the post. To identify new CACs

on Telegram, we first searched for URLs starting with t.me

shared across the 339 CACs, either as a post or through a

bot. This approach was chosen because the channels in our

ground truth already represent a curated, high-risk dataset,

making it both resource-efficient and effective to focus on

the interconnected networks commonly observed in cyber-

criminal activity [49]. As described in Section 6, "Channel

Migration," CACs often promote and encourage users to join

similar channels. By leveraging this observed behavior, our

approach can increase the speed and likelihood of detecting

new emerging CACs. Nevertheless, DarkGram can just as

easily be run on a random sample of channels with equal ease.

For each t.me link, DarkGram analyzes the 10 most recent

posts to emulate the methodology we used to identify mali-

cious CACs from Telemetrio while building the ground truth

(Section 2.1). Depending on the flagged content, DarkGram

extracted URLs and executable files for further analysis us-

ing VirusTotal [13] and PhishIntention. Channels with five or

more flagged posts were classified as malicious and reported.

Building the ground-truth in Section 2.1 also informed this

threshold, as legitimate channels would occasionally contain

malicious posts, likely shared accidentally by the adminis-

trators, a phenomenon not uncommon in other social media

platform [17]. By setting a higher threshold, we ensure that

only channels demonstrating consistent malicious behavior

are flagged, reducing the risk of false positives. Using this

approach, DarkGram identified 127 malicious channels out of

245 examined links. To demonstrate that DarkGram can also

be used to find CACs on other social media platforms, we

run it on Facebook, which is often used by cybercriminals to

share malicious content [23]. To identify CACs on Facebook,

we utilized the CrowdTangle API [3] (now replaced by the

Meta Content Library). Through CrowdTangle’s global search

functionality, DarkGram extracted t.me links embedded in



posts from public groups. These links were evaluated using

the same process as links found on Telegram CACs, looking

through 4,191 links from 3,002 groups and flagged 69 (shared

in 14 groups) as malicious, which were reported.

Misdetections: Manually evaluating the 245 channel links

found from Telegram towards the end of our study (in August

2024), we did not find any false positives but noticed that an

additional 19 CACs that were initially missed by DarkGram

were sharing malicious content. Looking more closely, we

found that DarkGram had missed all but one of these channels

since initially they did not have any/so few posts which did

not trigger the five malicious post threshold to be labeled as

malicious. The same pattern was also seen for links obtained

from Facebook, where while we did not find any false posi-

tives in the 69 channels identified, we also randomly sampled

and verified 200 channels (from 4,191),finding 4 CACs which

were also missed by DarkGram due to lack of posts.

Characteristics: Overall, the 196 channels shared on Tele-

gram and Facebook combined were spread across all CAC

categories we have studied: Credential Compromise (56), Pi-

rated software (72), Artificial Boosting (17), Pirated Media

(23), and Blackhat Resources (28). Figure 8 in Appendix illus-

trates the distribution of the new channels found by DarkGram

over the three months. Manually evaluating a maximum of

10 randomly selected posts from each of the 196 newly dis-

covered CACs, we found that the content shared across them

closely mirrors the patterns observed in the 339 ground-truth

CAC channels. These similarities span all CAC categories,

including tactics employed by channel owners, such as using

"proofs" and bots for content distribution. For brevity, we do

not go into the detailed statistics of this content. However, this

finding underscores the persistence of the malicious activities

previously documented in this paper extending to the newer

channels as well. Based on the creation dates of the channels,

we found that the new channels had a median channel age of

only 27 days compared to that of our original CAC channels

at 237 days. This indicates that DarkGram was able to find

significantly newer channels, as also justified by the newer

channels having a median follower count of only 1,408.

Disclosure and Removal: Reporting these channels to Tele-

gram led to the removal of all 196 channels, with a median

response time of 4 days. This is in contrast to when we re-

ported the original channels in Section 4.6 where only 64

(of 339) channels were removed. With Telegram’s content

removal policy not transparent on how reported channels are

moderated, we assume that since the original CACs were

more established with higher subscriber counts and more traf-

fic, Telegram might be more resistant towards removing them,

as is also the practice on other social media platforms where

scammers taking over popular accounts are more resilient than

newer accounts [27]. This further brings into focus the impor-

tance of identifying and removing the CACs early. We also

reported 20 of the 23 false negatives missed by DarkGram (19

from Telegram links and 4 from Facebook) at the end of the

study. By that time, these channels had a median subscriber

count of 8,125, significantly higher than when they were ini-

tially scanned by DarkGram. The three channels that were

not reported, was since they had already been removed/take-

down. Our disclosure resulted in the removal of 14 channels

(as communicated by Telegram and verified by us), while 6

remained active. It thus appears that Telegram’s urgency in

removing the channels becomes less severe the more popular

the channel becomes, further emphasizing the need for early

detection, and DarkGram appears to have a positive impact

in identifying and removing these channels. This is in line

with recent reports of Telegram’s struggles to stop cybercrim-

inal activity from running rampant on their service [48, 75],

while the reports focus on cybercriminal activity in private

chats, through this work we see that malicious activity is just

as functional on public easily accessible channels and often

without any resistance from Telegram. We also reported 597

malicious URLs and 314 files, resulting in the removal of 343

URLs, 157 of which were confirmed by domain providers as

a direct result of our reports.

9 Conclusion and Future Work

We present the first comprehensive analysis of dedicated cy-

bercriminal channels on Telegram, uncovering how the plat-

form has become a hub for sharing malicious content across

five distinct categories. Our findings highlight several key

aspects: the unique characteristics of the content shared, the

strategies employed by channel owners to attract users, build

trust, monetize their operations, and ensure resilience against

removal. These factors which differentiate these channels

from traditional cybercriminal forums and also in several

cases make them more potent. To address the threats posed by

these channels, we developed DarkGram, a real-time frame-

work capable of detecting and reporting cybercriminal chan-

nels and their malicious content. This proactive approach

is critical given Telegram’s apparent reluctance to remove

older, more established channels. Our work also paves the

way for future research solely dedicated to each CAC cate-

gory, as the unique strategies and engagement methods merit

deeper exploration to uncover more nuanced insights and in-

form targeted interventions. By open-sourcing our dataset and

the DarkGram model, we provide a valuable foundation for

continued investigation and collaboration in this area.
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Ethical Considerations

As per the USENIX Security guidelines for ethical considera-

tions, we have included this ethics report in accordance with

the principles outlined in their call for papers and submission

policies. Our research on Telegram CACs was conducted with

a thorough consideration of ethical implications, grounded

in consequentialist and deontological ethics. Throughout the

study, we prioritized transparency, privacy, and the potential

impact on various stakeholders, including Telegram users, cy-

bercrime victims, and the broader cybersecurity community.

Stakeholder Considerations
Key stakeholders include the users and administrators of cy-

bercriminal channels, potential victims (such as organizations

and individuals affected by criminal activities), law enforce-

ment agencies, and Telegram as a platform. We took special

care to avoid interacting with sensitive content and focused

exclusively on metadata and filenames, ensuring no person-

ally identifiable information (PII) was involved. When releas-

ing datasets, we employed Microsoft Presidio [4], an offline

Python library that anonymizes sensitive text in data, to obfus-

cate all PII and excluded links to any compromised credentials.

A dual manual review process by two coders, including the

first author, further ensured the absence of PII. Data that could

not be fully obfuscated was excluded from our analysis, and

we promptly deleted such information from our experimental

setup. Similarly, for malicious content and phishing URLs,

we removed the data after completing the analysis. Further-

more, we respect the rights and autonomy of individuals who

engaged in potentially illegal activities as well by obfuscating

the identifiable channel information from all screenshots in

the paper, and not including their names in the text as well.

Consequentialist Ethics
In alignment with the Beneficence principle outlined in The

Menlo Report [16], we sought to minimize harm while maxi-

mizing the benefits of our research. The primary long-term

benefit lies in identifying harmful CACs and their content,

potentially leading to their removal and reducing the spread of

cybercriminal activity on Telegram. We recognize the risk of

unintended consequences, such as criminals adapting to evade

detection. To mitigate this, we limited the disclosure of spe-

cific vulnerabilities or methods in our DarkGram framework

that could be exploited by malicious actors.

Deontological Ethics
In line with the Respect for Personsprinciple, as previously

mentoned in "Stakeholder Considerations", we ensured that

no private or personally identifiable information (PII) was

compromised during the course of our research. Also, our

team avoided interacting with cybercriminals directly, and we

did not engage in any actions that would violate the privacy

or rights of the individuals involved. We did not download

files that contained sensitive information (e.g., credentials)

and focused our analysis strictly on the metadata and public

information available from Telegram channels. Since our

research did not involve direct interaction with human subjects

or sensitive personal information, our study was deemed not

to require an Institutional Review Board (IRB) approval.

Disclosure and Vulnerability Reporting

When vulnerabilities or malicious content were identified, we

followed responsible disclosure practices by promptly report-

ing them within 12 hours to Telegram and affected organiza-

tions (e.g., email providers, and domain hosts). We adhered

to responsible disclosure timelines, allowing organizations

to address the threats (for as long as required since verifying

some of our reports, such as compromised credentials or mal-

ware can be a time-consuming process) before publicizing

any findings. Also our public reports contain only aggregated

statistics without identifying specific organizations. In our

open-sourced dataset, we exclude any unresolved disclosures

that had not been confirmed by vendors, which does reduce

the size of our dataset that was open-sourced. As a result

of these efforts, 196 channels were taken down, and several

phishing and malware URLs were mitigated.

Legal and Ethical Compliance

We ensured that our research complied with all applicable

laws and respected platform terms of service, especially in our

interactions with the Telegram API. We avoided conducting

live experiments that could harm legitimate users or violate

any platform’s policies.

Proactive Ethics Consideration

Ethical considerations were proactively integrated at every

stage of our research process as mentioned in the proceeding

paragraphs. From project design to data collection and analy-

sis, we continuously evaluated potential harms and benefits,

allowing us to anticipate ethical challenges and implement

solutions accordingly.

Open Science Policy

To adhere with Open Science Policy, we open-source our

dataset and also make our detection framework - DarkGram

available at https://zenodo.org/records/14736879.
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[34] Kristina Gligorić, Ashton Anderson, and Robert West.

Adoption of twitter’s new length limit: Is 280 the new

140? arXiv preprint arXiv:2009.07661, 2020.

[35] Rajeev K Goel and Michael A Nelson. Determinants of

software piracy: Economics, institutions, and technol-

ogy. The Journal of Technology Transfer, 34:637–658,

2009.

[36] Albert N. Greco. The Impact of Legal, Intellectual Prop-
erty, and Copyright Infringement Issues: 2000–2022,

pages 69–91. Springer International Publishing, Cham,

2023.

[37] Shuang Hao, Kevin Borgolte, Nick Nikiforakis, Gian-

luca Stringhini, Manuel Egele, Michael Eubanks, Brian

Krebs, and Giovanni Vigna. Drops for stuff: An analysis

of reshipping mule scams. In Proceedings of the 22nd
ACM SIGSAC Conference on Computer and Communi-
cations Security, pages 1081–1092, 2015.

[38] Cormac Herley and Dinei Florêncio. Nobody sells gold

for the price of silver: Dishonesty, uncertainty and the

underground economy. In Economics of information
security and privacy, pages 33–53. Springer, 2010.

[39] Charles WL Hill. Digital piracy: Causes, consequences,

and strategic responses. Asia Pacific Journal of Man-
agement, 24:9–25, 2007.

[40] Thomas J Holt, Olga Smirnova, and Alice Hutchings.

Examining signals of trust in criminal markets online.

Journal of Cybersecurity, 2(2):137–145, 2016.

[41] Jane L Hsu and Charlene W Shiue. Consumers’ willing-

ness to pay for non-pirated software. Journal of Business
Ethics, 81:715–732, 2008.

[42] Álvaro Huertas-García, Alejandro Martín, Javier

Huertas-Tato, and David Camacho. Countering

malicious content moderation evasion in online social

networks: Simulation and detection of word camouflage.

Applied Soft Computing, 145:110552, 2023.

[43] Jack Hughes, Sergio Pastrana, Alice Hutchings, Sadia

Afroz, Sagar Samtani, Weifeng Li, and Ericsson San-

tana Marin. The art of cybercrime community research.

ACM Computing Surveys, 56(6):1–26, 2024.

[44] Hybrid Analysis. Hybrid analysis - free automated

malware analysis service powered by falcon sandbox.

https://www.hybrid-analysis.com/.

[45] Ashish Kumar Jha and Nishant Kumar Verma. Social

media platforms and user engagement: A multi-platform

study on one-way firm sustainability communication.

Information Systems Frontiers, 26(1):177–194, 2024.

[46] Rohit Kumar Kaliyar, Anurag Goswami, and Pratik

Narang. Fakebert: Fake news detection in social media

with a bert-based deep learning approach. Multimedia
tools and applications, 80(8):11765–11788, 2021.

[47] Svrana Kumar, Logesh Madhavan, Mangalam Nagap-

pan, and Biplab Sikdar. Malware in pirated software:

Case study of malware encounters in personal comput-

ers. In 2016 11th International Conference on Avail-
ability, Reliability and Security (ARES), pages 423–427.

IEEE, 2016.

[48] Massimo La Morgia, Alessandro Mei, Alberto Maria

Mongardini, and Jie Wu. Uncovering the dark side of

telegram: Fakes, clones, scams, and conspiracy move-

ments. arXiv preprint arXiv:2111.13530, 2021.

[49] Raymond YK Lau, Yunqing Xia, and Yunming Ye. A

probabilistic generative model for mining cybercriminal

networks from online social media. IEEE Computa-
tional intelligence magazine, 9(1):31–43, 2014.

[50] Tobias Lauinger, Martin Szydlowski, Kaan Onarli-

oglu, Gilbert Wondracek, Engin Kirda, and Christopher

Kruegel. Clickonomics: determining the effect of anti-

piracy measures for one-click hosting. In NDSS. Cite-

seer, 2013.



[51] ER Leukfeldt and RA Roks. Cybercrimes on the streets

of the netherlands? an exploration of the intersection

of cybercrimes and street crimes. Deviant behavior,

42(11):1458–1469, 2021.

[52] Rutger Leukfeldt, Edward Kleemans, and Wouter Stol.

The use of online crime markets by cybercriminal net-

works: A view from within. American Behavioral Sci-
entist, 61(11):1387–1402, 2017.

[53] Chen Ling, Ihab AbuHilal, Jeremy Blackburn, Emiliano

De Cristofaro, Savvas Zannettou, and Gianluca Stringh-

ini. Dissecting the meme magic: Understanding indica-

tors of virality in image memes. Proceedings of ACM on
human-computer interaction, 5(CSCW1):1–24, 2021.

[54] Ruofan Liu, Yun Lin, Xianglin Yang, Siang Hwee Ng,

Dinil Mon Divakaran, and Jin Song Dong. Inferring

phishing intention via webpage appearance and dynam-

ics: A deep vision based approach. In 31st USENIX
Security Symposium (USENIX Security 22), pages 1633–

1650, 2022.

[55] Yong Lu, Xin Luo, Michael Polgar, and Yuanyuan Cao.

Social network analysis of a criminal hacker community.

Journal of Computer Information Systems, 51(2):31–41,

2010.

[56] DLM Lummen. Is telegram the new darknet? a compar-

ison of traditional and emerging digital criminal market-

places. Master’s thesis, University of Twente, 2023.

[57] Thomas Mackintosh and Will Vernon. Telegram ceo

pavel durov arrested at french airport, 2024. Accessed:

2024-09-04.

[58] Ericsson Marin, Mohammed Almukaynizi, Eric Nunes,

and Paulo Shakarian. Community finding of malware

and exploit vendors on darkweb marketplaces. In 2018
1st International Conference on Data Intelligence and
Security (ICDIS), pages 81–84. IEEE, 2018.

[59] John McAlaney, Sarah Hambidge, Emily Kimpton, and

Helen Thackray. Knowledge is power: An analysis of

discussions on hacking forums. In 2020 IEEE Euro-
pean symposium on security and privacy workshops
(EuroS&PW), pages 477–483. IEEE, 2020.

[60] Jaron Mink, Licheng Luo, Natã M Barbosa, Olivia

Figueira, Yang Wang, and Gang Wang. {DeepPhish}:

Understanding user trust towards artificially generated

profiles in online social networks. In 31st USENIX
Security Symposium (USENIX Security 22), pages 1669–

1686, 2022.

[61] David Nevado-Catalán, Sergio Pastrana, Narseo Vallina-

Rodriguez, and Juan Tapiador. An analysis of fake social

media engagement services. Computers & Security,

124:103013, 2023.

[62] David Nieborg. From premium to freemium: The po-

litical economy of the app. Social, casual and mobile
games: The changing gaming landscape, pages 225–40,

2016.

[63] Shirin Nilizadeh, Anne Groggel, Peter Lista, Srijita Das,

Yong-Yeol Ahn, Apu Kapadia, and Fabio Rojas. Twit-

ter’s glass ceiling: The effect of perceived gender on

online visibility. In Proceedings of the International
AAAI Conference on Web and Social Media, volume 10,

pages 289–298, 2016.

[64] Adam Oest, Yeganeh Safaei, Penghui Zhang, Brad

Wardman, Kevin Tyers, Yan Shoshitaishvili, and Adam

Doupé. Phishtime: Continuous longitudinal measure-

ment of the effectiveness of anti-phishing blacklists. In

29th {USENIX} Security Symposium ({USENIX} Secu-
rity 20), pages 379–396, 2020.

[65] Sergio Pastrana and Guillermo Suarez-Tangil. A first

look at the crypto-mining malware ecosystem: A decade

of unrestricted wealth. In Proceedings of the Internet
Measurement Conference, pages 73–86, 2019.

[66] Sergio Pastrana, Daniel R Thomas, Alice Hutchings,

and Richard Clayton. Crimebb: Enabling cybercrime

research on underground forums at scale. In Proceed-
ings of the 2018 World Wide Web Conference, pages

1845–1854, 2018.

[67] Peng Peng, Limin Yang, Linhai Song, and Gang Wang.

Opening the blackbox of virustotal: Analyzing online

phishing scan engines. In Proceedings of the Internet
Measurement Conference, pages 478–485, 2019.

[68] Ildiko Pete, Jack Hughes, Yi Ting Chua, and Maria Bada.

A social network analysis and comparison of six dark

web forums. In 2020 IEEE European symposium on
security and privacy workshops (EuroS&PW), pages

484–493. IEEE, 2020.

[69] One Piece. One piece (tv series 1999– ). https://
www.imdb.com/title/tt0388629/, 1999. Accessed:

2024-09-05.

[70] Monica A Riordan. Emojis as tools for emotion work:

Communicating affect in text messages. Journal of
Language and Social Psychology, 36(5):549–567, 2017.

[71] Sayak Saha Roy, Dipanjan Das, Priyanka Bose, Christo-

pher Kruegel, Giovanni Vigna, and Shirin Nilizadeh.

Unveiling the risks of nft promotion scams. In Proceed-
ings of the International AAAI Conference on Web and
Social Media, volume 18, pages 1367–1380, 2024.

[72] Aleieldin Salem, Sebastian Banescu, and Alexander

Pretschner. Maat: Automatically analyzing virustotal

for accurate labeling and effective malware detection.



ACM Transactions on Privacy and Security (TOPS),
24(4):1–35, 2021.

[73] Sagar Samtani, Hongyi Zhu, and Hsinchun Chen. Proac-

tively identifying emerging hacker threats from the dark

web: A diachronic graph embedding framework (d-gef).

ACM Transactions on Privacy and Security (TOPS),
23(4):1–33, 2020.

[74] Mohit Singhal, Chen Ling, Pujan Paudel, Poojitha Thota,

Nihal Kumarswamy, Gianluca Stringhini, and Shirin

Nilizadeh. Sok: Content moderation in social media,

from guidelines to enforcement, and research to practice.

In 2023 IEEE 8th European Symposium on Security and
Privacy (EuroS&P), pages 868–895. IEEE, 2023.

[75] KY Sreeram and Kajal Bansal. Algorithmic chat moni-

toring for mitigating crime in telegram: A multi-pronged

approach to prevention and forensics. 2024.

[76] Shahroz Tariq, Sowon Jeon, and Simon S Woo. Am i a

real or fake celebrity? evaluating face recognition and

verification apis under deepfake impersonation attack.

In Proceedings of the ACM Web Conference 2022, pages

512–523, 2022.

[77] LETRAN TEAM. Unveiling copyright infringement:

Understanding, consequences, and prevention, 2023.

[78] Telegram. Telegram api, 2024. Accessed: 2024-07-10.

[79] Telegram Messenger LLP. Telegram Messenger. https:
//telegram.org/, 2023.

[80] Telemetr.io. Telemetr.io global catalog, 2024. Accessed:

2024-07-10.

[81] Petter Törnberg. Chatgpt-4 outperforms experts

and crowd workers in annotating political twitter

messages with zero-shot learning. arXiv preprint
arXiv:2304.06588, 2023.

[82] Tom Uren. How telegram turbocharges organized crime.

2024. Accessed: 2025-01-10.

[83] Paul Wagner. Cookies: Privacy risks, attacks, and recom-

mendations. Attacks, and Recommendations (December
8, 2020), 2020.

[84] Wenxuan Wang, Jen-tse Huang, Weibin Wu, Jianping

Zhang, Yizhan Huang, Shuqing Li, Pinjia He, and

Michael R Lyu. Mttm: Metamorphic testing for tex-

tual content moderation software. In 2023 IEEE/ACM
45th International Conference on Software Engineering
(ICSE), pages 2387–2399. IEEE, 2023.

[85] Paul Watters. Consumer risk and digital piracy–where

does malware come from? Available at SSRN 4536938,

2021.

[86] Albert Weichselbraun, Adrian MP Brasoveanu, Roger

Waldvogel, and Fabian Odoni. Harvest-an open source

toolkit for extracting posts and post metadata from web

forums. In 2020 IEEE/WIC/ACM International Joint
Conference on Web Intelligence and Intelligent Agent
Technology (WI-IAT), pages 438–444. IEEE, 2020.

[87] Mariëlle Wijermars and Tetyana Lokot. Is telegram a

“harbinger of freedom”? the performance, practices, and

perception of platforms as political actors in authoritar-

ian states. Post-Soviet Affairs, 38(1-2):125–145, 2022.

[88] Michael Yip, Craig Webber, and Nigel Shadbolt. Trust

among cybercriminals? carding forums, uncertainty and

implications for policing. In Policing cybercrime, pages

108–131. Routledge, 2017.

[89] Maryam Zamani, Fereshteh Rabbani, Attila Horicsányi,

Anna Zafeiris, and Tamas Vicsek. Differences in struc-

ture and dynamics of networks retrieved from dark and

public web forums. Physica A: Statistical Mechanics
and its Applications, 525:326–336, 2019.

11 Appendix

11.1 GPT-4 prompts for categorization/la-
belling CACs

This section highlights the prompts that we used for the cate-

gorization and labeling of posts in Pirated Software (Section

4.2) and Social-media manipulation (Section 4.5) CACs us-

ing GPT-4 (OpenAI API version 2024-02-01 on Azure).

Categorization in Pirated Software CACs

This message: {message} was shared in a Telegram channel known

for distributing software. [Optional: The message also included an

attachment with the filename {filename}.]

Based on the content of the message [optional: and the provided

filename], please assign the referenced software to one of the fol-

lowing 15 categories: {categories}. If it does not fit into any of

these predefined categories, feel free to propose a new one.

After categorizing the software, kindly provide a brief descrip-

tion of its functionality or purpose. Please ONLY output your

response as: {Software_name, Category, Description of
Software} and no additional information.

Identifying app price in Pirated Software CACs

This message: {message} was shared in a Telegram channel known

for distributing software. [Optional: The message also included an

attachment with the filename {filename}.]

Based on the content of the message [and the optional filename],

find the price of the software. If the software involves in-app pur-

chases or subscriptions, determine the subscription cost and use it

as the price AND also categorize it as Freemium or Premium.

Please ALWAYS provide a US dollar value and ONLY output your

response as <price><category> and no additional information.



Identifying the platforms targetted by posts in Social

Media Manipulation CACs

This message: {message} was shared in a Telegram channel known

for prompting services that artificially inflate social media metrics

(such as likes, followers, shares, etc.).

Based on the content of the message, identify which particular

social media platform it is targeting.

Please ONLY output your response in the format: {platform} and

no additional information.

11.2 Bots shared by CACs

We identified 71 distinct bots that were “tagged” in 64 cre-

dential compromise CACs as a medium to provide the com-

promised credentials to the user. Of these, 59 mentioned only

a single bot, while the remaining five referenced two or more.

We observed no cross-channel reuse of bots; each channel

relied on a distinct bot (or set of bots), suggesting that channel

administrators tend to adopt or develop their own dedicated

automation strategies. Upon interacting with these bots, we

discovered three main categories based on their functionality

and how they facilitate access to the compromised credentials:

Payment gateway bots: In 31 cases, the bot’s primary role

was to process transactions using the Telegram Payment

API [7]. This feature allows channel administrators to in-

tegrate a payment interface directly into the bot, enabling

subscribers to pay for premium content without leaving Tele-

gram. Once a subscriber completes payment, it is assumed

that the bot delivers the promised content. These bots act as a

storefront for the CACs to facilitate transactions, eliminating

the need for external escrow or manual negotiation found in

traditional cybercriminal forums [82].

Content Access Bots: 19 bots automatically granted sub-

scribers access to files or download links without requiring

any additional payment steps. For instance, a channel might

post a brief description of a leaked database or a pirated soft-

ware crack, followed by a link to a bot, upon accessing which

the advertised file is provided. By routing downloads through

a separate bot, channel administrators effectively keep the ma-

licious payload off the primary CAC feed, where Telegram’s

moderation or automated filters might detect it—instead, the

bot acts as an indirect distribution hub.

Follow-to-Access Bots: 34 bots enforced a “funnel” mech-

anism, compelling subscribers to join or follow additional

(usually 3 or more) channels before granting access to the

payload. These channels were always other credential com-

promise CACs. By compelling users to follow multiple other

channels before unlocking the payload, these bots effectively

allow similar channels in the ecosystem to gain followers,

indicating that rather than operating as isolated entities, these

CACs form a collective ecosystem where channel administra-

tors collaborate—intentionally or otherwise to broaden their

audience and strengthen their community presence. A future

dedicated study to this dynamic is required.

Characterizing bots shared by other CACs: In Pirated Soft-

ware CACs, we analyzed 309 posts across 44 channels, identi-

fying 51 unique bots facilitating access to pirated software. 22

bots were classified as Content Access Bots providing direct

downloads, while 29 bots functioned as Follow-to-Access

Bots, requiring users to join other related channels before

granting access. Notably, there were no Payment Gateway

Bots in this category, as these channels focus on freely dis-

tributing pirated software. On the other hand, the Social Media

Manipulation CACs had 412 posts across 56 channels refer-

encing 48 distinct bots. Of these, 23 were Payment Gateway

Bots, facilitating cryptocurrency transactions for purchasing

fake social media engagement, such as likes, followers, or

comments. Another 18 bots were Content Access Bots, offer-

ing tools or services for social media manipulation directly

to users. The remaining 7 bots employed a Follow-to-Access

mechanism, compelling users to join related channels before

granting access to tools or services. This combination of

strategies reflects the dual focus of these channels on generat-

ing revenue and expanding their influence.

In the Pirated Media CACs, our analysis covered 294 posts

across 39 channels, uncovering 25 unique bots, out of which

15 were Follow-to-Access Bots, while the remaining 10 bots

were Content Access Bots, directly offering downloads of the

advertised content. Similar to the Pirated Software CACs, no

Payment Gateway Bots were present, as these channels priori-

tize audience growth over monetization. Finally, in the Black-

hat Resources CACs we found 157 posts across 8 channels,

we identified 10 bots, with 6 allow cryptocurrency transac-

tions. While the remaining 4 bots included 3 Content Access

Bots and 1 Follow-to-Access bot.

Figure 8: Distribution of new CACs identified by DarkGram

on Telegram and Facebook on a weekly basis


