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Abstract

We introduce oblivious parallel operators designed for both
non-foreign key and foreign key equi-joins. Obliviousness
ensures nothing is revealed about the data besides input/out-
put sizes, even against a strong adversary that can observe
memory access patterns. Our solution achieves this by com-
bining trusted hardware with efficient oblivious primitives
for compaction and sorting, and two oblivious algorithms:
(i) an oblivious aggregation tree, which can be described as
a variation of the parallel prefix sum, customized for trusted
hardware, and (ii) a novel algorithm for obliviously expand-
ing the elements of a relation. In the sequential setting, our
oblivious join performs 4.6×- 5.14× faster than the prior
state-of-the-art solution (Krastnikov et al., VLDB 2020) on
data sets of size n = 224. In the parallel setting, our algorithm
achieves a speedup of up to roughly 16× over the sequential
version, when running with 32 threads (becoming up to 80×
compared to the sequential algorithm of Krastnikov et al.).
Finally, our oblivious operators can be used independently to
support other oblivious relational database queries, such as
oblivious selection and oblivious group-by.

1 Introduction

Cloud providers, like Amazon Redshift [6], Azure SQL [14],
and Google Cloud SQL [34], offer cloud-based databases. To
keep important data safe, the first line of defense is encryp-
tion. Several “encrypted” databases, such as CryptDB [98],
Monomi [114], Cipherbase [10], AzureDB/Always En-
crypted [9] and methods to process encrypted data have
been designed for this purpose. However, encryption does
not fully protect encrypted data, as the user’s memory access
pattern can leak sensitive information—recent leakage-abuse
attacks [4,22,41,55,59–61,64,69,70,72–75,77,84,89,99,130]
show the need to protect memory access patterns.

1The two first authors contributed equally to this work and their names
are listed here alphabetically.

Trusted execution environments (TEEs) provide a unique
opportunity for “cheap” (efficient) and “fancy” (high utility)
privacy-preserving computation, i.e., any kind of computation
can be supported without relying on heavy cryptographic
approaches such as FHE [53,54]. However, relying on trusted
hardware not only falls short of fully securing memory access
patterns [97, 125], but also enclave side-channel attacks (e.g.,
Meltdown [83], Spectre [71] and Foreshadow [115]) can lead
to the extraction of enclave secrets.

Obliviousness is a strong cryptographic property that can
conceal memory access patterns and side channel leakages—it
ensures that algorithms within trusted hardware are data-input
independent versus very powerful adversaries who can ob-
serve all the memory access patterns. By leveraging cloud out-
sourcing together with well-designed and implemented obliv-
ious TEEs, companies can achieve secure, privacy-focused
computing, effectively minimizing the risk of sensitive data
leaks while safeguarding data confidentiality and integrity.

Towards the direction of oblivious TEE-based databases
(DBs), Zheng et al. [131], Eskandarian et al. [50], and
Priebe et al. [100] introduced the first oblivious relational
database management system (DBMS). A notable issue with
these methods is their assumption that TEEs offer special-
ized memory, which is invisible to adversaries in terms of
memory access patterns. This assumption aligns with the
old-fashioned/traditional approaches of TEE-based systems,
which naively considered loading everything inside the TEE
as secure, thereby overlooking potential memory or side-
channel attacks. We highlight the unique contribution of
Opaque by Zheng et al. [131], which presents a solution for
adjusting the size of this “ideal" unobservable memory, al-
lowing it to be reduced to the smallest possible size. Recent
works have formalized the non-existence of this “ideal" spe-
cialized memory as double-obliviousness (in [93]), or full-
obliviousness (in [103]), which protects data privacy even
against an adversary that can observe all memory access
patterns without assuming any specialized memory. We use
"oblivious" to refer to fully/doubly oblivious, unless stated
otherwise (see Section 2 for its formal definition).



Fully/Doubly-Oblivious TEEs Approaches & Applications.
Besides Opaque, which offers an oblivious distributed data
analytics platform with a wide range of SQL functional-
ity, there are other recent works that target this setting. In
particular, Mishra et al. [93] introduced a suite of Doubly-
Oblivious RAM and data structures tailored for TEEs. [5,128]
focused on eliminating memory access leakage in TEEs by
using doubly oblivious algorithms for both code and data.
Krastnikov et al. [76] proposed the first efficient doubly-
oblivious non-foreign-key join schemes (denoted as KKS).
The recent work of Dauterman et al. [39] introduced Snoopy,
the first high-throughput and scalable oblivious key-value
store. Ghareh Chamani et al. [25] improved upon [93] for use
in graph databases. Sasy et al. [103, 104] introduced new effi-
cient approaches for shuffle and compaction. Ngai et al. [96]
presented the first scalable oblivious-sort and shuffle prim-
itives. Fredrickson et al. [52] propose a new approach for
anonymous communication. This line of research, besides im-
pacting the area of oblivious databases directly, has also found
other real-world applications. These include private contact
discovery for Signal [108], anonymizing Google’s Key Trans-
parency [92], Private Sampling-based Query Frameworks,
and large-scale monitoring of software activities [19].

One important issue with the aforementioned works is that,
despite the promise of relatively cheap TEE-based compu-
tations, combining TEEs with oblivious computation raises
significant scalability issues. Except for [96], which was the
first to identify this challenge, all the above-mentioned works
handle relatively small data sizes of less than 6 GB. In par-
ticular in the context of Oblivious DBs, the state-of-the-art
oblivious non-foreign key join [76], reported results limited
to maximum dataset sizes of only 32 MB (for this case, the
foreign-key join of [76] takes 6.3 seconds—this is the only
number we are directly using as reported in their paper).

A similar scalability limitation is evident in various other
types of oblivious queries, hence the main question we ask is:
Can we design scalable and high-performant oblivious joins

and other oblivious query operators?
We consider four key query types: joins (foreign key and

non-foreign key), filtering (i.e., selection), and aggregation
(e.g., sum and count with the group-by clause). A foreign key
join (FK) between two tables, T0 and T1, matches rows based
on a specific attribute. In this context, T0 is assumed to be the
primary table, i.e., does not contain duplicate values for the
join attribute, and every row in T1 matches exactly one row in
T0. In contrast, non-foreign key (NFK) joins do not have this
property. Both tables T0 and T1 may contain duplicate values
in their join attributes.
Our contribution. Our primary focus is on the non-foreign-
key oblivious join query, which we identify as the most fun-
damental problem. The new oblivious primitives that we de-
velop for non-foreign-key joins, combined with state-of-the-
art implementations for oblivious sort, shuffle, and compari-
son (from [96,103]), along with new ideas, enable us not only

to address non-foreign-key joins but also to significantly en-
hance solutions for oblivious foreign-key joins, filters, and ag-
gregation queries. As a first step toward improving efficiency
in oblivious DBs, we focus on a shared-memory setting, i.e.,
a single hardware enclave with an Enclave Page Cache (EPC,
see Section 2) that is accessible by multiple processing units
(cores). In the aforementioned test case from [76] (32 MB
input/output size), our approach completes the join in 0.88
seconds with 1 thread (≈ 7× faster) and in 0.043 seconds
using 32 threads (≈ 146× faster). Our detailed contributions
include the following:

1. We introduce two new parallel oblivious primitives for
oblivious non-foreign key join, group-by, and filter queries.
These methods aim to replace slower sequential processes
with faster parallel ones. The first primitive, the Oblivious
Aggregation Tree, is an adaptation of [15] in our oblivious
TEE-based setting, and operates as a parallel prefix-sum
operator. It efficiently counts the occurrences of each value
for a specific attribute in parallel. This method is also
instrumental in duplicating values — a key step in both our
non-foreign-key join algorithm and the duplication process
described in [76]. The second primitive is a novel parallel
oblivious expansion algorithm. This algorithm expands an
input array by inserting empty spaces between elements
while maintaining their original order, with the spacing
determined by a second input array. Our parallel expansion
algorithm avoids sorts and serves as a faster alternative to
the sequential expansion method proposed in [76].

2. We demonstrate a new oblivious non-foreign-key join al-
gorithm that is not only highly parallelizable across all
execution steps, but also scalable to hundreds of GBs. Our
approach is inspired by the previous state-of-the-art work
from Krastnikov et al. [76], with significant improvements.
In more detail, (i) we reduce the number of oblivious sorts
required from five to two, which is the most resource-
intensive operation, (ii) we replace the sequential scans and
non-parallel distribution in [76] with more efficient parallel
aggregation trees and our novel oblivious expansion, (iii)
we achieve better security guarantees (see below), (iv) we
achieve parallelization across all steps, enabling scalability
to input sizes in the hundreds of gigabytes. This results in
an evaluation size that exceeds that of [76] by over 1000×.
These improvements make our approach superior across
all experiments we performed (see Section 5)

3. We re-implemented the algorithm from [76] to improve
both its efficiency and security. Specifically, we used Intel’s
Pin tool [68] to detect non-oblivious behavior in the C++
implementation of Krastnikov et al. under third-level com-
piler optimizations. We include a brief discussion of the
reason behind this in Appendix A. To address this issue, we
modified the algorithm to ensure obliviousness under all
optimization levels while also improving its performance
using our proposed oblivious primitives from Section 2.



This re-implementation, referred to as KKS∗ in Section 5,
is experimentally compared against the original version.
Our results demonstrate a 1.2× speedup over the original
implementation from [76].

4. We propose new parallel oblivious operators for filter, ag-
gregation, foreign-key joins, and experimentally demon-
strate their performance against the previous state-of-the-
art [131]. Zheng et al., demonstrate algorithms for the
aforementioned operators in a distributed setting. We adapt
these algorithms to our shared-memory environment. Our
operators outperform [131] (see Sections 4.1, 4.2 and 4.3)
for the following reasons: (i) we deploy parallel algorithms
in all execution steps, and (ii) reduce the number of re-
quired expensive oblivious sorts.

5. We demonstrate superior performance through extensive
evaluations and have open-sourced all implementations. In
detail, we evaluate the algorithms on eight synthesized and
real-world datasets and benchmarks, e.g., TPC-H [112]
and Big Data Benchmarks (BDB) [7]. The scaling factor
of TPC-H is up to 50, and the experiment scale reached
140 GB (2241× compared to [76]). Our algorithms demon-
strate better results in all tests (see Section 5). E.g., our non-
foreign key join is 3.21−41.23× faster than KKS. Our ap-
proach outperforms Opaque by 2.5−53× on BDB queries.
Our foreign key join algorithm achieves a speedup of
2.98−60× against Opaque on TPC-H generated datasets.
All our implementations are publicly available at [1].

Prior works. There are several prior works focusing on
query execution over encrypted databases. StealthDB [116],
Operon [120] and Azure SQL [9] explore encrypted databases
in TEEs but use order-revealing encryption [33, 80], which
leaks significantly more information. Maliszewski et al. [87]
introduced a cracking-like method for radix joins on TEEs,
but this exposes memory access patterns. [81] benchmarks
join algorithms in various settings that do not protect against
memory access patterns. Previous approaches that protect
memory access patterns employ Oblivious RAMs (ORAMs)
for oblivious execution [88]. For instance, Chang et al. [30]
designed an index nested loop join algorithm and proposed
ORAMs for joins. Avoiding the high ORAM overhead, Krast-
nikov et al. [76] introduced the first (sub-quadratic) oblivious
non-foreign key TEE-based equi-join.

ObliDB [50] presented an oblivious database design utiliz-
ing hardware enclaves that support database queries, though
it only partially protects memory access patterns. SODA [82]
presents a set of oblivious algorithms for filtering and aggre-
gation, and employs existing binary join algorithms [30, 76]
in the distributed setting. Notably, their oblivious filter and
aggregation, which require sequential scans, two oblivious
sorts, and a non-parallel oblivious distribution, have a com-
plexity of O(n log2 n). Compared to this, our approach avoids
expensive sorts, and is fully parallel. Our proposed algorithms
for filtering, aggregation, and join can serve as drop-in re-

placements to further enhance their results’ performance, as
shown by our experimental comparison with [30,76]. We note
that the distributed solution of SODA [82] introduces addi-
tional leakage compared to what we achieve here, i.e., their
join execution leaks information about the values with the
maximum cardinality (for each relation) participating in the
join—suppressing this leakage via padding imposes a cost of
O(n2 log2 n). In Appendix B, we include a discussion of prior
works that either focus on hardware enclaves and oblivious
computation but not database queries specifically, or consider
private database query evaluation in the MPC setting that
differs from ours.
Limitations. We recognize that using a trusted enclave might
be seen as a limiting factor in this field. However, the com-
bination of TEEs with oblivious computation can be used
to improve security in TEEs and is aligned with recent ini-
tiatives to strengthen trusted hardware against side-channel
attacks (e.g., Keystone project [78]). Our solution is not tied
to a specific TEE vendor like Intel SGX. Our implementation
specifically targets SGX but is built on OpenEnclave SDK [2],
which is a hardware-agnostic library that currently offers “pre-
view” support for other alternatives (e.g., ARM Trustzone).
We have not assessed the effort needed to adapt our solution
to a different TEE, but we believe that our parallel oblivious
query operators will be beneficial regardless of the TEE used.

A second limitation is that, although we introduce novel
parallel oblivious query operators (joins, group-by, filter), our
system does not support “complex” query types, in an end-to-
end oblivious manner. Instead, we evaluate complex queries
by first breaking them down into subqueries. Specifically,
we (obliviously) compute the subqueries of a complex query
independently, using the output of each one as the input for
the next. This has the drawback that it reveals the intermedi-
ate sizes of each subquery (i.e., it has additional information
leakage). In our experimental evaluation (Section 5), we test
Obliviator on complex queries from the TPC-H [112] and
BDB [7] benchmarks.

2 Preliminaries

Notation. For a relational table T , we denote accessing its
attribute j in i-th tuple as T [i, j]. Let [k] be the range [0,k−1],
and [i : j] the range i, i+1, . . . , j. We denote copying the rows
of B to the end of A as A // B and the columns of B next to
the columns of A as A || B. p is the number of processing
units (cores) which is sublinear to n (specifically, we assume
p≤ n/ log2 n). Parallel loops and subroutines are denoted as
parallel for and do in parallel blocks in which the memory
locations affected by each thread are independent.
Hardware Enclave. We focus on code execution within
trusted hardware enclaves (e.g., Intel SGX [86], ARM Trust-
Zone [11], AMD enclave [38]). A hardware enclave is located
on an untrusted operating system and provides enhanced se-
curity functionalities that guarantee confidential computing



Operator Algorithm Linear Parallel n = 210 n = 224

NFK OBL O(n log2 n) O((n log2 n)/p) 0.40ms 19.89s
KKS O(n log2 n) O((n log2 n)/p+n logn) 1.31ms 97.10s
Omix++ O(n · [C · log2 n log logn]) O(n · [C · log2 n log logn]) 96.05s N/A

FK OBL O(n log2 n) O((n log2 n)/p) 0.30ms 11.11s
OPQ O(n log2 n) O((n log2 n)/p+n) 0.61ms 35.73s
Omix++ O(n · [C · log2 n log logn]) O(n · [C · log2 n log logn]) 47.66s N/A

Filter OBL O(n logn) O((n logn)/p) 0.07ms 0.86s
OPQ O(n log2 n) O((n log2 n)/p) 0.23ms 9.39s
Omix++ O(n · [C · log2 n log logn]) O(n · [C · log2 n log logn]) 19.41s N/A

Aggregation OBL O(n log2 n) O((n log2 n)/p) 0.26ms 9.96s
OPQ O(n log2 n) O((n log2 n)/p+n) 0.47ms 26.46s

Table 1: Complexity comparison between prior approaches and Obliviator. For brevity and readability, we use n here to denote
the maximum value of input and output sizes. In Omix++ [25], C denotes the Path ORAM’s bucket size. p is the number of
processing units. We expand the parallel complexity by including complexities of sub-tasks that are not parallel (marked with red)
in prior works to clarify that our algorithms are fully parallel. In the last two columns, we show results in milliseconds (ms) or
seconds (s) for n = 210 and n = 224 in single-thread mode. We did not run Omix++ on n = 224 due to the very long time needed.

(e.g., sealing, isolation, and remote attestation). Sealing is the
enclave’s ability to encrypt data using its own private key.
Remote attestation is a service that ensures the enclave has
not been corrupted or tampered with. Isolation is the secure
separation of a portion of the system’s memory, called En-
clave Page Cache (EPC), used to store the user’s data and
the code to be executed. Our implementation uses Intel SGX.
With Intel SGXv1 [91], the EPC size is limited to 128MB,
which imposes significant performance deterioration for appli-
cations requiring additional space; when the enclave accesses
a memory address outside the EPC, it must execute a special
“heavy” operation. Thus, page swaps between the enclave and
the untrusted OS become the bottleneck, as shown in [49].

The second version, Intel SGXv2 [90], which is the one
used in our implementation, introduced flexible and dynamic
EPC memory allocation features, allowing applications to
scale to much larger sizes efficiently.
Obliviousness and oblivious operations. We say an algo-
rithm is oblivious if, for any two same-size inputs, its execu-
tion traces, including memory accesses, are indistinguishable.
A “classic” example of an oblivious algorithm from the liter-
ature is bitonic sort [16] (see below) that ensures the order
in which all comparisons between elements are performed
in a pre-determined order, independently of their actual val-
ues. Several prior works offer similar formal definitions of
this property, tailored to the trusted hardware enclave set-
ting [39, 93, 104]. At a high level, they formulate oblivious-
ness as the existence of a simulator that can emulate the view
of an adversary observing the program’s execution trace and
corresponding memory accesses, only given the instance size.

In particular, consider two games: a Real execution and an
Ideal simulation, where the simulator will emulate algorithms
with input only the leakages that the real execution produced
(e.g., input and output sizes). For an oblivious operator, no
adversary must be able to distinguish between the simulation
and the real execution, with more than negligible probability.

Definition 1. An oblivious operator Π is secure if, for
any non-uniform probabilistic polynomial-time (PPT) ad-
versary A , there exists a PPT Simulator Sim such that:∣∣Pr

[
RealΠ,A (λ) = 1]−Pr[IdealSim,L ,A (λ) = 1

]∣∣≤ negl(λ),
where λ is the security parameter, and L denotes the leakage.

Throughout the paper, we assume the existence of some
fundamental oblivious operators, namely, oblivious compari-
son and oblivious swap. The former takes two inputs x,y and
returns 1,0,−1 if x > y, x = y,x < y, respectively. Meanwhile,
the latter takes two inputs x,y and a single bit c and swaps
them only if c = 1. Prior works discuss different ways to build
such oblivious operators, combining low-level assembly and
bitwise manipulation operators, e.g., [96, 103]. In this paper,
we deploy a constant-time, branch-less bitwise XOR-based
oblivious swap, as explained in [96], denoted as OSwap.
Oblivious Compaction. Given an offset z and an input array
A of n elements, where some of the elements are marked, a
compaction algorithm will permute the table in such a way
that all marked elements will appear starting from position
z (traditionally z = 0, to move all marked elements in the
beginning of the array). There are works [47, 57] that pro-
pose oblivious compaction algorithms with linear complex-
ity [47, 57], but introduce large constants, restricting their
practicality. Due to their inefficiency, prior works have relied
on oblivious sorting for compaction [76, 131]. However, Sasy
et al. [103] demonstrated that their state-of-the-art compaction
algorithm (exploiting the fact that compaction is simpler than
sorting), is both asymptotically and practically faster than
oblivious sorting methods. For instance, with an input size
of n = 224, oblivious sorting takes 10.80s on a single thread,
whereas compaction completes in just 1.22s. Moreover, the
compaction algorithm by [103] is fully parallelizable, achiev-
ing an asymptotic cost of O((n logn)/p), where p represents
the number of processing units. In this work, we adopt and
utilize the parallel oblivious compaction method by Sasy OR-
COMPACT, which executes the following three steps:



1. Split the array into two equal halves Al , Ar.
2. Let m be the number of marked entries in Al . Recursively

call ORCOMPACT(Al , z), and ORCOMPACT(Ar, z+m).
3. Then, swap Al [i] and Ar[i], where i ∈ {1, . . . , n

2}, based
on a condition c.

Note that [103] also describes a version of ORCOMPACT
for non-power-of 2 inputs. Additionally, ORCompact has an
order-preserving property among marked items. For instance,
if i and j elements are marked, and i < j, then i′ < j′ will also
be true after compaction, where i′, j′ are the new positions of
element i and j, respectively. This property will be useful in
Section 4.1 when we want to split the merged table T .
Oblivious Shuffle. Given an input array of n elements, an
oblivious shuffle algorithm will randomly permute it without
revealing any information about its elements’ values. More-
over, it is infeasible for an adversary to correlate input posi-
tions with output ones. At a first glance, oblivious sort can
be used to randomly permute an array, by generating/sort-
ing random positions for each element. However, as shown
in [13, 96, 104], oblivious shuffling is marginally more ef-
ficient in practice but it remains asymptotically better than
the best single-server oblivious sort (see below). [13] shows
that an oblivious sort can be viewed essentially as an obliv-
ious shuffle followed by a non-oblivious sort. Prior works
have aimed to develop more efficient oblivious shuffling al-
gorithms (see [13, 63, 96, 103, 104]). The recent approach
proposed in [104] partially offloads the required permutation
computation to an offline phase. This strategy provides a
significant advantage in settings where such offline precom-
putation is feasible, making oblivious shuffling particularly
beneficial compared to oblivious sorting. However, in our
setting, we do not assume or utilize any offline phase, so we
can not deploy this optimization. (Nonetheless, in scenarios
allowing offline precomputation, our second oblivious filter
approach would outperform the first). We deploy the oblivious
shuffle introduced in [96], which results in a complexity of
O((n logn)/p) as explained below. In detail, [96] performs
oblivious random bin assignment based on butterfly networks.
For an array with n elements, a butterfly network contains
logn layers with variable number of buckets and each bucket
has capacity Z. In layer k, we are shuffling elements between
buckets Bi and Bi+2k . The destination bucket for each ele-
ment is chosen based on the i−th least significant bit. To
improve performance, [96] chooses the output buckets to be
the same as the input buckets, which makes the algorithm
memory-friendly (see [96] for more details). Butterfly net-
works are inherently scalable. In layer k, each assignment to
a new bucket is independent: Pairs of buckets (separated by a
distance of 2k) can be distributed among parallel processing
units, with each block assigned to buckets in layer k+1.
Oblivious Sort. Finally, given an array of n elements, obliv-
ious sort generates as output a sorted version of the ar-
ray. Bitonic sort is the most practical oblivious sorting al-
gorithm in our single-server/multi-threaded setting (shared-

memory setting), as demonstrated by previous work [96].
Although bitonic sort has a worse asymptotic complexity
O((n log2 n)/p) than alternatives like bucket sort [63, 96]
(O((n logn)/p)), it still outperforms them in practice on a
single server with multiple threads. For example, sorting 224

elements on 32 processors takes 0.64 seconds with bitonic
sort, compared to 2.7 seconds with bucket sort. Consequently,
we adopt bitonic sort in Obliviator, following prior works such
as Opaque [131] and KKS [76]. The bitonic sort introduced
in [96], is based on sorting networks and ensures the order in
which elements are compared is deterministic and agnostic to
the values in the array. Moreover, bitonic sort is scalable due
to the independent comparisons and swaps performed at each
level of the sorting network. We can assign to each processing
unit n/p number of pairs to perform the computation.

We consider a version of OSORT that takes a second array
as input, which serves as an "external" key for the sorting
process. Instead of sorting based on the original array’s entries,
the sorting is performed according to this external key.
Threat Model & Leakage. We adopt the same threat as prior
TEE-based approaches [25, 76, 93, 103, 104, 131], where we
assume a powerful attacker who can observe the server’s net-
work traffic of encrypted data, manage the software stack
outside the enclave, and control the entire operating sys-
tem. However, they cannot breach the secure processor or
access the processor’s secret key. In this threat model, the
attacker can observe memory accesses performed on the
untrusted memory and those performed inside the enclave.
In addition, the attacker can observe data on the memory
bus, in the main memory, and in secondary storage (e.g.,
HDDs, SSDs). Beyond access to data in memory, the attacker
has access to code traces. Attackers can use this informa-
tion to implement software side-channel attacks. Other
forms of side-channel leakage, such as those arising from
power consumption analysis, timing attacks, and related meth-
ods [21, 58, 65, 83, 105, 115, 121], fall outside the scope of
this paper. While prior works [32, 36, 62, 106, 107] provide
techniques to defend against such attacks, these methods are
complementary to ours and can be applied alongside our tech-
niques to improve security further.
Output Size Leakage. Any information that can be derived by
the adversary during or after the execution of our algorithm
is referred to as leakage L similar to [26, 42, 44–46, 94]. Our
threat model only allows leaking the output size L = Dout
(same to prior works [40, 52, 76, 131]). This leakage is sig-
nificant when operating on complex queries, as mentioned in
Section 1, since we break down complex queries and perform
each subquery individually.Most of our operators naturally
mitigate such leakage if truncation is avoided. In particular,
filtering and aggregation can hide the result size if we avoid
truncation (as mentioned in Sections 3 and 4) and keep the
original input size of the table, which is public information.
Additionally, the size of a foreign key join will always be
bound to that of the foreign table (see Section 1). However,



in the case of non-foreign key joins, an alternative approach
can be used–such as adjustable padding [43], or worst-case
padding to hide the result sizes. This is a property of non-
foreign key joins, where the output size exceeds the input size.
As a result, an additional computation overhead will be added,
especially when using worst-case padding, since in the worst
case a binary join can result in O(n2) size. Adjustable padding
mitigation, as outlined in [43], reduces leakage by conceal-
ing the exact output size, revealing only the next power of a
chosen parameter x, determined by the client. For example,
if x = 2, the adversary would observe sizes rounded up to
the nearest power of 2 limiting the precision of the leaked
information and reducing overall exposure.

3 Oblivious Building Blocks

Here, we discuss two oblivious algorithms that will be used
in our oblivious database operators in Section 4. In detail,
Section 3.1 provides a doubly-oblivious version of [15], and
Section 3.2 describes our novel parallel expansion algorithm.

3.1 Oblivious Aggregation Tree
The aggregation tree described below is a variation of the
prefix sum (e.g., [20, 35, 66]), differing primarily in that it
performs computations (such as addition or duplication) in
segments instead of the entire array. While the problem of
parallel prefix sums is well-studied in research, we cannot
naively adopt a prefix sum algorithm as we need one that is
oblivious/data-independent and ensures the segment lengths
remain concealed. More recent MPC approaches (e.g., [15])
operate on different security assumptions and threat mod-
els. E.g., in the MPC setting, a part of the computation is
performed locally, which is assumed to be trusted. However,
these assumptions do not align with our threat model; thus,
we adopt [15] to our security guarantees and ensure the algo-
rithm’s doubly-obliviousness. Additionally, we are the first to
observe the necessity of parallelizing scans and additions/du-
plications (see Sections 4 and 5). In particular, we observe
that due to the extensive study of parallel oblivious sorts [96],
oblivious shuffle [96, 103, 104], and compaction [103], lin-
ear scans become substantial. For instance, for n = 222 in a
non-foreign key join, the 32-thread oblivious sort and linear
scan require 0.15s and 0.22s, respectively. In the remainder of
this part, we explain our oblivious aggregation tree assuming
the computation is a summation over the array elements. We
stress that the algorithm can naturally support other aggrega-
tion types including count, min, max, and duplication.

The algorithm expands the array elements with an addi-
tional tag bit to indicate each segment’s start, denoted B[i] for
the i-th element. B[i] = 0 if the i-th element is the first element
of a segment, B[i] = 1 in all other cases.

Our algorithm supports three modes of operation: PREFIX,
SUFFIX, FULL. In detail, PREFIX computes the rolling sum

AGGTREE⟨TYPE, OP⟩(D,B) :
WHERE TYPE = {PREFIX,SUFFIX,FULL}, AND OP = {+, DUP}

1: Initialize data structure A
2: parallel for i ∈ [n] do ▷Initialization
3: sxi =D[i]∧B[i]
4: A[0, i]← ⟨0,D[i],0,sxi,B[i],B[i]⟩
5: end
6: /* We denote with subscripts the left and right chil-

dren*/
7: for h← [1 : logn] do ▷Upstream
8: parallel for i← [1 : n

2h ] do
9: ⟨l pxi, pxi,rsxi,sxi, ℓi,ci⟩← A[h, i]

10: l pxi← px0, rsxi← sx1
11: li← l0,ci← c0∧ c1
12: px←¬c1 · px1 + c1 · (px0 • px1)
13: sx←¬c0 · sx0 + c0 · (sx0 • sx1)
14: end
15: for h← [logn : 1] do ▷Downstream
16: parallel for i← [1 : n/2h] do
17: ⟨l pxi, pxi,rsxi,sxi, ℓi,ci⟩← A[h, i]
18: px0← pxi
19: px1← l1 ·¬c0 · l pxi + l1 · c0 · (l pxi • pxi)
20: sx0← c1 · (rsxi • sxi)+¬c1 · rsxi
21: sx1← sxi
22: A[h, i]0← ⟨px0,sx0⟩
23: A[h, i]1← ⟨px1,sx1⟩
24: end
25: Initialize output array Res of size n.
26: parallel for i← [n] do
27: Res[i] = B[i] · px•D[i]• sx
28: end
29: return Res

Figure 1: Oblivious Aggregation Tree.

of entries. For instance, Figure 2 shows the algorithm running
on an input array D, with tag bits array B. The PREFIX value
of the i-th element in the array will be the sum of all previ-
ous elements inside the same segment, e.g., the prefix of the
third tuple is 10. SUFFIX is similar to PREFIX, but instead of
calculating the rolling sum of all previous entries inside the
segment, it calculates the sum of all the subsequent entries
inside the segment, e.g., the first tuple of the table will have
suffix equal to 7+9+2 = 18.

Finally, FULL is computed as the sum of PREFIX and SUF-
FIX. Observe that to gain the final array output, we sum this
result with the corresponding entry’s data D[i]. Besides sum-
mation, we also consider oblivious aggregation for duplica-
tion. In this case, the operator copies the value of the first
element of each segment to the entire segment, see Figure 2.
Implementation Details. We consider a binary tree where
leaves are mapped to entries of D. Each node corresponds
to an aggregation tuple ⟨l px, px,rsx,sx, ℓ,c⟩, where l px and
rsx denote its left subtree’s prefix value and its right subtree’s
suffix value, respectively. Fields px and sx denote the current



D B Prefix Suffix Full Dup Res
3 0 0 18 18 3 21
7 1 3 11 14 3 21
9 1 10 2 12 3 21
2 1 19 0 19 3 21
4 0 0 8 8 4 12
8 1 4 0 4 4 12
5 0 0 0 0 5 5

Figure 2: Example of running Oblivious Aggregation Tree
over array D. Dup denotes the result when performing dupli-
cation, whereas Res denotes the result of performing a full
aggregation with addition.

tuple’s prefix and suffix values. Then, c is the bitwise AND
result of the node’s children’s tag bits, and ℓ is the tag bit of
the left-most leaf in the sub-tree. In practice, ℓ and c are bits
that control how we update the values during both phases of
the aggregation tree. For example, in Figure 3, the tuple of the
root of the right subtree is ⟨21,5,0,0,0,0⟩. At the same time,
the values of the children are denoted with subscripts. For
instance, px0 and px1 are the prefix values of the left child and
right child, respectively (likewise for all values in the tuple).

The pseudocode of our oblivious aggregation tree is shown
in Figure 1. We mark with different colors the calculations
performed for the three different types {PREFIX, SUFFIX,
FULL}. We denote the aggregation operation as •. In our
work, it refers to addition or duplication, i.e., • ∈ {+,DUP}
where DUP copies previous values to current positions as
shown in Figure 2. The algorithm initializes a data structure
A to store the tree nodes. For simplicity, we denote A as a
two-dimensional array where the first dimension is the tree
layer (with 0 being the leaf layer), and the second is the index
of a node within a layer. A[0, [n]] refers to the entire 0-row of
A, i.e., all the tree leaves.

The algorithm consists of three phases: initialization, up-
stream, and downstream. For brevity, we will discuss the
PREFIX type, the other two types follow similarly. During
initialization (lines 1-4), we set the tuples of all leaves. Then,
in the upstream phase, we update the set of internal nodes
based on the tuple values of their children. We iterate with a
double for-loop, layer-by-layer, and left-to-right (lines 6-13).
To provide some intuition, if c1 = 1, we know that all leaf
nodes in the right subtree are in the same segment with some
(or maybe all) the leaves in the left subtree; thus, we should
update px = px0 • px1. For example, in Figure 3, and focusing
on node 21 (i.e., the node with px = 21, on level 1 of the right
tree), the right subtree’s control bit c1 = 1, which means that
all leaves in the right subtree are in the same segment with
some leaves in the left subtree (in our example, with all the
leaves). Thus, the value of the internal node will be updated
to px = 21. In the other case, we propagate the prefix value of
the right child to the internal node px = px1. The other values
are trivially updated, l px will be equal to the prefix value of
the left subtree px0, c will be updated as c = c0 ∧ c1, and ℓ
will be ℓ0 since ℓ contains the tag bit of the left-most leaf.

In the downstream phase, we propagate the prefix and suffix
values calculated during the upstream to the children based

on their tag bits, starting from the root layer (lines 15-24). For
each internal node, we first update value px0 and then px1.
More precisely, if ℓ1 = 0, this means that the right subtree’s
left-most child is the start of a segment; thus, px1 should be
zero. In the other case, we check c0 to see if all the leaves in
the left subtree belong in the same segment. For example, in
Figure 3 (b), focusing on node 21 (i.e., the node with px = 21,
on level 1 of the left tree), its value will be updated to 5 since
for the left child, we propagate the value of the parent. At
the same time, node 10 will also be updated to px = 5, but
node 11 (which is the right child of 21) will be updated to
px = 10, since ℓ1 = 1 as the leaves of the right subtree are in
the same segment with the leaves of the left subtree. Finally,
we return the desired result in array Res which we populate
with an iteration over all tree leaves.
Efficiency. Our algorithm, in sequential mode, clearly takes
O(n) since it initializes data structures of size O(n) and tra-
verses the binary tree with n leaves twice. Assuming p parallel
processors, following classic results for parallel tree traver-
sal [117], the algorithm can be run in O(n/p) in the exclusive-
read/write model. At a high level, all computations performed
within a layer are independent of each other (they access dif-
ferent nodes) so each layer can be partitioned into p segments
(if it has more than p nodes, else each node is processed
separately) and processed in parallel.
Obliviousness and Security. This algorithm has no inherent
leakage. The only information accessible to an adversary is
the output size which matches the (known) input size. Thus,
L =⊥. Intuitively, the obliviousness of our algorithm is easy
to prove as it performs no data-dependent branches or loops.
It accesses data in all phases in a deterministic order, indepen-
dent of the array values. Indeed, its memory access pattern can
be fully calculated from n, and it performs simple arithmetic
and logical operations or assignments; hence, its simulation
is trivial (see our extended version for formal proof).

3.2 Oblivious Expansion

In this section, we propose our novel oblivious expansion
algorithm. This algorithm is crucial for non-foreign key joins
(see Section 4). Krastnikov et al. [76] present an algorithm
that cannot be parallelized due to its iterative nature, where
each iteration depends on the previous one. Attempting par-
allelization could lead to memory collisions and incorrect
results. Furthermore, as mentioned in Section 4, expansion
operates in output size granularity. In the worst case, the out-
put size will be large enough (O(n2)) to significantly reduce
performance. As a result, a parallel expansion algorithm is re-
quired. For instance, in Figure 6(a), the algorithm will expand
the array T so that each of a1, a2, and a3 are two positions
apart (for the expanded version of T , see the right side of
Figure 6(b)). Looking ahead, this type of expansion will be
very useful in the next section when we build oblivious joins.

In summary, our oblivious expansion algorithm begins by



5

21 5

9

10 11 12 5

23 7 4 8 5

0

0

0

0101110

0 1 0

0

0

0 0

9

0 0 0 0

23 7 4 8 5
0101110

5

21 5

9

10 11 12 5

23 7 4 8 5

0

0

0

0101110

0 1 0

0

5

5 0

10

5 10 0 0

190 3 0 4 0

0

0

0

0101110

0 1 0

0

Figure 3: Visualization of our oblivious aggregation tree upstream (left) and downstream (right) phases, when executing a
AGGTREE⟨PREFIX,+⟩. Each node contains it its value px, and next to its tag bit c with a red color. For internal nodes, c is updated
as c = c1∧ c0, where c0 and c1 are the tag bits of their left and right children, respectively. Note that the suffix values are never
changed when performing a PREFIX; thus, we omit them for clarity. We omit ℓ since it can be derived by the leaves’ tag bits.

T ← OExpand(T,M)

1: Q← AGGTREE⟨Prefix, +⟩(M,0||1n−1)
2: Dout ←M[n−1]+Q[n−1]
3: Pad T until n = Dout
4: n1← 2⌊log2 n⌋; n2← n−n1
5: m← ∑i(Q[i]> n2), parallel for i ∈ [n2]
6: parallel for i ∈ [n2] do
7: b← (m≤ i)
8: OSwap(T [i],T [i+n1],b)
9: OSwap(Q[i],Q[i+n1],b)

10: end
11: do in parallel
12: OExpand(T [0 : n2−1],M[0 : n2−1])
13: OExpandSub(T,Q,n2,n − 1,(n1 − n2 + m)

mod n1)
14: end
15: return T

Figure 4: OExpand. Oblivious expand the array. Given as
input an array T , an array M that denotes the number of copies
we need to generate for each element, we get the expansion
of array T on arbitrary input sizes, as seen in Figure 6(b).

calculating the destination indices for each element and stor-
ing them in a separate array, Q. If the required size, Dout ,
exceeds |T |, the algorithm pads T to match Dout (Figure 6(b),
left side). Otherwise, it removes the necessary number of rows
from the end of T . Next, it redistributes the entries of T such
that the space between entry i and i+ 1 corresponds to the
required number of empty entries, determined as M[i]−1.

Our pseudocode for algorithm OEXPAND, is shown in Fig-
ure 4. To compute the destination index for each entry, it uti-
lizes an oblivious aggregation tree, configuring the tag bits of
the array as B= 0||1n−1 (line 1). Hence, the result will contain
the prefix sum of the whole array (i.e., AGGTREE⟨Prefix, +⟩),
as shown in Figure 6 (a), which is stored in an array Q. It then
calculates the output size Dout (line 2), and pads table T with
empty entries until it has length Dout (Figure 6 (b)). For the
next part, the algorithm splits T into two parts and processes
them separately. Let n1 be the largest power of 2 such that
n1 ≤ n, and set n2 = n−n1. The “chunks” T [0 : n2−1] and
T [n2 : n−1] will be processed separately.

Before it proceeds, it may have to move some entries from
the first chunk to the second, depending on their Q[i] entry,

OExpandSub(T,Q,s,e,z)

1: mid← ⌊ s+e
2 ⌋, n = e− s+1

2: m← Σi(Q[i]< mid), parallel for i ∈ [n]
3: if n = 2 then
4: OSwap(T [s],T [e],m⊕ z)
5: OSwap(Q[s],Q[e],m⊕ z)
6: else if n > 2 then
7: ii← (m+ z) mod (n/2)
8: parallel for i ∈ [s : mid−1] do
9: b← (s+ ii≤ i)

10: OSwap(T [i],T [i+n/2],b)
11: OSwap(Q[i],Q[i+n/2],b)
12: end
13: do in parallel
14: OExpandSub(T,Q,s,mid−1,z mod mid)
15: OExpandSub(T,Q,mid,e,(z+m) mod mid)
16: end

Figure 5: OExpandSub. This function takes as input an array
T , a column with the destination indexes of each entry Q,
starting and ending indexes s,e, where the range [s : e] is a
power of 2, and an offset z. Outputs the expanded array T .

i.e., target index (line 5). To hide how many entries were
swapped, it performs oblivious swaps (lines 6-10). Finally,
for the first chunk T [0 : n2−1], it calls OEXPAND recursively.
(Note that if the input size is a power of 2, lines 6-11 are
skipped.) For the second chunk, since we know its length
is a power of 2, we can go ahead and start distributing its
entries via the subroutine OEXPANDSUB. This follows the
same methodology, however, instead of splitting the array into
the highest power of 2, it splits the array into two equal parts
and progresses recursively until the processing range of T is
down to 2 elements (lines 3-5). Similar to the above, it checks
before the next iteration level whether it needs to swap some
of the entries from the first to the second half (lines 7-12).

Efficiency. The algorithm recursively divides the input into
chunks and processes them. This process is repeated up to a
logarithmic number of times. During each iteration, the entire
array is processed either through scans and swaps, or using our
linear-time oblivious aggregation tree. Therefore, the over-
all complexity of the algorithm is O(n logn). Furthermore,
the operations in each iteration access independent parts of
the array and are fully parallelizable. With p processors, the



T M
a1 2
a2 2
a3 2
b1 1

T M Q
a1 2 0
a2 2 2
a3 2 4
b1 1 6

ki i-th copy of key k

(a) Using AGGTREE⟨Prefix, +⟩ to calculate the destination index for
each element q ∈ Q. Each tuple of T is of the form ki, where k
denotes the key and i denotes the i-th copy of k.

T M Q
a1 2 0
a2 2 2
a3 2 4
b1 1 6
- - -
- - -
- - -

T Q
a1 0
- -
a2 2
- -
a3 4
- -
b1 6

(b) Appending empty entries until we reach Dout . Then, obliviously
distributing the elements based on Q. Finally, we duplicate the ele-
ments to the empty entries below.

Figure 6: Visualization of Oblivious Expansion.

runtime reduces to O((n logn)/p).
Obliviousness and Security. The only observable leakage by
the adversary is the output size; thus, L =Dout . Recall that we
deploy expansion for non-foreign key joins (see Section 4.1),
hence this leakage can be suppressed by padding to the max-
imum output size, i.e., to O(n2) (or by applying adjustable
padding, as in [43]). Intuitively, our algorithm is secure based
on the following observations. (i) It entails oblivious subrou-
tines for oblivious aggregation trees and oblivious swaps. (ii)
It scans data in a predetermined order, independent of their
actual values. (iii) The sizes of chunks are inferred just from
the size of the input and the output (already observable by the
adversary). (iv) The if-branch in OEXPANDSUB is based on
the size of the chunk known to the adversary at each repetition.
A formal proof is given in our extended version.

4 Oblivious Join and Other Operators

Having introduced all the necessary oblivious algorithms we
will use as sub-routines, we are now ready to present our main
algorithms for oblivious parallel relational database operators,
starting from oblivious joins, which is our main focus.

4.1 Oblivious Join

Description. Given two input relation tables, T0 and T1, a join
constructs an output table that combines tuples from the input
tables based on equality between values of a specific attribute
j, which we will refer to as the join attribute. For instance,
the query below will output a table that contains the tuples
from T0, and T1 that have the same values on the attribute key.
Figure 7 (a) demonstrates an example of the structure of the
tables, and 7 (c) shows the result.

SELECT * FROM T0 JOIN T1 ON T0.key = T1.key;

T M0 M1 B C
a1,0 3 2 0 0
a2,0 3 2 1 1
a3,0 3 2 1 1
a1,1 3 2 1 0
a2,1 3 2 1 1
b1,0 1 1 0 0
b1,1 1 1 1 0
c1,1 0 1 0 0

ki,j tuple from table j

i-th copy of key k

T1

a1,1
a2,1
b1,1
c1,1

T0

a1,0
a2,0
a3,0
b1,0

(a) Given two relational tables T0,T1, append T1 on T0, sort based
on the key and the table id. Calculate the multiplicity factors. Array
B denotes the chunks that have equal value in T , whereas array C
denotes the chunks with the same value and table id.

T ′
0 M ′

0 M ′
1 C ′

a1,0 3 2 0
a2,0 3 2 1
a3,0 3 2 1
b1,0 1 1 0

T ′
1 M ′′

0 M ′′
1 C ′′

a1,1 3 2 0
a2,1 3 2 1
b1,1 1 1 0
c1,1 0 1 0

(b) Split tables back to their original form and obtain T ′0,T
′

1 .
T ′
1

a1,1
a2,1
a1,1
a2,1
a1,1
a2,1
b1,1

T ′
0

a1,0
a1,0
a2,0
a2,0
a3,0
a3,0
b1,0

T ′
1 Q′

a1,1 0
a1,1 2
a1,1 4
a2,1 1
a2,1 3
a2,1 5
b1,1 0

(c) Expand T ′0,T
′

1 and duplicate the real tuples to the empty tuples
among them. Finally, align T ′1 with T ′0 by computing an oblivious
sort based on the ending index of each tuple.

Figure 7: Visualization of the oblivious join algorithm.

Note that the nature of such a query can reveal a substan-
tial amount of information regarding the input tables’ values,
even under encryption. For instance, an adversary that sim-
ply observes the memory access pattern occurring during the
query execution, learns which tuples of input table T 0 share
the same join key with those of T 1. Prior work by Demertzis
et al. [43] showed that this information suffices to launch
devastating leakage-abuse attacks, recovering values from the
(encrypted) database with considerable success rates. This
makes developing oblivious join operators extremely impor-
tant. We next explain the design of our oblivious joins for two
cases: (i) non-foreign key joins and (ii) foreign key joins. As
mentioned in the introduction, a non-foreign key join allows
two tables to have duplicate join attributes while a foreign
key join does not. We design our algorithms to be scalable
and highly parallelizable.
Non-Foreign Key Join. Given tables T0,T1, the output of a
non-foreign key join based on attribute j will be a table T ,
where every tuple t ∈ T will be t = t0||t1, where t0 ∈ T0, t1 ∈ T1,
and t0. j = t1. j. Figure 7 demonstrates a join on tables T0 and
T1 where each tuple ki, j contains the join attribute k, a number
that denotes the copy i and a table id j. Let n = |T0|+ |T1|.
For simplicity, in our exposition, we assume each tuple in
T0,T1 consists only of the join attribute, omitting the remain-



ing “payload”. The pseudocode of the operator is given in
Figure 8, and its steps are as follows:
Lines 1-2: First, concatenate T0,T1 vertically, creating table
T . Perform an oblivious sort based on j, breaking ties based
on the table ids. Note that tuples are sorted so that T0 tuples
appear before T1, if tied (see Figure 7(a)).
Lines 3-11: Initialize arrays B,C. B contains chunks of rows
with the same key; C contains chunks of rows with same key
and table id. Compute multiplicity factors for the entries of
each table separately. To do this, use two full oblivious aggre-
gation trees, and store the result in M0,M1.
Lines 12-15: Use two oblivious compactions on (copies of) T
concatenated with M0,M1,C, to split tables back into extended
versions of original T0,T1. The first compaction treats the ele-
ments from table T0 as the marked elements (see Section 2),
whereas in second treats the elements from T1 (Figure 7(b)).
Lines 16-19: Having split the tables, use two oblivious expan-
sions to place their elements to their target positions according
to their corresponding multiplicity factors in the other table
(here, we slightly abuse notation by calling OExpand on the
first input a table instead of an array). Note that, after this
step, the expanded tables (T ′0 ,T

′
1) have Dout tuples, i.e., equal

to the size of the result of the join.
Lines 20-21: Duplicate distributed tuples (from the previous
step) in the produced tables to the empty entries among them.
Lines 22-26: Next, we must align tuples of T ′1 with those of T ′0 .
At this point, we observe that the i tuple of T ′1 will appear ev-
ery M′′1 [i] rows within the chunk of rows that contain the same
attribute value. To do this, we also need to consider the relative
positions of tuples within these chunks, which we compute
with an oblivious aggregation tree AGGTREE⟨Prefix, +⟩.As a
result, the final index of each tuple of T ′1 in the eventual join
output is calculated by a downstream scan over T ′1 , with the
formula in line 22. We store the final indexes in array E, and
we obliviously sort T ′1 using E as the key (Figure 7(c)).
Lines 27-28: Finally, we return the join result as the concate-
nation of the first column of each of the two tables.
Foreign Key Join. A foreign key join involves a primary
table T0 and a foreign table T1 consisting of primary keys of
table T0. In this setting, we do not have to create any copies
or align the tuples of T1 since if a tuple exists in T1 with a join
key k, then it is guaranteed that the same join key will exist in
T0 exactly once. We can exploit this to simplify our oblivious
foreign key join, as we explain next.

Similar to non-foreign key joins, we initially concatenate
both tables into a table T and sort the new table based
on the join key k. Note that tuples from T0 appear before
those from T1. Then, we perform an aggregation tree AG-
GTREE⟨Prefix, dup⟩, using the table ids to denote the segments
of tuples with the same key inside T . Note that in foreign key
joins, duplication happens directly without breaking the tables
and performing oblivious expansion. As a final step, we per-
form an oblivious compaction to push all the entries from T0
to the end of T and truncate them. From the above discussion,

OBLJOIN(T0,T1)
1: T ← T0//T1
2: T ← OSort(T,(T. j,T.t)) ▷j: join key, t: table id
3: Initialize arrays B,C,M0,M1 of size n with all 0’s
4: Assign M0[i] = 1 when T [i]∈ T0, parallel for i∈ [n]
5: Assign M1[i] = 1 when T [i]∈ T1, parallel for i∈ [n]
6: parallel for i ∈ [1 : n−1] do
7: B[i]← (T [i]. j == T [i−1]. j)
8: C[i]← (T [i]. j == T [i−1]. j∧T [i].t == T [i−1].t)
9: end

10: M0←AGGTREE⟨Full, +⟩(M0,B)
11: M1←AGGTREE⟨Full, +⟩(M1,B)
12: Initialize two tables T ′,T ′′ of size n
13: T ′← T ||M0||M1||C, T ′′← T ||M0||M1||C
14: T ′0 ← ORCompact(T ′) ▷based on table id t = 0
15: T ′1 ← ORCompact(T ′′) ▷based on table id t = 1
16: Denote by M′0,M

′
1,C
′ the second, third, and fourth

columns of T ′0
17: Denote by M′′0 ,M

′′
1 ,C

′′ the second, third, and fourth
columns of T ′1

18: T ′0 ← OExpand(T ′0 ,M
′
1)

19: T ′1 ← OExpand(T ′1 ,M
′′
0 )

20: T ′0 ← AGGTREE⟨Prefix, dup⟩(T ′0 ,C
′)

21: T ′1 ← AGGTREE⟨Prefix, dup⟩(T ′1 ,C
′′)

22: Initialize table E of size |T ′1 |
23: Q′← AGGTREE⟨Prefix, +⟩(1|T

′
1 |,C′′)

24: parallel for i ∈ [|T ′1 |] do
25: E[i]← ⌊Q′[i]/M′′0 [i]⌋+(Q′[i] mod M′′0 [i]) ·M′′1 [i]
26: end
27: T ′1 ← OSort(T ′1 ,E)
28: Denote R0 (resp. R1) the first column T ′0 (resp. T ′1)
29: return R0||R1

Figure 8: Our scalable algorithm for non-foreign key joins.

our oblivious foreign-key join algorithm is much simpler than
the one for non-foreign key joins. It is also considerably more
efficient as it entails concretely fewer operations.

Efficiency. Both flavors of our join algorithms are asymp-
totically dominated by the oblivious bitonic sort that takes
O(n log2 n). Additionally, oblivious compaction and bitonic
sort are fully parallelizable, as per [96, 103]. Hence, con-
sidering p parallel processors, our joins are executable in
O(n log2 n/p). The concrete performance numbers are pre-
sented in Table 1. For a non-foreign key join with n = 224,
KKS spends 78.76 seconds on sorting, 12.99 seconds on ex-
pansion, and 5.35 seconds on scanning. In contrast, Obliviator
employs the aggregation tree for scans and replaces three sorts
with oblivious compaction (2) and our expansion (1). As a
result, it spends 16.01 seconds on sorting, 1.44 seconds on
compaction, 0.99 seconds on expansion, and 1.45 seconds
on scanning. For a foreign key join, Opaque requires 35.59
seconds for sorting and 0.14 seconds for scanning. Similarly,
Obliviator uses the aggregation tree for scanning and replaces



one of the sorts with compaction, resulting in 9.76 seconds for
sorting, 0.09 seconds for scanning, and 1.26 seconds for com-
paction. Besides, both in [76] and in our approach, expansion
executes in output size. As a result, in queries where the output
size is significantly larger than the input, the parallelization
of such oblivious building block becomes substantial.
Obliviousness and Security. The algorithm for non-foreign-
key joins leaks no information to the adversary besides the
output size; L = Dout . As in Section 3.2, we can hide the
output size by padding to the worst-case output size, or we can
use adjustable padding [43]. On the other hand, for foreign-
key joins, our approach has no leakage since the output size is
bounded by the size of the foreign-key table, which is already
known to the adversary. Intuitively, the obliviousness of our
algorithms follows directly from that of the used oblivious
primitives. All memory accesses and computations are data-
independent. See our extended version for a formal proof.

4.2 Oblivious Filter
Description. Filter queries allow users to retrieve specific sub-
sets of elements from a database (e.g., point or range queries).
For instance, the result of the following query will return only
the tuples of customers that are named ‘John.’

SELECT * FROM Customers WHERE name = ’John’;

Oblivious filtering ensures no adversary can distinguish which
tuples of the database are filtered.
Prior Approach. The standard way for oblivious filters is
from Opaque [131]. (1) Firstly, a scan to mark the tuples
that satisfy the condition O(n/p), (2) then, it performs an
oblivious sort with complexity O((n log2 n)/p) to bring these
elements to the beginning of the array and return them to the
client, resulting in a total runtime of O((n log2 n)/p).
Our Solution. We observe that the oblivious sort in the
prior approach can be replaced with an oblivious compaction,
which is faster both asymptotically and in practice (see
Section 2). This motivates our first approach, yielding a
total complexity of O((n logn)/p), which improves by a
logn-factor over sorting/Opaque’s approach. Our second ap-
proach involves oblivious shuffling to break dependencies
in the access patterns across the table’s rows, followed by a
parallel non-oblivious scan.
Efficiency and Breakdown. According to Section 2, both
the oblivious compaction and shuffle lead to O(n logn) com-
plexity. Hence, our approaches result in time complexity
O(n logn), which can be further reduced to O((n logn)/p),
with p processing units. Our first improvement is theoreti-
cal due to the reduced time complexity. Additionally, both
approaches improve the practicality of oblivious filters in
the following ways. Our first approach exploits an oblivious
compaction (step 2), which requires significantly less exe-
cution time compared to an oblivious sort, as mentioned in
Section 2. Our second approach uses an oblivious shuffle in-
stead of an oblivious sort. While an oblivious shuffle provides

only marginal improvements over an oblivious sort, it proves
beneficial in scenarios where preprocessing part of the com-
putation is possible (see Section 2). However, since we do
not operate in an offline/online setting, our evaluation reflects
the results of our first approach. Nonetheless, our second ap-
proach would also outperform Opaque. Table 1 contains the
complexities and concrete time when performing an oblivious
filter. In particular, for n = 224, Opaque spends 0.05 and 9.35
seconds on scan and sort. Obliviator spends 0.04 and 0.82
seconds on scan and compaction.
Obliviousness and Security. Once again, the adversary only
learns the output size; hence L = Dout . However, for filter
queries, we can easily hide the output size by not truncat-
ing the table but replacing the tuples that do not satisfy the
query with dummies. Regarding security, both approaches are
oblivious. The first one consists of oblivious compaction and
scanning over the table, plus truncation per the result size. For
the second, since we obliviously shuffle the table, there is no
information that correlates the fact that we included, say, the
j-th element with its original position in the table. A formal
proof can be found in our extended version.

4.3 Oblivious Aggregation

Description. In databases, aggregation queries are performed
to generate statistics or a summary of multiple rows. E.g., the
query SELECT f FROM T GROUP-BY attr will calculate an
aggregation function f over the rows of a table after they are
grouped based on their values on attr. In practice, f may
correspond, e.g., to {Min, Max, Sum, Avg, Distinct}, etc.
Prior Approach. Opaque [131] handles aggregation queries
by first performing an oblivious sort based on attr, “forming”
the groups. Then, it scans the tuples to compute f for each
group. This scan has to be sequential, since in some cases
(e.g., Sum), the value of each tuple depends on previous ones.
Lastly, each partition performs an oblivious sort to discard
the dummy rows. This approach results in a O(n log2 n) com-
plexity, even if the input is pre-sorted. In the parallel setting,
the complexity is updated to O((n log2 n)/p+n), as sorting
can be parallelized but the scan must remain sequential.
Our Solution. Similar to Opaque, our algorithm must sort
the input, in order to form the chunks. Next, we observe that
the result of the aggregation function f can be computed by
deploying a FULL oblivious aggregation tree. Lastly, since in
aggregation queries we only require one tuple of each chunk,
we use oblivious compaction based on the tag bits to filter
excess tuples from each chunk to the end of the table.
Efficiency and Breakdown. Our algorithm is primarily
bounded by the oblivious sorting (Section 2) in the first step
required in the input, leading to an overall complexity of
O(n log2 n). Once the input is sorted, the subsequent steps of
the aggregation tree (Section 3.1) and oblivious compaction
(Section 2) execute in O((n logn)/p), where p denotes the
number of parallel processing units. Compared to Opaque,



our improved performance stems from replacing the linear
scan with a parallel aggregation tree (see Section 3.1). For an
aggregation query with n = 224, the 32-thread oblivious sort
and linear scan take 0.76 seconds and 0.13 seconds, respec-
tively. This performance gap narrows further when evaluating
complex queries (see Section 5). Together with the discussion
in Section 3.1, this highlights the advantages of aggregation
trees as a more efficient alternative to linear scans. Moreover,
we replace oblivious sort with oblivious compaction, which
offers significant speedups (see Sections 2 and 4.2).

We further compare the performance of oblivious aggre-
gation in Table 1. The breakdown times are as follows. For
n = 224 elements, Opaque’s initial sort, the linear scan, and
final sort to discard dummies, take 13.17, 0.13 and 13.15 sec-
onds, respectively. In contrast, our method achieves much
lower times: oblivious sort, aggregation tree, and oblivious
compaction take 9.30, 0.13, and 0.53 seconds, respectively.
Obliviousness and Security. Our solution is clearly obliv-
ious as it consists of running an oblivious aggregation tree
followed by an oblivious compaction, only revealing the input
size and the result size (i.e., the number of groups); hence,
L = Dout . As in the previous section, we can choose not to
truncate the array and replace the excess rows in a group with
dummies, thus hiding the result size from the adversary. The
proof can be seen in our extended version.

5 Experiments

Experimental Setup. We ran our experiments on
Azure DCsv3-series with Intel’s SGXv2. We used
Standard_DC32s_v3 virtual machine with 3rd Generation
Intel® Xeon Scalable Processor 8370C, 32 physical cores,
and 256 GiB of memory, where 192 GiB is EPC, running on
Ubuntu 20.04. We implemented our oblivious operators in C,
using the parallel version of the oblivious bitonic sort and
oblivious shuffling introduced in [96], and ORCompact [103]
for oblivious compaction. For oblivious writes, swaps, and
comparisons, we use the oblivious primitives from Section 2.
In all experiments, implementations are compiled with -O3
optimizations unless stated otherwise. Additionally, the
default block size is B = 32 bytes, which stores the join
attribute, the tuple ID, and some metadata. Experiments were
repeated five times, and the average result is reported.1 For
the rest of this section, we will refer to our implementations
as OBL for our oblivious operators and FOBL for our
optimization on foreign key joins. the number following an
implementation denotes the number of threads used in that
experiment. For instance, FOBL32 refers to the execution of
our foreign key join algorithm on 32 threads.
Baselines. We compare our implementation of non-foreign
key joins with that of Krastnikov et al. [76], which we will
refer to as KKS. As stated in [76], KKS is not oblivious

1The code is available at [1].

when compiled with -O3 optimizations. We used Intel’s Pin
Tool [67] (also used in [76]) to verify that their implementa-
tion is not oblivious in -O3, but only in -O2. We isolated
that this occurs due to their implementation of oblivious
writes, swaps, and comparisons (see Appendix A). We re-
implemented KKS’s writes, swaps, and comparisons using
our approach described in Section 2. We refer to this version
of [76] code as KKS*. To ensure no violations of oblivi-
ousness and to maintain fair comparisons in all subsequent
experiments, KKS is compiled with -O2 optimizations, while
KKS* is compiled with -O3. As demonstrated below, our
modifications made KKS* both more secure and efficient.

Opaque [131] (denoted as OPQ) is designed for a dis-
tributed shared-nothing setting and is not an immediate com-
petitor to our work. However, Opaque’s concepts can be
adapted to our shared-memory context. Therefore, we imple-
mented a variant of Opaque [131] for shared-memory scenar-
ios, focusing on filter, aggregation, and foreign key queries2.
Other approaches. Another approach for oblivious joins in-
volves using oblivious index nested loop joins from Chang
et al. [30]. Although that work targets a different setting, as-
suming the existence of a trusted proxy, it can be adapted
to our trusted-hardware setting using an ORAM/Data Struc-
ture approach “friendly” to hardware enclaves. We tested
the approach of [30] using the state-of-the-art such oblivious
data structure Omix++ from [25] that proposes an improved-
efficiency eviction algorithm. However, Omix++ cannot be
parallelized since eviction is an atomic operation in ORAMs.
Unfortunately, its performance is much worse than ours (for
reference, on n = 210 elements on a foreign key join it re-
quires 47.66 seconds, while our foreign key algorithm takes
0.30 milliseconds–see Table 1). Due to this, we do not include
any results achieved with Omix++ to the experiments below.
Datasets. Obliviousness is a very strong security property that
prevents any information from being leaked to adversaries for
the input data (except the defined leakage). For selection, ag-
gregation (without truncation), and foreign-key joins, which
are zero-leakage cases, the algorithm’s behavior, including
memory access patterns and performance costs, remains iden-
tical for any input of the same size. This means that any real
or synthetic dataset of the same size will be indistinguishable
and exhibit the same performance. For non-foreign-key joins,
the same applies to any dataset with the same input and out-
put sizes (since the join result size is leaked if padding is not
used). Hence, the data contents are not important (neither for
the memory access patterns nor for the performance), but the

2Opaque relies on a mix of column-sort (used in distributed environments),
tunable-oblivious sort, and sequential scan-based operators. In our shared-
memory context, column-sort introduces unnecessary overhead, so we do not
use it. To match our security level and prevent side-channel attacks, tunable
obliviousness must be set to full (i.e., double) obliviousness. Instead of using
Opaque’s column sort, we employ [96]’s optimized version. To the best of
our knowledge, we implemented Opaque’s algorithms in the most efficient
way for our setting. Interestingly, our approach could also improve Opaque
in their distributed shared-nothing environment.



220 222 224 226 228 230

Output size

0

2000

4000

6000

8000

R
u
n
ti

m
e
 (

s
)

100

101

102

OBL

KKS

KKS*

(a) Single thread comparison

1 2 4 8 16 32

Number of threads

0

250

500

750

1000

1250

1500

1750

2000

R
u
n
ti

m
e
 (

s
)

101

102

103

N=226 N=228 N=230

(b) Multi-thread runtime (c) Multi-thread speedup

Figure 9: Experiments on Synthesized Dataset. (a) demonstrates the performance of all implementations on non-foreign key joins.
(b) demonstrates OBLIVIATOR’s scalability. (c) illustrates the speedup relative to our single-threaded runtime across varying data
sizes, with the dashed line representing ideal speedup. In (b) and (c), N refers to the output size (i.e., N = 2n).
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Figure 10: Evaluation of our algorithm against KKS for three
non-foreign key join queries on the datasets from the TPC-H
benchmark used in [30]. The left plot demonstrates scaling
factor s = 1.0, whereas the plot on the right s = 1.6.

block sizes and number of elements are. For synthesized data,
we first generated a dataset using a tool from [76] consisting
of two tables each of size n, with a predetermined output size
of 2n, and used this for non-foreign key join queries. We also
used the datasets of the TPC-H benchmark [112] and ran the
same (non-foreign key and foreign ke)y equi-join queries as
Chang et al. [30] (see Appendix C for details). We used larger
scaling factors than [30], demonstrating the practicality of our
approaches. We also used the Big Data Benchmark [7] that
has been tested in prior works [50, 131].

For real-world data, we experimented on five open-source
datasets: Amazon [81, 126], Jokes [56, 81], Slashdot [79, 81],
IMDb [79, 81], and Twitter Social Graph (TSG) [24, 30, 82].
The first four are used in FEJ-Bench [81]. The last one was
used in Chang et al. [30] with 3 join queries, SE-1, SE-2, and
SE-3, which we adopt here. We note that in that work they
could only use a reduced-size version of the dataset, whereas
here we use the full dataset (sizes range from 11.2 MB to 19
GB), leading to a more expansive evaluation. Finally, going
beyond simple joins, to evaluate our other operators, we ran
more complex queries from the BDB datasets the TPC-H
benchmark (namely, TPC-H queries Q3, Q5, and Q6, which
include foreign key joins, filters and multiple aggregations).

5.1 Join Query Performance
Figure 9 shows the evaluation of Obliviator, KKS, and KKS*
on synthesized tables generated with the tool of [76]. Tables
consist of n elements, with the join results containing 2n el-
ements. Input sizes range from 64MB to 64GB. In detail,
Figure 9 (a) demonstrates the performance of the three im-

plementations in a sequential setting with varying input sizes.
Notably, the modifications we made to KKS not only ren-
der it oblivious but also enhance its efficiency. Additionally,
the figure indicates that as the input size increases, our ap-
proach outperforms both KKS and KKS*. Specifically, our
approach is 4.61−5.14× better than KKS, and 3.68−3.95×
than KKS*. For instance, with an input and output size of 64
GB in total, our approach completes the join in 33 minutes;
meanwhile, KKS takes 155 minutes, and KKS* takes 124
minutes. As mentioned in the Introduction, this improvement
is expected since we reduce the number of oblivious sorts,
parallelize every step of our algorithm, and use better obliv-
ious primitives than KKS. Furthermore, Figure 9 (b) shows
the scalability of our algorithm. Our runtime significantly
drops (8.96−20.51×) when transitioning from the sequen-
tial to the parallel setting with 32 threads, and it also performs
39.48× and 41.23× faster compared to KKS* and KKS, re-
spectively. Specifically, for the same input/output (i.e., for
64 GB) size mentioned above, it completes the join in 226
seconds. Finally, in Figure 9 (c), we illustrate the speed-up
of our approach compared to our sequential approach across
variable input/output sizes (tested up to 64 GB for N = 230).

We also tested on data generated from the TPC-H bench-
mark and ran the non-foreign key join queries described in
Appendix C (see Figure 10). Scaling factors s = 1 and s = 1.6
were chosen to ensure the output of the third query fits within
the available EPC memory. The input sizes range from 610
KB to 14.65 MB, while the output sizes vary from 244.58 MB
to 137.3 GB. We were unable to run KKS with scaling factors
above s = 1.0 for the third query due to the prolonged run-
time required. Figure 10 highlights the performance of our ap-
proach compared to KKS and KKS* on a single thread. Our
method outperforms both approaches across all queries and
scaling factors, achieving improvements of 3.21×−3.54×
over KKS and 2.86×−3.11× over KKS*. These improve-
ments are even more pronounced in the parallel setting, where
our approach achieves peak improvements of 27.25× and
24.31× compared to KKS and KKS*, respectively.
Foreign Key Joins. While our focus has been on non-foreign
key joins, we also tested a foreign key join on the same TPC-
H generated dataset (also shown in Appendix C) with scaling



FOBL FOBL32 OPQ OPQ32
IMDb 26.8477 2.2722 71.1326 3.7023

Table 2: Execution time (in sec) of the foreign key join FOBL,
FOBL32, OPQ and OPQ32 for the real-world dataset, IMDb.

OBL OBL32 KKS KKS∗

SE-1 143.85 13.25 1010.43 765.20
TSG SE-2 281.30 23.60 1630.24 1243.44

SE-3 2928.68 391.48 N/A N/A
Amazon 5.78 0.54 28.09 21.69

Jokes 1.33 0.09 7.92 5.22
Slashdot 50.18 4.42 194.92 163.52

Table 3: Execution time (in sec) of non-foreign key joins
OBL, OBL32, KKS, and KKS∗ for four real-world datasets.

factors s = 1,5,10,50, input sizes from 229 MB to 22.35 GB,
and output sizes from 366.29 MB to 17.88 GB. The top left
figure in Figure 11 shows the execution times of our foreign-
key oblivious approach compared to the modified Opaque
described above. In a sequential setting, we are approximately
2.98× faster; this speedup significantly improves in the paral-
lel setting, where it peaks at 60× against Opaque’s sequential
execution. Our improvement is expected since, for foreign
key joins, our algorithm replaces one oblivious sort with an
oblivious compaction and performs aggregations in parallel,
whereas Opaque requires extra oblivious sort and linear scans.
Experiments on Real-world Datasets Regarding real data,
for non-foreign key joins we compare our OBL and its 32-
thread version OBL32 with KKS and KKS∗ [76], on the Ama-
zon [81, 126], Jokes [56, 81], Slashdot [79, 81], and Twitter
Social Graph [24, 30, 82] datasets (Table 3). For foreign-key
joins, we compare our foreign key algorithm (FOBL) with
Opaque and their 32-thread versions FOBL32 and OPQ32 on
the IMDb dataset [79, 81] (Table 2). The total input/output
size of the joins ranges between 221-231 (110 MB - 67 GB).

Overall, our methods are significantly faster than prior ones,
e.g., OBL32 becomes up to 77x and 57x faster than KKS and
KKS*, respectively. Note that we are unable to run KKS and
KKS∗ on SE-3 due to the very long times required. Addi-
tionally, our algorithm outperforms Opaque with speedups of
2.64× and 1.7× in the sequential and parallel setting.

5.2 Other Operators and Complex Queries

We tested our other operators with two queries from the BDB
dataset: Q1 which is a scan query (involving our filter op-
erator), and Q2 which is an aggregation. Furthermore, we
experimented with running more complex queries consisting
of multiple operators. Specifically, BDB Q3 involves filtering,
followed by a foreign-key join and an aggregation. Finally,
we evaluated three complex queries from TPC-H that involve
series of filtering operations, followed by joins and/or aggre-
gation. As discussed previously, for such complex queries we
break them into subqueries and evaluate each operator sepa-
rately. For all the above we compare Obliviator with Opaque
which is the only other system that can handle such queries.

Figure 11: Evaluation of the foreign key join of Obliviator
and Opaque on the TPC-H generated dataset (top left), the
complex queries Q3, Q5, and Q6 from TPC-H benchmark
(top right), and on Big Data Benchmark: (Q1) Scan Query,
(Q2) Aggregation Query, (Q3) Complex Query (bottom).

TPC-H. We ran queries Q3, Q5, and Q6 from the TPC-H
benchmark [3]. The top right figure in Figure 11 compares the
performance of Opaque and our system, Obliviator, in both
single-threaded and multi-threaded settings with a scaling
factor s = 50. The input sizes range from 36.82 GB to 46.21
GB, and the output sizes vary from 840 bytes to 26.96 MB.
In the sequential setting, Obliviator outperforms Opaque by
3.33−15.22×. In the parallel setting with 32 threads, Oblivi-
ator outperforms Opaque by 2.65−11.01×.
Big Data Benchmark. The bottom middle figure in Figure 11
demonstrates the performance of our oblivious operators on
the benchmark’s queries. In the scan query (Q1), we achieve
15.9× improvement compared to Opaque. In the parallel set-
ting, this improvement escalates to 52.3× and 2.8× against se-
quential and parallel Opaque, respectively. The improvement
on a single thread stems from the practicality of compaction.
However, OSORT exhibits superior scalability, narrowing the
gap to 2.8×. For the aggregation query (Q2), we perform
better in the sequential setting due to replacing one OSORT
with more practical oblivious compaction, reaching a speedup
of 2.6×. Additionally, with 32 threads, we are up to 53× and
2.5× faster than Opaque in sequential and parallel modes.

Finally, for Q3 we are 2.58× faster than Opaque in the
sequential case and up to 37.57× and 11.87× faster compared
to 1 and 32 threads Opaque. Once again, our improvement
is expected since, for all queries, we reduce the number of
oblivious sorts and perform parallel executions in all steps.

6 Conclusion
We introduced OBLIVIATOR, a highly scalable oblivious re-
lational database approach for shared memory environments.
OBLIVIATOR outperforms [76, 131] both in the sequential
and the parallel setting. Our main contributions are efficient
algorithms for oblivious database equi-joins for non-foreign
and foreign key joins, i.e., leaking no information besides the
size of the input and output relations.
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A Compiler Optimizations

As discussed in [76], third level compiler optimizations can
break obliviousness. -O2 and -O3 are compiler optimization
levels. -O2 enables a range of low-level transformations to
improve efficiency without significantly increasing compila-
tion time, while -O3 applies more aggressive optimizations,
such as advanced loop scheduling, high-order loop transforma-
tions, and inlining small procedures. In designing an oblivious
system, such optimizations must be carefully evaluated, as
they can compromise obliviousness. In this paragraph we
expand our discussion on how we experimented with Intel’s
Pin Tool [68] and what can lead to such result.

Intel’s Pin Tool is a dynamic binary instrumentation frame-
work that enables the creation of dynamic program analysis
tools. We used Intel’s Pin Tool to analyze the memory access

1 void foo ( elem a [ ] , elem b [ ] , s i z e _ t n_ ) {
2 f o r ( i n t i = 0 ; i < n_ ; i ++) {
3 a [ i ] = a [ i ] . x > b [ i ] . x ? a [ i ] : b [ i ] ;
4 }
5 }

Figure 12: An example of a ternary operation that will break
obliviousness.

1 mov eax , DWORD PTR [ r s i ]
2 cmp DWORD PTR [ r d i ] , eax
3 jg .L4
4 mov rax , QWORD PTR [ r s i ]
5 mov QWORD PTR [ r d i ] , r a x

Figure 13: Assembly code produced over line 3 of Figure 12.
This assembly shows how obliviousness is broken

locations and the number of instructions during the execution
of KKS. The paragraph below demonstrates why their code
breaks obliviousness on certain optimization levels and what
experiments were executed to prove that.

Krastnikov et al. [76] employed basic C operators (e.g.,
the ternary operator), which compromise obliviousness under
third-level compiler optimizations. For instance, as shown in
Figure 12, when performing self-assignments within a ternary
operator, the compiler (with -O3 optimization flag) ignores
the assembly code corresponding to the condition where a> b
is true. Specifically, instructions leading to int a = a are
omitted by a jump operation, i.e., Figure 13 Line 3 shows
that if a > b, then Lines 4 and 5 are skipped. It creates a data
dependency in the code traces observable by the adversary
(see Threat Model in Section 2).

We tested [76]’s and our implementation using Intel’s Pin
Tool to compare the number of instructions executed and mem-
ory accesses performed on two different inputs: one already
sorted and one randomly generated. In both cases, our code
exhibited identical instruction counts and memory accesses,
ensuring consistent behavior. Conversely, the implementation
in [76] produced varying instruction counts and memory ac-
cesses for the same inputs, revealing a lack of obliviousness.

Nonetheless, we made sure that our implementation did
not use any ternary or other operators that can harm oblivi-
ousness. A simple way to avoid such a case is by converting
the ternary (or an if statement) with binary operations that are
data-independent. For example, to convert the code of Fig-
ure 12 such that it does not produce a jump in the assembly,
we can use binary operations (see Figure 14).

B Other Relevant Works

Here, we discuss other relevant work, not covered in our in-
troduction.



1 void foo ( elem a [ ] , elem b [ ] , s i z e _ t n_ ) {
2 f o r ( i n t i = 0 ; i < n_ ; i ++) {
3 boo l cond = ( a [ i ] . x > b [ i ] . x )
4 unsigned char * a _ s e r = s e r i a l i z e ( a [ i ] ) ;
5 unsigned char * b _ s e r = s e r i a l i z e ( b [ i ] ) ;
6 unsigned char mask =
7 ~ ( ( unsigned char ) cond − 1 ) ;
8
9 * a _ s e r ^= * b _ s e r ;

10 * b _ s e r ^= * a & mask ;
11 * a _ s e r ^= *b ;
12
13 a [ i ] = d e s e r i a l i z e ( a _ s e r ) ;
14 b [ i ] = d e s e r i a l i z e ( b _ s e r ) ;
15 }
16 }

Figure 14: Transforming a swap performed with a ternary
operator to an oblivious swap using binary data-independent
computations.

Searchable Encryption. There has been extensive work on
Searchable Encryption [29, 31, 44–46, 124]. However, such
research leaks more information and does not support updates.
Hence, Searchable Encryption is extended to dynamic by
introducing additional update leakage [23, 26–28, 42, 94].
Encrypted query processing in the MPC setting. There are
other approaches for encrypted query processing (not based
on TEEs) that work in the Multi-Party Computation (MPC)
setting. The main difference to our approach is that they oper-
ate under different security assumptions (e.g., honest majority
of participants, non-colluding adversaries, etc.) and they aim
at optimizing different performance metrics (e.g., minimiz-
ing communication). Badrinarayanan et al. [15] proposed an
aggregation tree based on prefix-sum for the honest-majority
setting; our aggregation can be seen as an adaptation of theirs
to the TEE setting with parallel processing. Wang et al. [123]
and Luo et al. [85] propose query processing and aggrega-
tion of associative operators, also in the honest majority set-
ting. A series of works, e.g., [18, 119, 129], introduce query
optimizations via a query coordinator and database index-
ing combining MPC with differential privacy. Volgushev et
al. [118] introduce an oblivious algorithm for joins in a hy-
brid protocol, where a selectively trusted party is chosen (after
consensus) that gathers data from all parties and computes
the result in plaintext. This algorithm can also operate un-
der oblivious security guarantees but is rather expensive, i.e.,
O(n2) and O(n log2 n) for non-foreign key joins and aggre-
gation queries, respectively. Furthermore, Bater et al. [17]
use an honest broker that collects securely computed outputs
from the MPC, decrypts it, and sends it to the client. The pro-
posed non-foreign key join algorithm leads to a O(n2 log3 n)
overhead.
Oblivious computation. Many applications and systems de-
sign oblivious computation as their core functions to ensure
data security and privacy, e.g., DBMS [50, 100, 131], graph

processing [25, 95], or data shuffling [8, 48] Preventing mem-
ory access leakage is critical and has been the primary focus
of recent efforts. Obfuscuro [5] is the first system provid-
ing program obfuscation using trusted hardware. It utilized
ORAM and Intel SGX [86], to design an oblivious array
structure to store data and secure code execution for arbi-
trary programs. Building on this, Zhang et al. [128] propose
Klotski that emulates a secure memory subsystem by utiliz-
ing ORAMs. Besides, secure multi-party computation is also
used to achieve obliviousness, e.g., ZeroTrace [102]. At the
same time, other oblivious approaches rely on specialized
hardware (e.g., FPGA [51]), trusted-proxy [37, 101, 110], etc.
Hardware enclaves. Hardware enclaves are widely used in
database and cloud computing applications [100, 127]. Many
software and platforms are designed for hardware enclaves,
e.g., SCONE [12], and Graphene [113]. However, hardware
enclaves are still vulnerable to attacks, e.g., cache-timing [21],
rollback attacks [111]. Enclave side channels allow attackers
to exploit data-dependent memory accesses to extract enclave
secrets. Several works are based on Intel SGX to achieve high-
level obliviousness. Sasy et al. [102] presented their library of
oblivious memory primitives, ZeroTrace. ZeroTrace proposes
doubly-oblivious PathORAM [109] and CircuitORAM [122].
But it is outperformed by Oblix [93]. Another work that uti-
lizes PathORAMs is Snoopy [39], that improves the scala-
bility of PathORAMs. [39] has been utilized in Anonymous
Communication applications (e.g., [52]).

C Queries on Synthetic Data

In this section we demonstrate the queries that were used
in our evaluation. As mentioned in Section 5, we used the
queries introduced in [30] on the TPC-H dataset. We used
four queries in total, the non-foreign key join queries are the
following:

SQ1. SELECT s_suppkey, c_custkey, s_nationkey
FROM Supplier, Customer
WHERE s_nationkey = c_nationkey;

SQ2. SELECT s1.s_suppkey, s2.s_suppkey,
s1.s_nationkey

FROM Supplier s1, Supplier s2
WHERE s1.s_nationkey = s2.s_nationkey;

SQ3. SELECT c1.c_custkey, c2.c_custkey,
c1.c_nationkey

FROM Customer c1, Customer c2
WHERE c1.c_nationkey = c2.c_nationkey;

Additionally, we used an extra query on the TPC-H bench-
mark to evaluate the foreign key join on our algorithm with
scaling factors s = 1 and s = 50, which can be found below:

SELECT l_orderkey, o_orderkey
FROM LineItems, Orders
WHERE l_orderkey = o_orderkey;
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