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Abstract

Domain registries manage the entire lifecycle of domain
names within TLDs and interact with domain registrars
through the Extensible Provisioning Protocol (EPP) speci-
fication. Although they adhere to standard policies, EPP im-
plementations and operational practices can vary between reg-
istries. Even minor operational flaws at registries can expose
their managed resources to abuse. However, registry opera-
tions’ closed and opaque nature has limited understanding of
these practices and their potential threats. In this study, we
systematically analyzed the security of EPP operations across
TLD registries. By analyzing the entire domain lifecycle and
mapping operations to corresponding domain statuses, we dis-
covered that registry operations are attributed to overlapping
statuses and complex triggering factors. To uncover flaws in
registry operations, we employed diverse data sources, includ-
ing TLD zone files, historical domain registration data, and
real-time registrar interfaces for comprehensive domain sta-
tuses. The analysis combined static and dynamic techniques,
allowing us to externally assess domain existence and regis-
tration status, thereby revealing the inner workings of registry
policies. Eventually, we discovered three novel EPP imple-
mentation deficiencies that pose domain abuse risks in major
registries, including Identity Digital, Google, and Nominet.
Evidence has shown that adversaries are covertly exploiting
these vulnerabilities. Our experiments reveal that over 1.6
million domain names, spanning more than 50% of TLDs
(e.g., .app and .top), are vulnerable due to these flawed op-
erations. To address these issues, we responsibly disclosed
the problem to the affected registries and assisted in imple-
menting a solution. We believe that these registry operation
issues require increased attention from the community.

* Both authors contributed equally to this work.
Q Corresponding authors.

1 Introduction

Domain names are vital for identifying and addressing key
Internet services. Their lifecycles are maintained by domain
registrars and registries through the interfaces of the Extensi-
ble Provisioning Protocol (EPP) [27–29]. This protocol estab-
lishes rules for domain creation, management, and deletion.
When registrars issue EPP commands, domain registries are
responsible for processing the relevant Top-Level Domain
(TLD) zone files and managing domain resources, such as do-
main statuses and delegation information. The reality is that
independent EPP implementations among different registries
require registrars to adapt to these disparate interfaces.

An in-depth security exploration of EPP implementations
and operation strategies across domain registries remains crit-
ical for preventing domain abuses but is by no means trivial.
Existing research [16] has highlighted insecure practices of
EPP implementation at the registrar level; namely, renaming
host objects during domain deletion can pose domain hijack-
ing risks. Additionally, flaws in EPP server deployments can
expose TLD zones to significant security threats [50]. How-
ever, the opaque nature of EPP implementations hinders the
community’s understanding of registry operations and poten-
tial vulnerabilities. Hence, we aim to conduct an empirical
study to explore vulnerable operations in domain registries.
Challenges in exploring registry operations. Managing the
domain lifecycle involves various phases (e.g., creation, con-
figuration, deletion) and components (e.g., WHOIS servers,
zone files). While ICANN guidelines [1,10,11] and EPP stan-
dards [27–29] outline domain management policies, there is
a lack of public disclosure of TLD registry practices. Mean-
while, EPP implementation in terms of specific registries is
opaque and complex. Different registries tend to implement
their own EPP interfaces independently, with access restricted
to accredited registrars. To this end, studying security flaws
in registry operations from an external view is challenging.
Our study. We conducted a systematic security study of do-
main registry operations, focusing on identifying potential
attack surfaces at the registry level. To achieve this, we empir-
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ically analyzed the entire domain lifecycle, mapping opera-
tions to relevant domain statuses. We revealed that the domain
lifecycle managed by registries is significantly more complex
than that analyzed at the registrar level [36]. From the reg-
istry’s perspective, managing a domain through its lifecycle
involves overlapping domain statuses and intricate triggering
factors (e.g., ICANN policies, registrar or registrant settings).

To this end, we designed a combined dynamic and static
method to assess domain existence, registration statuses, and
related registry operations. This approach leveraged extensive
datasets, which include over 7.9 billion historical WHOIS
records, zone files from 1,109 TLDs, and bulk registration
interfaces from registrars. Using these datasets, we analyzed
longitudinal operational results and nameserver settings. We
also tracked zone file updates linked to registrant behaviors to
investigate registries’ management models of DNS objects.

Our empirical study revealed that various insecure reg-
istry practices, even those intended as protective measures,
can expose unregistered or ownerless domains to abuse risks
throughout the domain lifecycle: (1) During the domain cre-
ation process, some registries protect domain brands or pre-
vent domain abuse by creating additional domain objects,
which we term as “twin domain names”. However, this prac-
tice can unintentionally introduce new attack surfaces for un-
registered Internationalized Domain Names (IDNs). We iden-
tified 6K IDNs that are vulnerable to twin domain takeover
threats or have already been exploited. (2) During the domain
management process, we identified two DNS host manage-
ment practices and observed significant issues with siloed
host object management. Some registries automatically add
all registrant-configured host objects to zone files without
checks or purging, leading to over 80K exploitable stale glue
records that affect around 1.6M domains. (3) During the do-
main deletion process, we identified flawed operations that
can lead to domain hijacking. Specifically, registries reset the
lifecycle statuses of expired domains to “unregistered” but
fail to purge their delegation records from TLD zone files. We
termed these “relic domains” and showed that unpurged dele-
gation records make them exploitable for abuse. Ultimately,
we identified 3.4K relic domains and 6 vulnerable registry
backends (e.g., ZDNS, GoDaddy, and Identity Digital) that
supported 812 TLDs, such as .app and .dev, highlighting a
widespread issue among domain registries.

Our research shows these threats are realistic: we detected
actual domain abuse cases where adversaries covertly exploit
ownerless domains for monetization or market promotion.
We responsibly disclosed the issues to the affected registries
and their backend service providers and received positive
responses. Two registry backends, ZDNS (e.g., .top) and
Nomulus (e.g., .app), responded promptly to our disclosure
and timely resolved these issues. Moreover, we are also reach-
ing out to more registries and service providers through the
ICANN community to raise awareness of the flaws in EPP
implementations and registry operations.

Contributions. We make the following contributions:
• We conduct a top-down empirical security study at the

domain registry level. We systematically examine domain reg-
istry operations across the entire domain lifecycle, uncovering
flawed operations that introduce domain abuse threats.

• We perform a large-scale measurement study utilizing
multifaceted public datasets and evaluate the real-world secu-
rity impact of the flawed operations.

• We responsibly disclose the threat to relevant domain reg-
istries, provide practical detection and mitigation guidelines,
and have received confirmation from a major domain registry.

2 Background

2.1 Domain Registration and Management
Domain registration. Domain names are registered and man-
aged by accredited registry operators (e.g., VeriSign) and
registrars (e.g., GoDaddy, Namecheap). Registries operate the
Top-Level Domain (TLD, e.g., .com) zones and manage regis-
tration data and delegation records (e.g., NS and glue records)
for all domain names within their TLDs. These registries del-
egate domain registration services to registrars, which in turn
sell Second-Level Domains (SLDs, e.g., foo.com).

A registrant can register a domain name from a registrar by
submitting registration information and configuring delega-
tion records. Upon receiving the request, the registrar checks
the domain’s availability and validity. When the checks are
passed, the registrar submits the domain object to the corre-
sponding TLD zone through registry-provided interfaces. The
registry then processes the request, creates domain objects,
and updates TLD zone files. Notably, the registration infor-
mation and domain status are maintained by both the registry
and the registrar using WHOIS [21] or RDAP [4].
Domain name and delegation host management. Regis-
trants can choose from three types of authoritative servers
(i.e., nameservers or NSes) to configure delegation hosts for
their domain names: 1) Registrar NS: Default nameservers
provided by registrars. 2) On-premise NS: Custom name-
servers managed by registrants themselves. 3) Cloud-hosted
NS: Public hosting services like Amazon Route 53 or NSONE,
offering specialized and secure domain resolution services.
In the first and third scenarios, registrants rely on providers’
nameservers, with the configured NS records written into
TLD zone files. In contrast, the second option requires storing
additional delegation records, known as glue records, in the
TLD zone files to prevent resolution loops [42]. For example,
if foo.com’s NS is ns.foo.com, a recursive resolver must
query foo.com to resolve ns.foo.com, causing a resolution
loop. Thus, registrants should register a DNS host object (e.g.,
ns.foo.com A 1.2.3.4) and save it in the TLD zone file as
a glue record. The record is included in referral responses to
assist with domain resolution.

To improve DNS transparency, ICANN provides public ac-
cess to all delegation records, including NS and glue records
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Figure 1: The domain lifecycle stages with corresponding EPP statuses and registry operations. “Vulnerable Objects” reflect
potentially vulnerable stages identified in our analysis.

in TLD zone files, via the Centralized Zone Data Service
(CZDS) [7], which is essential for domain management. Ad-
ditionally, some registries outsource their backend operations
to large registry operators. For instance, Identity Digital’s reg-
istry backend manages 447 new gTLDs, including .group
and .live [26]. Thus, analyzing the public TLD zone files
provides valuable insights into registry management practices.

2.2 EPP Operations and Domain Status Codes

Domain registries and registrars standardize domain registra-
tion and configuration processes according to the Extensible
Provisioning Protocol (EPP) [27–29]. The protocol defines
two primary types of resource objects: domain objects, which
contain information about registered domain names, and host
objects, which provide details about nameservers and dele-
gation information. It ensures the secure isolation of domain
name operations by allowing modifications to resource ob-
jects with proper authorization.

Registries operate all resource objects through EPP inter-
faces and standard EPP commands. Each registry customizes
EPP interfaces for managing object repositories, enabling ac-
credited registrars to create, update, and delete domain or del-
egation hosts. For example, when a registrant registers a DNS
host object, the registrar first issues an EPP <host check>
command to verify its eligibility for creation. If confirmed, an
EPP <host create> command completes the registration.
The DNS host object can then be modified or removed through
EPP <host update> or <host delete> commands, respec-
tively. However, varying EPP interface implementations re-
quire registrars to integrate multiple interfaces to manage
resource objects across platforms.

EPP status codes, or domain name statuses, reflect the cur-
rent phase in a domain’s lifecycle. These codes show whether
a domain is registered, revoked, or securely locked against
unauthorized transfers, updates, or deletions. Status code tran-
sitions mirror changes in the domain lifecycle, with each
stage potentially linked to specific codes. Additionally, cer-

tain status codes facilitate transitions through the domain
lifecycle. For instance, the ok status signifies that a domain
is in the Registered stage, while pendingDelete indicates
the Redemption Period. However, codes like serverHold,
which may be triggered by issues such as reported abuse,
represent specific states rather than regular lifecycle stages.

2.3 EPP Operation Risks and Related Work
Improper EPP operations by registries or registrars can have
profound effects on the domain name space. An existing
work pointed out that the deployment of EPP servers could
inflict catastrophic consequences on a TLD [50]. Akiwate
et al. [16] brought to light a covert EPP operation that has
inadvertently introduced a substantial volume of manipula-
ble resource records within the domain name space. They
uncovered a scenario where certain registrars have engaged
in insecure renaming procedures on host objects to conform
with the EPP deletion conditions. As for managing host ob-
jects in TLD zones, researchers have identified a substantial
number of expired and exploitable glue records within the
TLD’s zone files [33, 48, 54].

3 Registry Operation Threats Across Domain
Lifecycle

3.1 Domain Lifecycle: A Registry Perspective
A domain name progresses through various lifecycle stages
formally defined by ICANN [10]. During these stages, reg-
istries manage domain and delegation host objects in TLD
zones and update corresponding EPP statuses [11]. Com-
mon registry operations across the lifecycle are discussed in
Appendix A. In this section, we delved into analyzing how
the lifecycle stages correlate with specific EPP statuses, and
broadly categorized the domain lifecycle into three phases:
creation, management, and deletion, as shown in Figure 1. We
detail these stages and their associated EPP statuses to pro-



vide a clear understanding of registry operations throughout
the domain lifecycle.
Domain creation. The creation of a domain name primarily
involves two stages of the domain lifecycle: Available and
Add Grace Period. It also encompasses three EPP statuses:
pendingCreate, serverHold, and addPeriod. A domain
name in the Available stage is not currently registered and
is open for registration. When a registrant registers a domain
name, foo.com, the registrar uses the EPP interfaces provided
by the .com registry to create a domain object. This registra-
tion initiates the Add Grace Period stage, a specific time-
frame (e.g., five days), during which registrants can cancel
their registration requests. In this period, the registry conducts
domain status and delegation checks. Concurrently, the neces-
sary delegation hosts can be created upon registrants’ settings.
After completing all checks, the domain objects and the host
objects are added to the TLD zone files.
Domain management. The domain management phase in-
volves only the Registered stage, associated with various
EPP operations. Routine operations involve statuses such as
inactivate and ok. Additionally, registrants can initiate ac-
tions such as “renew”, “transfer”, and “update”. These actions
trigger the registries to execute corresponding EPP operations
and modify the domains’ EPP statuses.

In this phase, a registrant can configure three types of do-
main delegation hosts: in-domain delegation, sibling-domain
delegation, and out-domain delegation [19]. The correspond-
ing host objects are stored as NS or glue records in the TLD
zone files. The EPP protocol requires that only pre-registered
delegation hosts can be configured as NS records and stored
in TLD zones. For instance, if the registrant of foo.com wants
to configure ns.foo.com as its nameserver, they must first
register a DNS host object (e.g., ns.foo.com A 1.2.3.4)
and save it as a glue record. However, this restriction does not
apply to out-domain delegation, as registries cannot verify the
status of DNS hosts managed by other registries.
Domain deletion. Domain deletion is a complex process that
involves multiple lifecycle stages and various EPP statuses.
Registries must verify domain deletion requests through sev-
eral stages, including the Auto-Renew Grace Period and
Redemption Period, to prevent the accidental deletion of
valid records. pendingDelete is the final status in the do-
main lifecycle; domains entering this stage are scheduled for
removal after five days. At the domain lifecycle’s end, reg-
istries must purge all associated resource objects, including
domain and host objects.

Additionally, not all EPP statuses are associated with
specific domain lifecycle stages or registrant actions. Reg-
istries can impose certain special EPP status codes at
any point during the domain lifecycle under specific con-
ditions. For instance, if a domain is involved in a legal
dispute or is found to be abused, the registry may apply
the serverDeleteProhibited or serverHold statuses, pro-
hibiting resources from being deleted from the zone files and

preventing relevant domain abuse.

3.2 Threat Analysis of Registry Operations

Registries face growing domain abuse threats while managing
lifecycles. To address these issues, ICANN mandates mea-
sures for registries, including establishing a timely system to
report and handle domain abuse [47]. However, the registries
handle lifecycle operations and abuse prevention internally,
leaving their security unanalyzed. In this study, we analyze
the opaque registry operations from an external perspective
using open datasets. Our analysis focuses on risks in three
specific scenarios due to external constraints.
Risks in domain creation. Domain object creation is the
starting point of a domain’s lifecycle. Some registries and
registrars implement pre-registration proactive measures (e.g.,
TrustName [22]) to defend against cybersquatting and domain
abuses. For example, they set homograph domain names to a
Reserved status and add them to zone files to guard against
domain abuses. Our analysis revealed that certain proactive
measures introduce additional creation for domain and host
objects, thereby introducing new attack surfaces.

Analysis idea. TLD zone files contain all domain objects
and DNS host objects (e.g., NS records) set by registries,
while WHOIS servers maintain registration data and domain
status. By combining these sources, we can track existing
resource objects, compare them with WHOIS records to infer
domain creation strategies (e.g., the creation of additional
domain objects), and uncover potential security risks.
Risks in domain management. The DNS hierarchical struc-
ture and domain delegation dependencies make domain man-
agement complicated. Prior research showed that poor domain
management can lead to problematic resource records, such
as dangling records [40, 52], orphan DNS records [33, 48],
stale glue records [54], and sacrificial NSes [16], which can
appear in TLD nameservers. These mismanagement issues
expose numerous domains to security risks. Despite this, a
consensus-driven solution remains elusive due to unclear root
causes, allowing these vulnerabilities to persist.

Analysis idea. Registries’ management of DNS resource
objects is reflected in daily updated TLD zone files, allowing
for longitudinal analysis of record updates and horizontal
comparison of practices across TLDs. By combining these
analyses with proactive testing, we can externally assess how
registries manage resource records and uncover the causes of
problematic management practices.
Risks in domain deletion. Each domain is unique within
the domain name space, registered for fixed periods (e.g.,
one or five years). Upon expiration, the registry deletes the
domain name, making it available for new registration. During
the deletion process, registries are required to remove all
associated records from TLD zone files. However, complex
delegation dependencies make this task challenging, leaving
residual records in the zone files.



Analysis idea. Zone files reflect the presence of domains
and delegation records, while domain registration information
(i.e., WHOIS) details domain statuses. The registry’s oper-
ations facilitate the interaction between these two datasets,
influencing each other. To this end, we can identify traces
of registry deletion operations by conducting a comparative
analysis of zone files and WHOIS data, exposing potential
security risks in the deletion process.

4 Dataset and Analysis Methodology

We combine static and dynamic analysis methods to investi-
gate the opaque operations of registries throughout the domain
lifecycle. These methods rely on publicly available data and
limited interactions with registrars via accessible interfaces
to examine registry activities. This section outlines the pub-
lic data and accessed interfaces and introduces our analysis
methods.

4.1 Dataset
TLD zone files. A TLD zone file contains all delegation
records, including NS and glue records, for SLDs within that
TLD zone. ICANN CZDS [7] provides public access to zone
files for generic Top-Level Domains (gTLDs) and updates
them daily. The presence of a domain name in the TLD zone
file indicates that recursive resolvers can obtain its resource
records (e.g., SOA, NS, and glue records) from the TLD’s
authoritative nameservers, signifying its existence within the
domain name space. We define this domain name status as do-
main existence status. In this research, we gather snapshots of
the zone files for 1,109 gTLDs on June 25, 2024, which con-
tain 219,468,943 domain names and 2,303,951 glue records.
WHOIS records. Domain registration details are recorded
in publicly accessible WHOIS databases, which remain vital
resources for DNS research [15, 54–56]. Though the Gen-
eral Data Protection Regulation (GDPR) requires WHOIS
providers to redact registrant contact information, registration
dates and other technical details (e.g., nameservers, registrar
names) remain publicly available in WHOIS records. In ad-
dition, despite ICANN’s plan to phase out WHOIS [44], reg-
istries and registrars continue to support it for compatibility.
Thus, we primarily relied on WHOIS to analyze domain reg-
istration information in this study. We considered a domain
registerable if its WHOIS status shows available, and we
referred to this as the domain’s static registration status.

However, collecting WHOIS for all domain names in our
zone files is a difficult task. Registrars and registries do
not allow users unlimited access to their WHOIS servers.
Meanwhile, querying WHOIS records directly from WHOIS
servers for all zone file domain names (~108) is time-
consuming due to providers’ rate limits (1k~5k daily queries).
To address this, we prioritized historical WHOIS datasets
and tried to supplement missing domains with active WHOIS
queries. The WHOIS datasets include:

• Historical WHOIS: We accessed a passive WHOIS dataset
collected by an industrial collaborating company. This
dataset contains 7.9 billion historical WHOIS records
(spanning January 2020 through July 2024) for 550 mil-
lion effective SLDs, covering 89% of our zone file do-
mains.

• Active WHOIS: We implemented a script using the
python-whois package to actively crawl WHOIS records
for the missing domains in the historical dataset. We exe-
cuted the probing script on the collaborating company’s
distributed measurement platform, covering over 300 van-
tage points globally.

To sum up, the historical and active datasets cover 95.61%
of the zone file domain names, providing a comprehensive ba-
sis for domain registration analysis. Due to ethical concerns,
these WHOIS datasets are provided for research only, and all
data analyses are conducted in a controlled environment au-
thorized by the collaborator. The ethical consideration section
provides more details.
Registrar registration interfaces. During the domain name
registration process, registrars should verify the availability of
the domain name using the EPP <domain check> operation
in real-time. Upon receiving this request, registries evaluate
whether the domain name is within its lifecycle and relay the
status back to the registrar. This status decides if the registrant
can proceed with registration. Thus, we define this promptly
obtained domain status as dynamic registration status.

We collected the dynamic statuses of test domains using
the interfaces provided by three registrars: DNSPod, Alibaba
Cloud, and Dynadot. We opted not to use the APIs of well-
known registrars like GoDaddy and Namecheap because they
incorporate additional internal verification logic beyond sim-
ply verifying the domain registration status with the registry,
which could skew our collection of the dynamic statuses.

4.2 Analysis Methodology
Our longitudinal analysis performs “static and dynamic res-
olution” of zone files and WHOIS data to identify potential
issues. To illustrate our analysis, we use a mock zone file and
WHOIS records (Table 1) to demonstrate how public data
helps identify abnormal domain statuses.
Static analysis. First, we compare domain existence status
in TLD zone files with static registration status in WHOIS
records to identify vulnerable EPP operations during domain
creation and deletion stages. For example, bar.com in Table 1
has NS records in the zone file, signifying its existence in the
domain name space. However, its WHOIS information is
currently unavailable, and historical WHOIS indicates that
it expired on March 8, 2023. Thus, we infer that its static
registration status is unregistered.

Second, we track the differences between the NS records
in zone files and those in WHOIS to determine abnormal



Table 1: Mock zone file and WHOIS records.

Domain Name Zone file WHOIS1 Registration Status Domain Status
NS Expiry Date Static Dynamic

foo.com ns.foo.com ns.foo.com 2025-04-08 registered registered normal domain
exa.com ns.foo.com

ns.exa.com 2025-04-08 registered registered resurrected relic domain
exa.com ns.exa.com
bar.com ns.bar.com / 2 2023-03-083 unregistered unregistered untapped relic domain
测试.top

(xn–0zwm56d.top)
ns.bar.com ns.bar.com 2025-04-08 registered registered normal domain

測試.top
(xn–g6w251d.top)

ns.bar.com / 2 / 3 unregistered registered twin domain

1: We primarily focus on the NS records and the registry expiry date in WHOIS.
2: We are unable to obtain the WHOIS for that domain name from the registry/registrar’s WHOIS servers.
3: We take the latest expiry date of the domain name in our historical WHOIS as the current expiry date. Therefore, although

the domain name bar.com currently cannot request WHOIS, in the historical WHOIS its last expiry date was Mar 8, 2023.
Moreover, “/” means that the domain name has never been registered before.

EPP operations in domain management. As shown in Table 1,
exa.com is configured with two NS records in the zone file,
yet only one appears in the WHOIS record. Typically, each do-
main name registration should prompt the registrar to update
the WHOIS database. Therefore, the presence of an additional
NS record in the zone file could indicate a discrepancy due to
flawed registry operations.
Dynamic analysis. Collecting dynamic registration sta-
tus of domain names from TLD zone files enables us to
identify irregular EPP operations. For example, 測試.top
(xn–g6w251d.top) has NS records in the zone file but lacks
accessible WHOIS records. However, the EPP <domain
check> result indicates that it is registered.

We simulate registrant operations to explore registries’
DNS host management models. Specifically, we purchase
test domains across TLDs and registrars and then register
different types of DNS host objects. We focus on two types of
DNS host objects: those set as NS domains by other domains
and those not associated with any domains. After registra-
tion, we check daily zone file updates to determine the TLDs’
management strategies for different types of host objects. For
example, with foo.com, we initially register two DNS host
objects: ns1.foo.com and ns2.foo.com. We then configure
only ns1.foo.com as the NS record. The next day, we check
the zone file to see if both the two NS domains are present in
the zone file. If ns2.foo.com also appears, it indicates that
the .com registry unconditionally includes DNS hosts in the
TLD nameservers even if they are not actively used.

5 Redundant Domain Creation

To begin with, we analyzed the pre-registration EPP opera-
tion performed by registries and registrars. During domain
creation, while these entities take steps to protect trademarks
and prevent domain abuse [22], some may create redundant

domain objects, introducing new opportunities for domain
abuse. In this section, we discuss the origin of this flaw and
outline the threat model, followed by the detection method
and an evaluation of the threat’s real-world impact.

5.1 IDN Variants and Twin Domain Names
IDN variants. Redundant domain objects are often created
when registering Internationalized Domain Names (IDNs)
for certain regional languages. These IDNs may have lin-
guistically equivalent character variants from different scripts,
common in many language systems, such as simplified and
traditional Chinese, Japanese Kana and Kanji. For example, a
traditional Chinese IDN,測試.top (xn–g6w251d.top), has a
simplified Chinese equivalent,测试.top (xn–0zwm56d.top).
In the DNS community, IDNs with such equivalent character
variants in labels are called IDN variants. They are inter-
changeable, sharing typographic, orthographic, and semantic
similarities, and represent the same brand [31].

To support a multilingual Internet, ICANN and some reg-
istries have officially published policies for the registration
and protection of IDN variants, including maintaining owner-
ship and nameserver settings for the IDN variants of registered
IDNs [12,38]. Most gTLD and ccTLD registries also maintain
IDN Tables that list the equivalent character variant ranges to
standardize the IDN registration [5, 13, 14].
Twin domain names. Our analysis uncovered that domain
registries auto-create one or more IDN variants for trademark
protection and abuse prevention during IDN creation, which
we refer to as twin domain names1. As shown in Figure 2,
when a user aims to register测试.top, the registry of .top
will automatically and simultaneously create its IDN variant,
測試.top. This practice has been widely adopted by many
registries to reduce the potential confusion in domain creation.

1While there may be more than two equivalent IDN variants, we collec-
tively refer to them as twin domains for simplicity.
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steps 2a and 2b involve multiple interactions, so their order is
not strictly fixed. The figure provides a simplified illustration.

Twin domain names v.s. Homograph domain names. Prior
work proposed IDN homograph attacks, where attackers reg-
ister visually similar domains to spoof users [30,39,49]. How-
ever, twin domains differ from homograph domains in two
key aspects. First, twin domains are IDN variants representing
the same entity or brand, whereas homograph domains are
visually similar but differ in semantics, orthographics, and
ownership. Second, twin domains are created by domain reg-
istries, while homograph domains are registered by attackers.

5.2 Threat Model
Attack surface. We uncovered EPP implementation flaws
that pose domain abuse risks when registries create IDN
domain objects. As shown in Figure 2, when a victim reg-
istrant attempts to buy an IDN (PrimaryDomain), the reg-
istry simultaneously auto-creates domain objects for its IDN
variants (TwinDomains) per IDN Tables and sets identical
NS domains (e.g., ns.provider.top) without notifying the vic-
tim registrant. Namely, the registrant-configured PrimaryDo-
main and registry-configured TwinDomains are delegated to
the same SLD nameservers, which are typically managed
by the DNS services of registrars (e.g., Godaddy) or third-
party hosting providers (e.g., Cloudflare). However, the SLD
nameservers only provide authorized DNS records for the
PrimaryDomain after domain registration. Hence, if a client
queries TwinDomains, the SLD nameservers will answer with
REFUSED or NXDOMAIN.

In this scenario, we consider that the TwinDomains could
be vulnerable if their SLD nameservers belong to public host-
ing providers (e.g., CDNs, DNS hosting, web hosting), which
provide no authorized DNS records for the TwinDomains.
Previous work has identified that dozens of public hosting
providers (e.g., Amazon Route 53, GoDaddy DNS, Alibaba
Cloud DNS) perform weak domain validation during cus-
tomer domain deployment or reuse a small nameserver pool
to allocate NS domains for customers [18, 23, 32, 52, 56].
These providers allow customers to deploy any domain names
without authority. In this circumstance, attackers can create
accounts from such a provider, apply the same nameservers
(e.g., ns.provider.top) as the victim registrants, and deploy
TwinDomains on the platform (Step ➊ in Figure 2). They

then configure malicious DNS records via the nameservers to
hijack the TwinDomains (Step ➋). Note that public DNS host-
ing services, used by 89% of the top 100K websites [34, 43],
allow customers to unauthorized claim any domains, even if
the domains do not belong to them [18, 51, 56]. This makes
leveraging hosting services with flawed domain deployment
processes to hijack TwinDomains a practical attack vector.
Twin domain takeover threat model. Assume the NSes (e.g.,
ns.provider.top) of TwinDomains and PrimaryDomain belong
to a provider with weak domain ownership validation during
domain deployment processes. Attackers can be any mali-
cious customers of the provider. Their ability only includes:
1) registering multiple free accounts from the provider; 2)
repeatedly applying for new NS domains to match TwinDo-
mains’ current NSes, and 3) claiming the ownership of arbi-
trary domain names without authority and configuring DNS
records for them. With these abilities, they can set malicious
records for TwinDomains via the interfaces or console web-
pages provided by the provider. Their attack goal is leveraging
the hosting provider to covertly hijack registrant-unknown
TwinDomains and abuse them for illegal activities.
Attack steps. To start a twin domain takeover attack, an at-
tacker must: 1) identify a TwinDomain whose NSes belong to
a hosting provider that does not perform domain ownership
verification; 2) check TwinDomain’s DNS resolution status
(e.g., NXDOMAIN, REFUSED) to ensure the provider’s NSes are
not configured with authorized DNS records for the TwinDo-
main; 3) apply the same NSes using the attacker accounts
and deploy TwinDomain on the platform; 4) configure mali-
cious DNS records (e.g., A records) to the zone files of the
NSes, redirecting TwinDomain to an attacker-controlled IP
(e.g., a.t.t.k). After these steps, all client’s DNS queries for the
TwinDomain will be recursively led to the attacker’s IP. In this
case, the attacker can abuse the TwinDomain for malicious
purposes.
Threat implications. Twin domains are created by registries
and registrars, with nameservers configured by these enti-
ties. While the twin domains are resolvable through TLD
nameservers, the registrants (theoretical owners of the twin
domains) are unaware of their existence. Thus, attackers can
exploit TLD zone files to identify such twin domains, and
abuse them following the aforementioned attack steps for ille-
gal activities, such as distributing malware and establishing
malicious websites, as illustrated in Appendix B. Moreover,
since the twin domains in the same equivalent group are in-
terchangeable, threats persist regardless of which domain is
registered first (i.e., becomes the PrimaryDomain).

5.3 Identifying Twin Domain Names

During domain registration, registries create domain objects
and set NS domains as per the EPP standard [28]. Since
twin domains are created and configured simultaneously by
registries, they share identical creation dates with domain
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Figure 3: Workflow of identifying vulnerable twin domains.

objects and parallel NS domains in host objects. Based on
this, we design a workflow to identify twin domains and detect
vulnerable ones, as shown in Figure 3.
Grouping IDN variants in TLD zone files. We be-
gin by extracting all IDNs from TLD zone files and
identifying linguistic-equivalent IDN variant groups using
language-conversion libraries, such as zhconv (v1.0.3) and
greek-language-tools (v1.0). For example, IDNs with
equivalent traditional and simplified Chinese characters are
grouped together. The IDN variant groups containing more
than one IDN are selected for further analysis.
Identifying twin domain names from IDN variants. We
assume that twin domain names configured by registries share
identical creation settings (e.g., creation dates and registrar
organizations) in WHOIS and identical NS settings in TLD
zones. To this end, we examine the registration information
of IDN variant groups using the WHOIS dataset and the
TLD zone file dataset described in Section 4.1. For each IDN
variant group, we compare the CreationDate, NameServer,
Registrar, and WhoisServer fields of the WHOIS records,
as well as the IDNs’ NS records in the zone files. To account
for slight variations in the exact creation time at daily granu-
larity, we extract only the date parts from the CreationDate.
False positives may occur in this procedure if two users regis-
ter equivalent domains on the same day, but this is rare without
registries’ IDN variant policies and minimally impacts our
results. Additionally, we will further confirm the vulnerable
domains through subsequent procedures.
Detecting vulnerable twin domain names. Our threat model
assumes that registries create twin domains and assign NS
domains (i.e., SLD nameservers), allowing their NS records to
be resolved via TLD nameservers or extracted from TLD zone
files. Meanwhile, registrants are unaware of the twin domains’
creation and do not configure any resource records, so the
SLD nameservers will not provide authoritative resolution
responses. This results in inconsistencies between the DNS
responses from the parent zone (TLD nameservers) and the
child zone (SLD nameservers), leaving the twin domains
vulnerable to takeover threats.

Specifically, when a client queries the NS records for a twin
domain, the TLD nameservers can successfully answer the
registry-maintained zone data, while the SLD nameservers
return REFUSED, NXDOMAIN, or other response codes (rcodes)
because they do not maintain any authorized DNS records for
the twin domain. Thus, the detection method involves com-
paring the DNS resolution responses between the TLD and
SLD nameservers within the twin domain groups. Possible

threat scenarios can be categorized by different rcodes:

• S1: SLD nameservers respond with REFUSED (rcode=5).
Some hosting providers (e.g., Alibaba Cloud DNS) refuse
to answer any queries for domain names that are not de-
ployed on their platform. In this scenario, an attacker can
take over the twin domains by deploying them on the vul-
nerable hosting providers and applying the same NS do-
mains as Section 5.2 introduced.

• S2: SLD nameservers respond with NXDOMAIN (rcode=3).
Some DNS providers respond that the queried twin do-
mains do not exist in the zone. In this case, the attacker can
also launch domain takeover attacks, as in scenario S1.

• S3: SLD nameservers respond with NOERROR (rcode=0).
If the providers successfully answer the queries for twin
domains but provide different answers from the primary
domain, further investigation for HTTP response contents
(e.g., HTML documents) of the twin domains is required
to assess potential domain abuse.

5.4 Evaluating Twin Domain Threats
Identified twin domains and confirmed vulnerable ones.
From the zone files, we extracted 1,290,170 punycode IDNs
(starting with the “xn--” prefix), which contain 462,057 IDNs
with domain variants. After mapping linguistic-equivalent
script forms, we identified 46,135 potential IDN variant
groups, encompassing 92,348 IDNs. Additionally, we gath-
ered 8,887 more domain candidates from the domains project
on GitHub [20], resulting in 4,387 groups. Altogether, we col-
lected 467,251 IDNs with character variants, forming 48,871
groups and covering 97,542 IDNs. Most (99.7%) of these
groups contain only two IDNs, while the rest have up to five
IDN members. Further, we discovered 8,866 IDN groups with
synchronized registration information, making them potential
targets for twin domain takeover attacks.

Finally, we confirmed vulnerable domains by querying NS
records from both TLD and SLD nameservers. Among the
97,542 IDNs in twin domain groups, we identified 70,242
(72.01%) exhibited domain resolution inconsistencies and
6,017 (6.17%) vulnerable twin domains, revealing all of the
three scenarios (S1-S3):
• For S1, we uncovered 3,582 vulnerable twin domains that

have been delegated to hosting providers exploitable for
domain takeover threats. The providers include Alibaba,
Baidu, Bizcn, and Bigwww.

• For S2, we discovered 1,186 vulnerable twin domains with
NS domains configured to DNSPod, a prominent DNS
service by Tencent Cloud.

• For S3, we identified 28,311 twin domains with resolu-
tion inconsistencies, including 3,441 IDNs across differ-
ent script variants. Further, we examined the HTTP re-
sponses of these twin domains and found that 1,249 of



them were fraudulent. Specifically, we confirmed that they
were abused and had deployed sophisticated cloaking tech-
nologies [53], including delayed display and access restric-
tions (e.g., upon multiple visits to a domain, it redirects to
Google). Appendix B presents the cases of twin domains
identified as being abused.

Exploration of twin domain creation policies across reg-
istries. Table 2 presents the identified twin domains across
different TLDs, spanning the top 8 registries, with ZDNS,
VeriSign, and CNNIC accounting for over 95% of the total.
We inspected the domain creation phase by registering test
IDNs, analyzing collected TLD zone data, and confirming
twin domains of their registered IDNs. Eventually, we uncov-
ered different practices in handling IDN variants employed
by domain registries.

Our analysis showed that twin domain group sizes vary
with character types due to differing numbers of equivalent
characters, even within the same registry and policy. For ex-
ample, a CJK character U+3447 has 4 variants, while U+4E7E
has 8 [5]. Despite this variation, we found that registries of
Chinese IDNs create a higher number of variants, likely due
to their official policies aimed at protecting brand and trade-
mark rights for both simplified and traditional Chinese equiv-
alents [9]. Among them, the .cn TLD has published an IDN
table for Chinese IDNs and included variants in the zone [37].

In addition, our experiment results indicate that CNNIC
groups all twin domains into a single WHOIS record and
employs parallel NSes for the variants. However, despite the
NS configuration from the parent zone, the SLD nameservers
might return REFUSED or NXDOMAIN if the twin domains do
not initialize hosting services on the DNS platform as sce-
nario S1 and S2 in Section 5.3. In this situation, attackers
could abuse the twin domains without paying fees by allo-
cating shared SLD nameservers from the hosting platforms.
Similarly, TWNIC and Telnames automatically register up to
two additional Chinese IDN variants.

Most registries do not bundle or block IDN variants for
other languages or scripts, with the exceptions being the .cat
TLD, which bundles Catalan IDNs with their ASCII equiv-
alents, and the .gr TLD, which bundles punctuated and un-
punctuated forms of Greek IDNs. Though these registries
claim to register IDN variants, we did not identify relevant
cases from our data.

5.5 Discussion

Limitation. The analysis method only allows for the analysis
of cases where both user-registered domains and twin domains
are present in the TLD zone files. We cannot assess scenarios
where the user-registered domain has expired but the twin
domain remains. While this limits our understanding of the
twin domain takeover threat, the dataset still highlights the
issue effectively.

Table 2: Top 20 TLDs registering twin domain names.

TLD Registry Twin Group Percent Twin Domain

top ZDNS 17,615 36.0% 35,256
商城 ZDNS 14,444 29.6% 28,888
我爱你 ZDNS 3,427 7.0% 6,859

wang ZDNS 3,053 6.2% 6,107
com VeriSign 2,433 5.0% 4,624
网店 ZDNS 1,879 3.8% 3,758

biz GoDaddy 1,217 2.5% 2,434
集团 ZDNS 1,179 2.4% 2,358

tel Telnames 600 1.2% 1,200
中國 CNNIC 508 1.0% 1,030
中国 CNNIC 506 1.0% 1,061
公司 CNNIC 404 0.8% 813
商标 ZDNS 304 0.6% 608

net VeriSign 232 0.5% 422
网络 CNNIC 128 0.3% 258
台湾 TWNIC 119 0.2% 226
台灣 TWNIC 107 0.2% 227
世界 Tele-info 107 0.2% 214

cn CNNIC 87 0.2% 174
香港 HKIRC 79 0.2% 159

Root cause and mitigation strategies. Twin domain takeover
threats arise when registries create twin domain objects for
brand protection during IDN registration and assign the same
nameservers as the primary IDN without informing regis-
trants. However, these nameservers may not be fully con-
trolled by registrants. If they are managed by public providers
and shared across customers, attackers can apply the same
nameservers to manipulate the registrant-unknown twin do-
mains. To prevent potential domain abuse, we suggest reg-
istries notifying registrants when creating twin domains, and
configuring them to registry-controlled nameservers or not as-
signing nameservers as default. Some registries, like CNNIC,
have confirmed this approach.

6 Siloed DNS Host Management

Existing research shows that TLD zone files contain invalid
glue records [15, 54] and highlights the need for host man-
agement guidelines. However, the cause of host mismanage-
ment remains unclear, with registry managers often unsure
which host objects cause issues. This leads to ad-hoc object
removals, sometimes mistakenly deleting active glue records,
which can compromise domain resolution integrity.

In our analysis, we identified the causes of invalid glue
records during the domain management phase. We revealed
the improper EPP operations, specifically that some registries
indiscriminately add all DNS host objects to zone files, con-
tributing to their proliferation. In this section, we examine
registries’ DNS host management modes, identify flawed prac-
tices, and clarify the threat model and its impact.
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Figure 4: Two different DNS host management modes.

6.1 DNS Host Management Mode
Exploration of host object management modes. We lever-
aged the dynamic analysis method in Section 4.2 to investigate
DNS host management practices across registries. Specifi-
cally, we selected the top 10 TLDs by domain registration
volume, including .com, .net, and .org, covering over 90%
of registered domains for testing. We also selected four lead-
ing registrars—GoDaddy, Namecheap, Alibaba Cloud, and
Tencent Cloud—that support DNS host configuration, each
registering over a million domain names. Then, we registered
20 domain names from each registrar under different TLDs
and conducted DNS host configuration tests. After check-
ing the NS updates in zone files, we performed host deletion
tests to assess EPP compliance, which prohibits deleting DNS
hosts if they are relied upon by any domain objects.
Identified host management modes. Our experiments found
that some registries indiscriminately add all user-registered
DNS hosts to zone files, thereby creating invalid glue records
within zone files. In a typical scenario, when a user submits
a DNS host (e.g., glue record) registration request, the regis-
trar initiates an EPP <host check> command to verify the
registration eligibility, such as checking user permissions and
existing registrations. Upon a positive response, the registrar
proceeds with an EPP <host create> operation to register
the DNS host. In this situation, we identified two approaches
used by domain registries to manage DNS host objects, as
illustrated in Figure 4:

Mode 1: The registry accepts the queries, creates the DNS
host object, and unconditionally adds it to the TLD zone file
without checking for in-domain delegation. We refer to these
as M1 glue records and prove that adversaries can exploit
them to hijack or block access toward benign domain names.

Mode 2: After accepting the queries, the registry saves the
DNS host to a separately maintained database containing all
submitted host objects. It only adds the host object to the zone
file when it is used in an in-domain delegation, avoiding direct
and unconditional object inscription.

6.2 Threat Model
DNS host management threats. By checking host manage-
ment practice, we observed that Mode 1 is adopted in major
TLDs like .com, .org, and .net, and uncovered that this host

management mode is the primary cause of stale glue records.
In this mode, registries indiscriminately add all DNS host
objects to TLD zone files, regardless of whether they are in
use, neglecting their intended role in domain delegation. As a
result, if registrants forget to remove outdated DNS host ob-
jects after changing their NS configurations, stale glue records
accumulate in the TLD’s zone files.

The abuse of stale glue records is a pervasive problem,
as noted in previous studies [15, 54]. In this threat scenario,
attackers can be any malicious actors who can access public
TLD zone files [7] to identify stale glue records that are re-
lied on by victim domains. The attackers aim to exploit the
stale glue records to take over or block access to benign do-
main names. They can target legitimate users by injecting the
stale glue records into specific DNS resolvers, which requires
public DNS resolvers to cache and utilize stale glue records2.

Assuming that the DNS resolvers rely solely on the author-
itative nameserver specified in the stale glue record, even
if they have stopped responding. In this case, the attack-
ers can exploit these stale glue records to carry out denial-
of-service (DoS) attacks on the target domains or answer
with fake resource records by obtaining the NS IP addresses.
Mainstream resolver implementations (e.g., BIND9 and Pow-
erDNS) have been demonstrated to meet the aforementioned
requirements [54].
Attack steps. Attackers exploit stale glue records from Mode
1 operations through the following steps: 1) Identify ex-
ploitable DNS host objects through public TLD zone files. 2)
Inject them into the target DNS resolver. 3) Acquire the IP
addresses of the stale glue records by continuously allocating
and releasing IPs via cloud service providers. 4) If successful,
deploy rogue authoritative nameservers to serve fake resource
records. Otherwise, exploit the resolver’s trust in stale glue
records to force domain resolution failures.
Threat implications. The impact of Mode 1 is twofold. First,
registries are required to maintain a large number of stale glue
records, which cannot be easily cleaned up due to their depen-
dence on numerous domains. Second, these stale records di-
rectly affect user access to active domain names. When legiti-
mate users visit a domain that relies on stale glue records, they
could receive fake resource records from attacker-controlled
authoritative nameservers. These records may redirect them to
malicious websites, such as phishing sites or malware distribu-
tion platforms. They may also experience service disruptions
when accessing the domain. The impact of the DoS attack
depends on the stale glue record’s cache duration, which typ-
ically lasts up to one hour per attempt. Furthermore, since
attackers simply reactivate dormant stale glue records in the
domain resolution chain, the attack is highly covert.

2To cache a record in a resolver, the attackers should configure specific
resource records for a domain they control and initiate queries to the target
resolver [54]. Appendix C presents a sample of the attacker’s resource record
configuration.
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Figure 5: Statistics of glue records.

6.3 Evaluating Impact of Vulnerable Practice

Identifying glue records. We used the zone file dataset to
assess Mode 1’s impact on managing TLD resource records.
Specifically, we extracted the complete set of glue records
from the zone files. Then, we conducted a refined sifting
process to discover the glue records that lack in-domain dele-
gation. Moreover, we replicated the methodology from [54]
to identify exploitable stale glue records.
Identified exploitable glue records caused by Mode 1 op-
eration. Figure 5 illustrates the statistics of glue records. We
extracted 2,303,951 glue records from the zone files of 1,109
TLDs. Of these, 532,363 (23.11%) were identified as aban-
doned (i.e., not associated with any domain names), while
1,771,588 are active glue records (i.e., having delegation re-
lationships). Among the active glue records, we found that
963,182 (54.37%) lacked in-domain delegation. Of these,
430,820 exhibited sibling-domain or out-domain delegation.
Additionally, we identified 184,308 exploitable stale glue
records serving 6,068,353 domain names. Of these, 80,251
(43.54%) lacked in-domain delegation, affecting 1,600,253
(26.37%) domain names. Table 3 shows the identified glue
record statistics for the top 10 TLDs using Mode 1. The .com
zone file contains 356,762 M1 glue records, with 47,593 ex-
ploitable for attackers. Common TLDs such as .org, .info,
and .net also have a significant number of M1 glue records.

6.4 Discussion

Comparison with relevant work. Zhang et al. [54] high-
lighted the threats posed by stale glue records and assessed
their real-world impact on registries and DNS providers, urg-
ing registries to remove stale records. However, it remains
unclear why these stale glue records persist in the zone files
maintained by registries for such extended periods. To address
this gap and fundamentally prevent the creation of new stale
glue records, our work examines DNS host object manage-
ment policies employed by TLD registries from the perspec-
tive of EPP protocol implementation. We identify improper
host object management as a key factor contributing to the
persistence of stale glue records. Our work is not intended to
directly clean up existing stale glue records. We aim to help
registries understand existing shortcomings and guide them
in correcting vulnerable practices to avoid introducing new
stale glue records.
Root cause and mitigation strategies. Managing DNS host

Table 3: Top 10 TLDs using Mode 1 for host management.

TLD # Glue record1 # Exploitable2 Percentage

.com 356,762 47,593 13.34%
.org 287,758 18,926 6.58%

.info 96,668 4,157 4.31%
.wtf 83,479 19 0.02%
.net 47,262 3,707 7.84%
.top 13,581 1,645 12.11%
.live 8,525 384 4.50%
.pro 7,838 324 4.13%
.life 5,231 915 17.49%

.digital 3,533 86 2.43%
1: Glue records lacking in-domain delegation.
2: Exploitable stale glue records.

objects in Mode 1 does not maintain additional databases,
which only requires a simple implementation without com-
plex checking. Thus, this practice is common among tradi-
tional gTLDs like .com and .org. While not violating RFC
specifications, it presents challenges for managing TLD au-
thoritative servers. To mitigate these risks, we propose the
following recommendations: First, registries using Mode 1
should transition to Mode 2 to prevent the accumulation of
stale glue records. Second, for existing stale glue records,
registries should enhance their current invalid resource record
cleanup mechanisms. For example, they could monitor the
status of delegation records to promptly identify stale glue
records. Additionally, since stale glue records are still be-
ing used by other domains, they cannot be deleted outright.
Instead, they should be frozen for a certain period before
deletion to ensure that legitimate domains are not affected.
Third, registrants should monitor the status of their authorita-
tive nameservers and promptly clean up invalid glue records.
And they should also actively implement domain security
mechanisms, such as DNSSEC. Finally, registries, registrars,
and registrants could establish efficient feedback mechanisms
to address potentially flawed resource records in a timely
manner. For instance, registries can provide feedback to reg-
istrants regarding configuration issues with their authoritative
name servers through registrars.

7 Vulnerable Domain Deletion

Our analysis of domain deletion operations revealed vulnera-
bilities in EPP implementations that can falsely terminate a
domain’s lifecycle. As a result, even expired or unregistered
domain names remain vulnerable to exploitation. Combining
zone files and WHOIS datasets, this section further analyzes
the issue and highlights its prevalence.

7.1 Relic Domain Names
Relic domains. According to the EPP specification, registries
should remove all associated records during the domain dele-
tion phase, including DNS host objects and WHOIS records.



Thus, the domain existence status (whether delegation records
exist in zone files), the static registration status (whether
WHOIS records are present), and the dynamic registration sta-
tus (obtained through the EPP <domain check> operation)
should be reset, allowing the domain to enter a new lifecycle.
However, we observed that registries’ fragile deletion imple-
mentation prevents the domain existence status from being
reset. Specifically, some domains’ static and dynamic regis-
tration statuses are reset, making them appear unregistered
from the view of registries and registrars. Yet, their delegation
records have not been deleted from the zone file. As a result,
the residual delegation records from the previous lifecycle
remain permanently in place, and we refer to such domains
as relic domain names.
Categories of relic domains. We categorized relic domains
into two types based on whether they have been re-registered:

Resurrected relic domains. These relic domains have been
re-registered by new registrants, entering a new domain life-
cycle. However, since the current registrar lacks manage-
ment rights over the residual delegation records, they can
add new records but cannot remove the old ones. As a re-
sult, the WHOIS data reflects the updated NS records, while
the zone file still retains outdated NS records, causing in-
consistencies between the two. As shown in Table 1 for
the domain exa.com, the zone file contains two distinct
NS records: ns.foo.com and ns.exa.com. However, the
WHOIS record only lists ns.exa.com. This discrepancy
suggests that exa.com is a resurrected relic domain, with
ns.foo.com being a leftover delegation record from the pre-
vious lifecycle.

Untapped relic domains. These relic domains have not
been re-registered, meaning they lack new WHOIS records.
For example, as shown in Table 1, bar.com has a delegation
record, ns.bar.com, in the zone file but no current WHOIS
record. The historical WHOIS data indicates it expired on
March 8, 2023.

7.2 Threat Model

Relic domain threats. We uncovered that relic domains could
also pose domain abuse risks. In this threat model, attackers at-
tempt to acquire some relic domains at no cost and abuse them
to conceal malicious activities. To exploit these relic domains,
attackers need 1) access to publicly available TLD zone files
and domain registration data, and 2) the ability to apply the
same nameservers for relic domains with public DNS hosting
providers, similar to the twin domain takeover model (in Sec-
tion 5.2). The attackers could exploit the residual delegation
records of the relic domains to take over these seemingly un-
registered domains and manipulate their resource records to
carry out malicious activities.
Attack steps. Attackers first analyze TLD zone files and do-
main registration data to identify relic domains with residual
NS records. They then filter for those with NS records point-
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Figure 6: Workflow of identifying relic domains.

ing to vulnerable hosting providers with domain validation
flaws. Finally, they deploy the relic domain on the hosting
providers and take control of them, by allocating the same NS
domains, enabling unauthorized use and abuse.
Threat implications. This threat poses a significant disrup-
tion to the DNS ecosystem. On the one hand, it disrupts the
traditional domain registration process, allowing attackers to
control unregistered domains for illicit activities freely. This
not only reduces the revenue of registries but also bypasses
the abuse monitoring typically enforced by registries and
registrars for newly registered domains. On the other hand,
attackers’ control over relic domains is nearly permanent be-
fore our work is disclosed. This is reflected in two aspects:
1) relic domains cannot be identified by the regular invalid
record cleanup policies of registries, allowing them to persist
indefinitely within the domain name space; 2) the lack of
registration attributes further impedes analysis by security
researchers. Moreover, the residual delegation records will
not be removed, even if the domains are re-registered. In this
scenario, current domain registrants are unaware of the ex-
istence of relic domains, and if attackers continue to hijack
them for illicit activities, it will harm their reputation.

7.3 Identifying Relic Domains

As defined in Section 7.1, the key characteristic of relic do-
mains is the NS inconsistency between zone files and WHOIS
records. Resurrected relic domains have different NS records
in the zone files and WHOIS, while untapped relic domains
have NS records in the zone files but lack accessible and up-to-
date WHOIS data. Thus, an intuitive approach to identifying
relic domains is to extract all domain names from the zone
files, collect and compare their NS records in WHOIS, and
check if they are available for registration.

However, implementing it is challenging. First, although
we have collected a large-scale WHOIS dataset, it does not
contain all updates made by registrants. Second, domain dele-
gation records may change during the collection process, lead-
ing to false positives when directly comparing zone files and
WHOIS records. To address these challenges, we designed an
identification approach leveraging the inherent characteristics
of the two types of relic domains, as shown in Figure 6.
Identifying resurrected relic domains. Directly compar-
ing the NS records of all domains in the zone files and



WHOIS is costly and ineffective in accurately identifying
resurrected relic domains. Instead, we examine response dif-
ferences across various NS domains to identify potential res-
urrected relic domains. Resurrected relic domains, which have
both NS records from previous lifecycles and newly added
ones, will exhibit different responses because the residual
nameservers have stopped service for them.

Specifically, we first extract domain names that rely on mul-
tiple NS service providers from TLD zone files. Using meth-
ods from previous work [56], we identify service providers
based on their NS domains’ SLDs. For instance, domain-
control.com and cloudflare.com correspond to GoDaddy and
Cloudflare, respectively. While a single NS service provider
may offer multiple distinct NS SLDs, this only broadens the
potential set of resurrected relic domains without affecting
the results. In addition, we group the NS SLDs together that
contain domain labels for service providers with distinct iden-
tifiers (e.g., Amazon Route 53). Then, we select one NS from
each group for relevant relic domain names to construct <do-
main, ns> pairs. Afterward, we query the domain name to
the NS in each pair. If we receive different responses for a
domain name across various nameservers, we consider it a
potential resurrected relic domain.

To account for load balancing, some domain names may
have different resource records across nameservers. These
domains are also flagged as potential resurrected relic do-
mains, but will be filtered out in the next step. Subsequently,
we extract the WHOIS records for the potential resurrected
relic domains from our WHOIS dataset to check the NS dif-
ferences, i.e., some NS records in zone files are absent in
WHOIS. Finally, we employ the static analysis method de-
scribed in Section 4.2 to confirm the resurrected relic domains.
Note that we manually verify each resurrected relic domain
to exclude false positives.

Identifying untapped relic domains. We utilize the static
analysis method introduced in Section 4.2 to identify poten-
tial untapped relic domains, and then confirm the domain’s
dynamic registration status using dynamic analysis meth-
ods to recognize untapped relic domains. Specifically, we
first extract domain names from the WHOIS dataset with an
unregistered static registration status, indicating that the
domains have expired. Using a zone file snapshot, we then ver-
ify their domain existence status, i.e., whether they are present
in the zone file. For domain names with an unregistered
static registration status but a valid domain existence status,
we further collect their dynamic registration status. This is
done through a registrar we collaborate with, as we are not
registrars and cannot directly perform EPP operations with
the registry. Finally, if a domain’s dynamic registration status
is unregistered, we label it as an untapped relic domain.

7.4 Evaluating Impact of Relic Domains

Resurrected relic domains. We identified 19 resurrected
relic domains involving 13 TLDs, which include one gTLD
(.biz) and 12 new gTLDs (e.g., .top, .zone, and .wiki).
Table 4 lists the statistical information of the new gTLDs
affected by relic domains and their registry backends. Our
new gTLD registry backend data is derived from a public
project, nTLDStats [26]. It provides domain name data cov-
ering 1,114 new gTLDs, including statistical information on
registrars, registries, and registry backends. The 12 affected
new gTLDs rely on four registry backends: Identity Digi-
tal, GoDaddy, Nominet, and ZDNS. Collectively, these four
registry backends support 756 new gTLDs.
Untapped relic domains. We discovered 3,425 untapped
relic domain names involving 11 new gTLDs, including .top,
.app, and .cymru. These new gTLDs are deployed across
five registry backends, including GoDaddy, Nominet, Google,
ZDNS, and Beijing Tele-info Network Technology, as shown
in Table 4. Moreover, we found that new gTLDs supported
by the ZDNS registry backend dominate the discovered un-
tapped relic domains, accounting for 98.5% of the total. There-
fore, we engaged in discussions with ZDNS regarding the
specifics of the issue. Eventually, we confirmed that the prob-
lem stemmed from an abnormal EPP status within the domain
name lifecycle. ZDNS has implemented mitigation strategies
and fixed the affected domains and new gTLDs. The detailed
discussion is outlined in Section 7.5.

Additionally, we inspected the NS records of these relic
domains, primarily associated with registrars and hosting
providers, and confirmed they are vulnerable to exploitation.
Specifically, attackers could hijack these domains through
unauthorized claims from DNS hosting service providers [18].
Using the method outlined in [56], attackers could also take
over relic domains delegated to the registrar’s nameservers.

7.5 Discussion

Root causes. Relic domains have had a widespread impact
within the domain name space. However, it is difficult to as-
certain their root cause based solely on registration data and
zone files. Therefore, we collaborated with ZDNS, the registry
backend with the highest number of relic domains, to conduct
an in-depth analysis of the causes of relic domains. Through
case studies combined with source code review, we deter-
mined the cause of relic domains generated by ZDNS. During
the final stage of the domain name lifecycle, PendingDelete,
the abnormal superposition of EPP status codes disrupted the
normal processing logic, resulting in the domain name object
not being removed from the domain name space after the
termination of the domain name lifecycle. As introduced in
Section 3.1, at the end of the domain name lifecycle, the reg-
istry must clear all related domain resource objects, including
registration data, DNS host objects, domain name objects, etc.



Table 4: Affected new gTLDs and registry backends of the relic domain.

Regstry1 #TLD2 Resurrected relic domain Untapped relic domain

TLD #Domain TLD #Domain

Identity Digital [3] 447 zone 1 - -
GoDaddy [24] 216 courses, design, party, club, wiki, rugby 8 vip 1
Nominet [45] 73 cymru, bot, wales 3 cymru 4

Google [25] 46 - - app, page, dev,みんな 47
ZDNS [8] 20 top, ren 5 top, wang, ren,我爱你 3,374

Beijing Tele-info [6] 10 - - 信息 1

Total 812 - 17 - 3,425
1: The relationship between new gTLDs and their registry backends is derived from the project nTLDStats [26].
2: The number of new gTLDs supported by the registry backend.

However, when a domain is in the PendingDelete status and
simultaneously in the serverHold status, the overlap of these
two statuses causes the domain lifecycle processing logic to
fail. As a result, the registry backend only clears the domain
registration data and DNS host object data.
Mitigation strategies. To mitigate the threat, we propose
the following mitigation measures for registries: 1) Timely
repair of defects. After the discussion, ZDNS and Nomulus
quickly fixed their defects and addressed the existing relic
domains. 2) Targeted detection and assessment. Registries
can implement domain lifecycle health detection methods
as we introduced in Section 7.3 by combining data from
authoritative servers with domain registration data provided
by registrars to timely identify potential defects. We are also
collaborating with registries to plan the launch of domain
lifecycle anomaly assessment methods.

8 Disclosure and Limitations

Disclosure. We responsibly disclosed the identified issues
to the relevant registries and their backend service providers.
For the twin domains, we have reported to the registries (such
as CNNIC, ZDNS, Nomulus, etc.) and discussed mitigation
strategies with them. We also communicated directly with
Verisign, reporting the issues with twin domains and host ob-
ject management practices. Finally, we engaged in detailed
discussions with ZDNS and Nomulus regarding relic domains,
assisted in implementing fixes, and ensured the issues were
promptly resolved. We plan to contact more registries and
affected registry backends through the ICANN DNS commu-
nity for better mitigation.
Limitations. Despite using multiple data sources to ensure
comprehensiveness, our study still has some limitations:

First, we have not analyzed domain names under country-
code top-level domains (ccTLDs) due to the difficulty of
obtaining data, despite their potential for using a broader char-
acter set. We mainly focus on new gTLDs and the most promi-
nent open-source tb0hdan/domains dataset on GitHub. We
believe this dataset can provide practical insights into the
issue. In the future, we will strive to extend our analysis to

include ccTLDs.

Second, we have only analyzed the DNS host object op-
erations of mainstream registries and registrars from a data
perspective without a comprehensive analysis of their com-
plete operational processes. In the next step, we will utilize
systematic methods like fuzz testing to evaluate and analyze
the registry backends.

Third, the domain name space currently contains over 200
million domains, and we cannot accurately analyze the sta-
tus of each domain. However, our analysis provides a lower
bound of the threat impact, which is sufficient to underscore
the seriousness of the issues. Moreover, after our disclosure
to ZDNS, they identified and remediated a large number of
relic domains internally, demonstrating that our research con-
tributes to enhancing the security of the DNS ecosystem.

9 Conclusion

In this work, we have conducted an in-depth exploration of
domain registry operation practices from the perspective of
public data, covering 7.9 billion historical WHOIS records
and zone files of 1,109 TLDs. Our systematic analysis un-
covers three novel deficiencies—twin domain creation, siloed
domain delegation, and relic domain deletion—which intro-
duce security risks across the domain lifecycle. We have
confirmed that adversaries are misusing the protective mea-
sures of registries to propagate fraudulent websites using twin
domains. Furthermore, we discovered that registries’ siloed
DNS host operation practices have led to a multitude of stale
glue records, providing adversaries with a rich array of attack
vectors. Moreover, we disclosed a flawed registry operation in
the domain deletion process that can prevent domain names
from being removed from the domain name space, affecting
50% of TLDs, including .app, .dev, and .top, and leading
registry backends, like Identity Digital and GoDaddy. Our
work has demonstrated that operation deficiencies in registries
are prevalent and urgently require the community’s attention.
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First, the TLD zone files and registrar interfaces we used are
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API descriptions. Second, we leveraged the historical WHOIS
data maintained by our collaborating security company, which
cannot be released. However, regular users can still collect
the current registration data of domain names through pub-
lic WHOIS interfaces [2] or use other commercial WHOIS
datasets. We will open-source our WHOIS collection script 3.
Third, we cannot directly provide a complete list of affected
domain name entities due to the standard requirements for vul-
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A Common Domain Registry Operations and
Domain Lifecycle

ICANN defines various stages of a domain’s lifecycle [10],
each associated with specific EPP status codes. Figure 7
demonstrates the lifecycle stages and common EPP status tran-
sitions triggered by registry operations, according to ICANN’s
documentations [10, 11]. During the domain creation period,
a registry conducts checks on registrant information and do-
main status before creating the domain object and adding
its delegation records to the TLD zone file, as shown in Fig-
ure 12. This process transitions the domain’s lifecycle from
Available to Registered. During the domain management
period, the registry is responsible for monitoring domain and
delegation statuses and updating TLD zone files based on
registrar commands or automated programs. It manages the
addition and update of NS records for domains under its juris-
diction. During the domain deletion period, the registry must
verify domain dependencies (e.g., whether other domains rely
on it) and statuses (e.g., whether the domain is taken down or
prohibited from deletion), then securely remove all associated
domain objects and delegation records from the TLD zone.

LC: Available
EPP: N/A

LC: Add Grace Period
EPP: serverTransferProhibited EPP: serverTransferProhibited EPP: ok
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Figure 7: Registry operations and EPP status transitions across
the domain lifecycle. Operations like create, delete, and
renew are carried out by registries, triggered either by regis-
trars or automated programs. The figure illustrates only the
common standard lifecycle stages.

B Case Study of Abused Domain Names

Example 1: xn- -4gq220j14gckc.top (一谕终见.top) and xn-
-4gqz56iuyholb.top (一諭終見.top). Through WHOIS, we
determined that the domain name xn- -4gq220j14gckc.top
was registered by the registrant on Alibaba Cloud in 2023.
However, we could not find registration information for the
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Figure 8: Webpage of xn- -4gq220j14gckc.top.

Figure 9: Webpage 1 of xn- -4gqz56iuyholb.top.

Figure 10: Webpage 2 of xn- -4gqz56iuyholb.top.

domain name xn- -4gqz56iuyholb.top, yet it has a dele-
gation record in the zone file, hence, we consider it a twin
domain. Figure 8 displays the webpage of the domain name
xn- -4gq220j14gckc.top, which is a gaming page. How-
ever, the webpage of the domain xn- -4gqz56iuyholb.top
is completely different and contains evident fraudulent infor-
mation. Figure 9 shows the page as it appeared during our
first visit, cluttered with numerous data and embedded links
to other underground websites. Figure 10, on the other hand,
displays the page after a month, which has been replaced with
a lottery scam page.
Example 2: xn- -8mrwhx77h.top (原 神 号.top) and
xn- -8mr619fm3i.top (原神號.top). The domain name
xn- -8mrwhx77h.top is a website for sharing Genshin
Impact accounts, as shown in Figure 11. Genshin Im-
pact is a globally popular open-world ARPG (Action
Role-Playing Game) [41]. However, the domain name
xn- -8mr619fm3i.top appears to be unregistered and points

Figure 11: Webpage of xn- -8mrwhx77h.top.

to the same lottery scam page as Figure 10.

C An Example of Injecting Glue Records to
DNS Resolver

To inject stale glue records into the target resolver, the at-
tacker first registered the domain name attacker.com and
then configured its NS records to correspond to the stale glue
records (i.e., ns1.example.com), as shown in Figure 12. The
attacker then initiates a resolution request for attacker.com
to the target resolver. When the target resolver sends a query
to the authoritative server of .com, the authoritative server
includes the stale glue records in the referral response. Ulti-
mately, the target resolver caches and utilizes the stale glue
records.

; ; .com zone file

attacker.com     NS  ns1.example.com

; stale glue record

ns1.example.com  A 172.192.1.1

Figure 12: An example of resource record configuration to
exploit stale glue records.
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