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Abstract
SMS fraud has surged in recent years. Detection techniques
have improved along with the fraud, necessitating harder-to-
detect fraud techniques. We study one of these where scam-
mers send an SMS to the victim addressing mum or dad,
pretend to be their child, and ask for financial help. Unlike pre-
vious SMS phishing techniques, successful scammers interact
with victims, rather than sending only one message which
contains a URL. This recent impersonation technique has
proven to be more effective worldwide and has been coined
the ‘hi mum and dad’ scam. In this paper, we collaborate with
a UK-based mobile network operator to access the initial ‘hi
mum and dad’ scam messages and related user spam reports.
We then interact with suspicious scammers pretending to be
potential victims. We collect 582 unique mule accounts from
711 scammer interactions where scammers ask us to pay more
than £577k over three months. We find that scammers deceive
their victims mainly by using kindness and distraction princi-
ples followed by the time principle. The paper presents how
they abuse the services provided by mobile network opera-
tors and financial institutions to conduct this scam. We then
provide suggestions to mitigate this cybercriminal operation.

1 Introduction

SMS-based phishing, also known as smishing, is a social engi-
neering attack where the victims are deceived into providing
sensitive information (e.g., login credentials, bank account
details) over SMS or other online messaging platforms such
as WhatsApp or Telegram. This is most commonly done by
pretending to be someone else and inducing the user to click
on a phishing URL. Some researchers also consider smishing
to be SMS with email-ids or phone numbers requesting to
send email or call back [54, 55, 85]. Industry reports show
smishing has increased 270% globally from the second half
of 2020 to the first half of 2021 [75] and is 15 times higher in
the UK than in the US [99].

We study a subtype of smishing where fraudsters repeat-
edly interact with victims. Here, the attackers pretend to be

a child in distress and address the victims as mum or dad
and ask them for financial help [6]. The novelty of this im-
personation scam stands on the scammer providing a new
phone number in the body of the initial scam message for the
victim to interact with them over text. Industry reports that
conversational threats became the highest category of mobile
abuse by volume in 2022 and continue in the first quarter of
2023 [51]. In the first half of 2022, Action Fraud, the cyber-
crime reporting center in the UK, received more than 1,200
reports on scams where scammers deceive victims by posing
as their loved ones, which amassed to £1.5m. Furthermore,
in 2022, UK Finance reported that victims of impersonation
scams lost £67.8 million [37]. As per a survey conducted by
the Global Anti-Scam Alliance in 2023, cybercriminals stole
£7.5 billion as one in ten people in the UK fell victim to these
scams [2].

In 2021, the ‘hi mum and dad’ SMS scam was first reported
in English-speaking countries like the UK [21] followed by
Australia (Fig. 1) and has spread to Germany, Spain, Italy, and
the USA, targeting victims globally. Despite the widespread
occurrence and severity of this scam, there is a significant
absence of systematic studies that examine its anatomy, in-
cluding: (1) mapping out the actors involved, (2) learning its
life cycle, and (3) dissecting its infrastructure.

Figure 1: Original ‘hi mum and dad’ SMS scam messages.

With the ever-increasing need for mobile phones and the
proliferation of spam, mobile network operators increasingly
work on filters to detect and stop spam messages while pro-
viding services for users to report spam. In the UK, mobile
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network operators run a reporting service, 7726 (‘SPAM’ on
a mobile keypad), where users can forward a suspected spam
message. In response, Apple and Google rolled out a one-
click reporting button which allows users to report potential
scam messages directly to their mobile network operator.

Research Gap. In this paper, we collaborate with a major UK-
based mobile network operator. We acquire a corpus of initial
‘hi mum and dad’ SMS scam messages, identified by our col-
laborator’s filters and users. However, these interactive scams
unfold through multiple messages, often hand curated after
the initial stage around replies that victims send. Therefore,
analyzing only this early data would provide a partial glance
of the end-to-end scam operation and limit our understanding
of the lure principles used to deceive the victims. This would
hinder the effective deployment of mitigating actions.

Contribution. To address this limitation, we tackle the crucial
challenge of reconstructing all stages involved. We implement
a proactive approach by actively engaging with scammers
posing as potential victims. This methodology integrates ac-
tive measurements (e.g., HLR lookups) that allow us to gain
deeper insights into the later stages of the scam life cycle
beyond what is captured by the passive data collection. By
wielding filtered data/user reports to jumpstart our interac-
tions, we aim to present a more holistic understanding of
the SMS scams prevalent in the UK, shedding light on their
multifaceted nature and potential countermeasures.

Using our collected data, we set out to answer the following
research questions:

RQ1 Do scammers target victims based on their gender?

RQ2 How do scammers lure victims into replying to them?

RQ3 How do scammers choose the mobile network operators,
and how long do they use these mobile numbers?

RQ4 How do scammers avoid getting flagged by financial
institutions?

RQ5 How can we identify connections between different
scammers?

This paper provides the following contributions:

• We are the first to study SMS interactive scams, focusing
on ‘hi mum and dad’ scams. Our work interacts with
the scammers to investigate this ecosystem in-depth and
estimate that UK-based victims lose at least £2.3 million
per year (£577k was requested over 13 weeks).

• We provide a rigorous analytical methodology in §3.3
that can be applied to study similar scams.

• We uncover the infrastructure criminals abuse to run
this campaign. We present insights into key components
like specific operators and banks and the fraud operation
more broadly.

2 ‘Hi Mum and Dad’: Anatomy of the Scam

SMS phishing (smishing) texts typically impersonate a ser-
vice or brand and trick recipients into clicking a URL that
steals their sensitive information. Smishing has recently
gained significant attention [47, 49, 95] due to the surge
of attacks leading to significant financial and personal data
losses [30, 38, 46].

We focus on ‘hi mum and dad’ SMS scams, which operates
differently than a traditional smishing scam. In this section,
we provide a detailed description of the terminology used and
how scammers operate this relatively unknown type of scam.
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Figure 2: Operational steps of a ‘hi mum and dad’ SMS scam.

Overview. In a ‘hi mum and dad’ scam, fraudsters attempt to
send SMS messages to parents pretending to be their children
and offering a narrative that explains why they are addressing
them from a different phone number. Fig. 2 offers an overview
of how this scam works. We see various roles and stakeholders
involved in every step of the operation. We next describe
in detail how an operation works, which we divide into the
following phases.

Preparation Phase. In this phase, the attacker plans the scam.
Two possible points of failure could leak the user’s mobile
numbers to the scammers — mobile network operators that
store their subscribers’ details to provide telecommunication
facilities 1⃝, and the online websites where users register
their mobile numbers to access the services 2⃝. Scammers
receive the users’ mobile numbers through datasets leaked
from data breaches 3⃝ 4⃝.1 Scammers also recruit money
mules via online job advertisements (cf. §5.1) to receive funds
from the victims 5⃝. Money mules are individuals or entities
deceived into accepting stolen money and forwarding it to
scammers [31, 57].

Initiation Phase. Once the scammer receives the target mo-
bile numbers, they initiate the scam using devices like a SIM
box/bank to send multiple initial scam messages to several vic-
tims simultaneously 6⃝2. A SIM box/bank is a VoIP gateway

1Our interaction pretending to be a reporter with one of the scammers
confirms this.

2LinkedIn post by DCPCU picturing the confiscated equipment.

https://www.linkedin.com/posts/dcpcu_police-operations-investigations-activity-7088103726455877632-8hQV


device that allows the usage of multiple SIM cards belong-
ing to different mobile network operators simultaneously. We
refer to these mobile numbers as the originating sender ID
mobile number.

Execution Phase. Once the initial scam message is received,
some users are deceived into replying to the text message and
initiate the conversation to the mobile number sent in the text
message 7⃝. We call this number the scammer mobile number
as the scammer uses it to communicate with the victims and is
often different from the originating sender ID mobile number.
Many initial scam messages ask users to reply on online
messaging platforms such as WhatsApp or Telegram instead
of SMS. When the scammer initiates contact, they pose as the
victim’s child and provide a reason for using a different phone
number. The scammer then lures the victim into transferring
a particular amount of money to pay an urgent bill as they
cannot use their mobile banking app due to the change in the
mobile number. For this, the scammer provides the victim
with a mule account 8⃝. Mule accounts are bank accounts
owned by individuals or entities who allow them to be used
for financial transactions as a part of a scam.

Transaction Phase. Once the victim is persuaded, they trans-
fer the requested amount to the provided mule account(s) 9⃝.
Here, scammers operate differently: some request a single
amount, while others request more than one amount into mul-
tiple mule accounts, providing a reason to pay separate bills.
As we do not transfer any money to the scammers, we do not
know if they return to the victims to ask for more money.

Payouts. As mentioned, scammers use money mules. They
rely on them to hide their bank accounts. To evade detection,
the money in a mule account might hop to multiple accounts
before reaching the scammer 10⃝. The transfers to the attacker
are untraceable and irreversible as they often include interna-
tional wire transfers [39]. Scammers attempt to evade detec-
tion by the banks by using money laundering techniques like
buying gold with cash [92].

3 Methodology

This section explains how we receive the initial ‘hi mum and
dad’ SMS scam message from our partner, a major mobile
network operator. We outline our approach to engaging scam-
mers while posing as victims and describe how we enrich the
data to measure the infrastructure used by scammers and the
methods we use to study the impact of this scam.

3.1 Data Collection
Mobile network operators in the United Kingdom use filtering
techniques to detect and identify spam messages. They also
run a user spam reporting service, where users can report
suspicious texts either by forwarding the spam text or through
the one-click reporting system enabled by Apple and Google

in their messaging platforms. We collaborated with a UK-
based mobile network operator who provided the daily feed
of the initial ‘hi mum and dad’ SMS scam messages between
June 20 and September 15, 2023.3 An example of an initial
‘hi mum and dad’ scam message is:

Hi mum, I broke my phone this morning I’m having
a nightmare. <phone number> is my new number
can you give me a text when you see this x.

We refer to the messages received from the mobile network
operator as the initial scam message. In addition to the text
messages, the mobile network operator provided us with the
number of times they detected the specific message. From
August 18 onwards, the mobile network operator also added
the originating sender ID mobile number from which the
initial scam message originated, where available.

3.1.1 Scammer Interactions

Victims receive initial messages which request for them to
contact a mobile number provided within the text message,
which we refer to as the scammer mobile number. We create
three profiles: mum from one profile, dad from the second,
and the third does not mention mum or dad. Each profile has
ten virtual mobile numbers and we use these to contact the
scammers.

To initiate a conversation, we send one SMS from every
profile to all active scammer’s mobile numbers that appear
in our daily data feed.4 This helps to find out if they would
reply only to a message from a mum or dad or alternatively
would assume themselves and address us as mum or dad. We
use the home location register to check whether a number is
active, as we will explain in §3.2. Fig. 3 shows the modified
life cycle of a ‘hi mum and dad’ SMS scam where we act as
the victim and interact with the scammers.
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Figure 3: Modified life cycle of a ‘hi mum and dad’ SMS
scam.

Note that the originating sender ID mobile number could
be spoofed [96]. Spoofing is a technique that allows a user to

3We did not receive a feed on July 16, 21, 22, and September 8.
4We do not interact with scammers over the weekend.



replace the actual mobile number from which they call/send
a message with the mobile number they want the receiver
to see. This technique helps them hide their mobile number
to evade detection from the mobile network operators and
extend their mobile numbers’ lifetime to continue abusing
it. Therefore, we do not send messages to the originating
sender ID mobile numbers but rather to the phone number
provided by the scammer in the body of the text message. This
is what scammers expect from the victims and, by doing so,
we increase our chances of establishing a dialog with them.

Scammers tend to work in groups [82], and there is a high
possibility that the same scammers operate multiple mobile
numbers used in the same scam. To receive a better response
rate and avoid detection, we change the format of our initial
message. As the first scammer message targets potential vic-
tims in the UK, we use common British names like David
and Hannah to address the scammers and make them believe
that a victim has fallen into the trap. We modify our initial
message as per the context of the scammer’s initial message,
such as:

How did it break Hannah? Are you taking it to get
repaired? Mummy x.

Once the scammer responds to our message, we continue
the conversation with them. This also indicates that scammers
do not verify the mobile number they interact with as they
never send us the initial message (cf. §4.2). Here, we notice
how scammers develop a narrative to request a transfer of a
particular sum of money to a bank account. For example,

I have a little problem, I have 2 bills that I need to
pay as soon as possible but I can’t pay them myself
because I can’t get into my banking app.

I have the banking app on my old phone and this
number that i have now is not registered with my
bank. It takes about 2 days to get registered due to
security rules.

We log these conversations, the details of the payment
methods provided by the scammers, and the amount of money
requested for both further analysis and responsible disclosure
(to the respective banks). We do not transfer any money. In-
stead, we convince the scammers that the transfer is not going
through and collect multiple mule accounts5 from them to
identify networks of scammers cooperating.

We collaborate with an international threat intelligence
company that replicates our scammer interaction approach
using 100 different accounts on the scammers’ preferred on-
line messaging platform. The company sends initial messages
to the scammer’s mobile numbers identified from their ini-
tial data source and they pretend to be victims. In turn, they
collect and provide the mule account details, the scammers’

5Only the banks investigate and provide confirmation of a mule account.

mobile numbers that provide the mules, and the amounts they
request. Due to business confidentiality reasons, we do not
have access to their initial source of ‘hi mum and dad’ SMS
scam messages, including the originating sender ID mobile
numbers and their conversations with the scammers. Their
data collection is from July 18 – September 8, 2023.

Additionally, we have one conversation with a scammer
where we pretend to be a reporter. We do not formally recruit
them or conduct an interview. They mention scammers’ poten-
tial source of target mobile numbers (§2) and the difficulties
receiving bigger value transactions (cf. §4.4).

3.2 Data Enrichment
The ‘hi mum and dad’ SMS scam depends heavily on mo-
bile numbers – scammers need them to send the initial scam
message and then additional mobile numbers to continue the
conversation with the victim once they lure a victim into reply-
ing. We use the Home Location Register (HLR) lookup [59]
to investigate these mobile numbers. HLR lookup provides
detailed information about a mobile number’s current sta-
tus (live/inactive/dead) and its original and current mobile
network operator.

We perform a daily HLR lookup on all scammer mobile
numbers (July 11 - September 15, 2023) extracted from the
initial ‘hi mum and dad’ scam message to check the mobile’s
live status6 before initiating the conversation. We also perform
a daily HLR lookup on the originating sender ID mobile
numbers (August 21 -September 15, 2023) and the scammer
mobile numbers provided by the threat intelligence company
(August 2 - September 15, 2023). We use the service provided
by https://hlrlookup.com to perform these lookups. Due
to technical issues, this service did not run for six days in
July and two days in August. We use these results to calculate
every mobile number’s lifetime and find the various mobile
network operators scammers abuse.

We further check for an individual or entity as a recipient’s
name in the account details scammers provide. If it is an
entity, we query against the UK Companies House register to
validate whether it is registered as a ‘limited company’ in the
UK [44]. Lastly, we informally discuss the suspicious mule
accounts with two UK financial institutions. Again, we do
not formally recruit participants or conduct interviews. This
provides us with feedback mentioned in §5.1, helping us to
suggest potential educational mitigations in §5.2.

3.3 Analysis Methods
We analyze conversations, financial transactions, and network
data to answer our research questions (§1). We also perform
survival and attribution analysis. Fig. 4 shows the data we
require (top) to perform each step of the analysis (bottom).
Next, we detail the methods that underpin our approach.

6https://www.hlrlookup.com/knowledge/full-api-result

https://hlrlookup.com
https://www.hlrlookup.com/knowledge/full-api-result
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Figure 4: Analysis methods towards understanding ‘hi mum
and dad’ SMS scams.

Conversation Analysis. We conduct an n-gram word the-
matic analysis using unigrams and bigrams on the 3,402 initial
‘hi mum and dad’ SMS scam messages and the 231 conver-
sation responses from the scammers between June 20 and
September 15, 2023. Since we do not have access to the full
conversation data from the threat intelligence company, we
do not include their data here. Our conversation analysis thus
only uses our collected SMS message data.

We perform a thematic analysis over two different sets: 1)
the initial messages we collect from the mobile network oper-
ator we partner with and 2) the conversations we elicit from
our responses. For the former, unigram analysis helps identify
the various reasons and lure principles scammers use in the
initial scam messages. For the latter, both a unigram and a
bigram analysis offer insights into the three stages of scam-
mer responses. We also reconstruct the entire conversation
(initial message and the subsequent responses) and study the
target of the attack using a custom-named entity identification
tailored to the ‘hi mum and dad’ scam. This shows which
parent attackers target for replies based on gender. We use
time series to study responses and identify scammers’ work
patterns, including when they are most active.

Mobile Network Attribution. We use HLR lookup queries
to identify and characterize the mobile network operators
scammers abuse. For identification, we selectively query an
online HLR register that reveals the original mobile network
operator of a phone number. For characterization, we classify
the mobile network operators into three main categories —
Physical operators provide physical SIM cards, MVNO or
mobile virtual network operators provide SIM cards but run
on another mobile network operator ’s services, and Virtual
mobile network operators provide virtual numbers instead of
physical SIM cards.

We perform HLR lookup queries on 1,184 scammers mo-
bile numbers and 685 originating sender ID mobile numbers
from July 11 to September 15, 2023, to identify the various
mobile network operators they abuse to run the scam.

Survival Analysis. To understand the performance of this
scam, we study the lifetime of the mobile numbers abused by

scammers. We calculate the number of days mobile numbers
were active for 1,590 unique mobile numbers (scammers’
and originating sender ID mobile numbers)7 judging by the
availability status we retrieve daily from the HLR lookups we
performed between July 11 and September 15, 2023.

As of the last day of our data collection, we see 271 active
mobile numbers. We conduct survival analysis, which helps
reveal patterns of how long mobile numbers have been active.
In particular, this technique considers intermittently unavail-
able data points to be “right-censored”; we only monitor these
mobile numbers until September 15, 2023, and censor those
still active on that date. We use a Kaplan-Meier estimator [50]
to estimate the survival function S(t) from the lifetime we
observe in the data. Intuitively, this measure illustrates the
fraction of mobile numbers that become inactive after a given
date. We then use the probability of a mobile number abused
by a scammer being active after x days to estimate the surviv-
ability of these numbers.

Financial Analysis. We investigate the financial transactions
scammers request victims to (1) identify the categories of
financial institutions mule accounts belong to in the UK,
(2) study the range of amounts requested over the two mes-
saging platforms, and (3) show how scammers avoid getting
flagged by the banks. As mules play a significant role in this
scam, the information we extract in this step is crucial to
understanding how money flows from victims to scammers.

First, we extract bank account details from the conversa-
tions. When a user opens a bank account in the UK, the bank
assigns a combination of identifiers: an account number and
a sort code. The first two digits of the sort code identify the
bank and the last four digits refer to the specific branch of
the bank where the user opened the account. In the UK, in-
dividuals can send money online to another individual or
organization’s bank account using their sort code and account
number through the Bacs [70] or the Faster Payment Sys-
tem [71]. In thirteen weeks, we collected 582 unique mule
accounts from scammers over SMS and an online platform.
We classify the mule accounts collected into five broad cat-
egories per the handbook of the UK regulator, the Financial
Conduct Authority (FCA) [13].

Second, we calculate the minimum, maximum, mean, and
median values of all transaction requests from scammers over
the two messaging platforms. As the requested amounts range
between £100 and £6,000, we group the transaction requests
into chunks of £500 which allows us to visualize and better
analyze the data. The requests’ visualization per category of
the financial institution also helps reveal how scammers avoid
getting flagged by the banks.

Finally, we geographically locate the banks of the accounts
using iban.com’s API and the London Borough of Cam-
den council’s website [29]. These two services maintain a
database that maps all banks to their sort codes. We lever-

7This includes numbers provided by the threat intelligence company.

iban.com


age these to obtain the accounts’ associated bank and the
branch name. We then manually search for the location of the
branches through the bank’s branch finder website and use
postcodes.io’s API to get their coordinates.

Network Analysis. Different scammers’ mobile numbers
provide us with duplicate mule accounts, and some provide
multiple ones. To identify the possible scammer communi-
ties, we follow the methodology to group mobile numbers by
Christin et al. [23]. We define an undirected graph G = (V,E).
We create a vertex v ∈V for each mule account and scammer
mobile number that provides a mule account. Then, we con-
nect each vertex of the mule account with the vertex of the
scammer mobile number that provided the respective mule
accounts with an edge e ∈ E. We remove the ‘singletons,’ i.e.,
connected subgraphs containing at most two nodes. These sin-
gletons represent one mule account and one scammer mobile
number that we cannot connect to any other scammer mobile
number. To this end, we plot a graph with 334 mule accounts
provided by 136 scammer mobile numbers.

3.4 Ethical Considerations

There are some ethical concerns related to this work. Obtain-
ing informed consent for scammer interaction research is not
possible. Instead, we can view this work through the light of
the beneficence principle and make a risk-benefit assessment.
We note that the use of deception in cybercrime research is
discussed in the Menlo report [33], which considers the use
of deception for research purposes. Following the Belmont
report [52], we determine that the risks to any stakeholder are
negligible and have broader societal benefits. As a societal
benefit, interacting with scammers helps waste their time and
resources [86]. Additionally, our research provides an under-
standing of the ecosystem that will allow the stakeholders to
tackle this cybercrime.

We perform data protection impact assessments to mini-
mize risks. The mobile network operator ensures that the data
feed contains no personally identifiable information and au-
thorizes us to contact the suspected scammers. We manually
exclude false positives. Our collaborator provides the virtual
mobile numbers used to interact with scammers and cannot be
associated with any individual or organization. We quarantine
the numbers for at least six months after the research. We only
send three text messages to every identified scammer number
from different mobile numbers pretending to be mum, dad,
or none to answer one of the identified research questions.
We do not impersonate anyone while pretending to be vic-
tims. The research is overseen by UK government agencies
such as the UK Home Office and the National Crime Agency.
We communicated our insights to the DCPCU of the City of
London Police. The department’s research ethics committee
evaluated our assessment, which provided an exemption for
this study given the mitigations and principles followed.

4 Measurement and Analysis

In this section, we provide a detailed analysis of the ‘hi mum
and dad’ SMS scam to answer RQ1-5 (see §1). We present
novel insights into how scammers abuse mobile network op-
erators and financial institutions to conduct such campaigns.

4.1 Initial Scam Messages
The first step in the ‘hi mum and dad’ SMS scam is an initial
message broadcast over SMS. We refer the reader to §2 for an
overview of how scammers get access to victims’ phone num-
bers. We received 3,402 initial ‘hi mum and dad’ SMS scam
messages from our collaborative UK-based mobile network
operator between June 20, 2023, and September 15, 2023.

We see that 83.7% (2,850 out of 3,402) original messages
received from the mobile network operator reports asked
the victims to contact the scammer on an online messaging
platform. Scammers prefer their victims to initiate conversa-
tions on online instant messaging platforms. It is common
for threat actors to use instant messaging platforms, as seen
in other types of scams such as romance scams [87, 100],
cryptocurrency-related scams [41], and selling illegal drugs
online [60]. This aids them in hiding their traffic and geo-
graphical locations from the mobile network operators and
allows them to send and receive messages from anywhere in
the world without additional costs.

Addressed to Initial messages
Mum 2,465
Dad 921
Mum and Dad (both) 16

Table 1: Distribution of initial SMS scam messages addressed
to mum and dad (n = 3,402); scammers target mum over dad.

Targets. Table 1 shows the distribution of the token ‘mum’
and ‘dad’ in the initial message. We see that 72.5% of the
initial scam messages are addressed to ‘mum’ whereas only
27.1% are addressed to ‘dad.’ It could mean that the scammers
think females are more susceptible to these scams.

Lure principles. Next, we examine how scammers lure vic-
tims into replying to their initial scam messages. We identify
the reasons scammers provide in Table 2 by analyzing the
tokens from the initial scam messages. The scammers provide
reasonable narratives describing how the mobile phone of the
person they are impersonating is damaged (61.5%) or lost
(6.4%). In 188 (5.5%) initial scam messages, scammers ask
the potential victims to delete the existing mobile number
of the person they are impersonating or mention that the old
number is not in use anymore; this leads the victim to not
to be able to recheck with the actual person. The remaining
721 (21.2%) messages either mention that it is the new num-

postcodes.io


Reasons provided by scammers Initial messages
Broke/damaged 1,228
Smash/shatter/crack/drop/crash 565
Lost/stolen 216
Down the toilet/loo/sink 214
Switched number 188
Upgraded to a new contract or device 112
Water damage 84
Changed SIM card 65
Car crash 9
No reason 721

Table 2: Distribution of reasons provided in the initial SMS
scam messages to lure victims (n = 3,402).

ber of the person they are impersonating or that they do not
have access to their phone without providing any reason. We
also uncover 29 messages which ask the victims to call, in-
dicating that some scammers are ready to communicate and
impersonate over a voice call8.

Principles Definitions
Kindness The scammer impersonates a family member

so the users will be willing to help.
Distraction The scammer provides various reasons to

distract the users.
Time The scammer puts time pressure on users

so they make a rushed decision.

Table 3: Definition of three scam lure types using Stajano
and Wilson’s typology [88].

Following Stajano and Wilson’s lure principles [88], we
find that all scammers use distraction and kindness principles
(Table 3). Table 1 shows that scammers always address their
mum or dad in the messages, explain why they are messaging
from a different mobile number, and ask for a financial favor.
The scammers take advantage of the potential victim, i.e.,
a parent who would ensure their child does not go through
stress and trouble with bill payments, especially when their
phone is not working, and fall prey to this scam. We also find
that 749 messages contain urgency cues with words such as
‘urgently,’ ‘quickly,’ ‘important,’ ‘now,’ ‘ASAP,’ and ‘soon,’
pointing to the time principle as one of the lure types being
used to rush the users into making an impulsive decision.

Takeaway. This subsection addresses RQ1 by highlighting
that scammers target female victims. We also find that scam-
mers use distraction, kindness, and time principles to lure
victims into replying to their messages, addressing RQ2.

8Voice scams impersonating family members, maybe by using AI, are on
the rise, as the FTC warns [76]. These scams often target the elderly who
might be prone to pretend to recognize the user to mask deficiencies [16].

4.2 Understanding Scammer Interactions
We build on the insights we obtained in the previous subsec-
tion to understand the lure mechanisms in further stages of the
scam. We send out new initial messages daily after receiving
our new feed for a total of 859 unique numbers reached out
to as well as continuing old conversations.

Platforms Profiles Mobiles Scammers Responses Response
used contacted received rate

SMS
Mum 10 881 116 13.17%
Dad 10 514 63 12.26%
No label 10 419 52 12.41%

Online Messaging - 100 2,313 167 7.22%

Table 4: Number of unique scammers (n = 859, m = 2313)
contacted per profile and the initial responses received (n =
231, m = 167) over SMS and online messaging platforms; the
response rate is similar in all three cases over SMS and better
compared to the online messaging platform (p > 0.05 using
proportion test).

First, after observing that scammers tend to target mums
in their initial scam message attempts, we want to confirm
whether they continue to prioritize messages when receiving
a follow-up from a victim based on the type of victim. To
this end, we send one message from three different profiles
(mum/dad/no label). Table 4 shows that the response rate
of the scammers is almost the same for mum, dad, and an
unspecified label. We also see that attackers use the content
of our reply to follow up on their scam, suggesting that their
initial message was sent to multiple recipients and they lack
context when they receive the first response from a victim.
Where we explicitly mention mum or dad, the scammers will
use this in their subsequent messages to target the response.
In the absence of context, scammers will provide a neutral
response while trying to progress the scam to the next stage.

Since the scammers did not send us the original scam mes-
sage, receiving a response confirms that they do not verify they
are interacting with a phone number that has been previously
targeted. This is intuitive given the existing dependencies
in the commoditization of cybercrime [93], whereby initial
messages may be sent by a different actor altogether (e.g.,
spammer) hired in an underground forum. Our work is the
first to study this scam, so we do not have a baseline. How-
ever, we consider the initial response rate reasonable because
we interact promptly with scammers despite their frequently
changing mobile numbers to avoid being shut down by law en-
forcement and communicating with multiple potential victims
at any given time.

Next, we thematically analyze the scammers’ responses
to understand how they lure the victims. Fig. 5 presents the
top fifteen popular unigrams scammers use in their first three
responses. We refer the reader to the heatmap for an analysis
of the bigrams. We next analyze the different themes we
observe in the three subsequent stages of a conversation.

https://github.com/sharad1126/Hi-Mum-and-Dad-Scams/blob/main/mum_dad_scam_infra.png?raw=true
https://github.com/sharad1126/Hi-Mum-and-Dad-Scams/blob/main/bigram_heatmap.pdf
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Figure 5: Fifteen most popular Unigrams from the first three
scammers’ responses (n = 26); the words ‘mum,’ ‘dad,’ ‘one,’
and ‘yes’ are excluded.

First Response. In this, scammers convince the victim that
they ‘broke’ their ‘phone’ and show emotions like being an
‘idiot’ or ‘stressed’ attempting to act distressed or frustrated
to gain sympathy, mapping to the distraction and kindness
lure principles. They ask the potential victim to ‘save’ their
‘new number’ so the victim cannot crosscheck with the person
being impersonated and mention that they are reaching out
from a ‘new’ or a ‘temporary number.’
Second Response. Scammers continue to convince and ex-
press emotions like ‘stressed’ abusing the kindness of the
victims at this stage. They shift the conversation by asking
for ‘help’ to ‘pay’ as they cannot ‘access’ their ‘online bank
accounts.’ These themes relate to the kindness lure principle.
Third Response. The scammer stops using emotional key-
words and smoothly shifts focus to the financial angle of the
scheme. They reassure the victim consistently about being
unable to access their ‘online banking,’ requesting to make
the payment urgently and confirming with the victim if they
can send the ‘bank account details’ to transfer the ‘money.’

Scammers continue to use the words ‘now’ and ‘please’
throughout the conversation to lure the victims through the
kindness and time principles so the victim would make the
impulsive decision to send the money. Scammers also con-
vince the victims by promising to return the money as soon
as their mobile is fixed and they regain access to their online
banking. For example,

... i will pay you back when i got my phone fixed
Thankyouu x

... I promise I’ll send every penny back then xx.

Finally, to identify when the scammers are active during
the time and day of the week, we plot the scammers’ re-
sponses’ time of the day per week in Fig. 6. We notice that

most scammers are active between 10:00-15:00 UK time on
weekdays (with medians: Mon - 13:11:18, Tues - 13:30:51,
Wed - 13:41:02, Thurs - 12:18:19, Fri - 11:51:41). These are
the times when a victim would be comparatively more busy
in a typical work setting and might not take rational decisions.
This shows that scammers are likely based in the UK [97] or
engage with victims according to the UK timezone. The distri-
bution of scammers’ active time for each weekday is different.
The p-value for the two-sample Kolmogorov-Smirnov test for
all weekday combinations is significant (p < 0.05). As we do
not interact with scammers over the weekends, we received
only 21 messages (18 on Saturdays and 3 on Sundays).

04:00:00

08:00:00

12:00:00

16:00:00

20:00:00

24:00:00

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

Ti
m

e 
of

 th
e 

D
ay

 fo
r S

ca
m

m
er

s' 
R

es
po

ns
es

incoming_msgs_weekday
Monday

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

Figure 6: Time of the day per week when scammers respond
to our messages (n = 5768). The pair-wise two-sample KS
test is significant with p < 0.05.

Takeaway. While we demonstrate in §4.1 that scammers
target female victims, the response rate in Table 4 suggests
that scammers engage with both female and male victims
equally, addressing RQ1. This shows that scammers want to
deceive the victim into sending money regardless of gender.
Adding on to RQ2, Fig. 6 points out that scammers use the
distraction principle by engaging with victims during a busy
work week.

4.3 Mobile Numbers
The sender ID of the initial SMS scam message is called
the originating sender ID mobile number. Scammers ask the
victims to reply to another mobile number provided in the
initial scam messages. We refer to this as the scammer mobile
number. In this subsection, we present the mobile network
operators that scammers abuse for this scam campaign and
analyze the lifetime of the mobile numbers.

4.3.1 Mobile Network Attribution

Mobile network operators are one of the main stakeholders
that scammers abuse to run the ‘hi mum and dad’ scam. Ta-



ble 5 presents the 14 different mobile network operators.9

Comparing the originating sender ID mobile number with the
mobile number used to continue the conversation (scammer’s
mobile number), we find that they differ 72.7% (498/685) of
the time. We also observe that 59.6% (408/685) of the time,
the scammer’s mobile number and the originating sender ID
mobile number have the same (continuing) mobile network
operator, pointing out that scammers do have a preference for
the mobile network operator. Scammers employ two distinct
types of mobile numbers to enhance the resilience of their
campaigns against anti-abuse mechanisms implemented by
mobile network operators. Mobile network operators detect
when phones send a large number of initial scam messages
and might block those numbers, but they do not deep-inspect
the messages in the look for the second type of numbers (what
we call scammer’s mobile numbers). Thus, after receiving the
initial message, victims may continue to engage with scam-
mers even when the originating number is blocked.

Looking at the breakdown among mobile network opera-
tors in Table 5, we see that 67.1% of the originating sender ID
mobile numbers belong to MNO 1, and 23.5% to MNO 2. We
identify that scammers largely abuse MNO 1 to conduct this
scam, followed by MNO 2 and MNO 3, answering RQ3. The
SIM cards provided by MNO 1, 2, and 3 support the GSM
technology required by a SIM box/bank, and we attribute their
popularity to this fact. Scammers abuse SIM boxes/banks to
broadcast an enormous amount of the initial scam messages
and have multiple conversations simultaneously. An arrest
by the Dedicated Card and Payment Crime Unit in the UK
in June 2023 shows that the suspected criminals of ‘hi mum
and dad’ scams use SIM boxes [97]. There could be other
potential factors that might influence scammers’ preference
towards the particular mobile network operators. The services
of the mobile network operator might be more available in
the areas where the scammers are based or otherwise it might
be easier and more cost-effective to procure their SIM cards.
Alternatively, the filters of the mobile network operator may
not be able to detect the outgoing scam messages on their
services in real time.

Surprisingly, we see a landline and a pager number as two
originating sender ID mobile numbers. This is probably be-
cause the scammers spoofed these two sender IDs without
checking to send the initial scam message.

4.3.2 Lifetime of Mobile Numbers

We run HLR lookups and find that 127 mobile numbers be-
came active after being inactive for awhile, i.e., changed their
availability status from ABSENT_SUBSCRIBER to LIVE.
This change means that scammers switch off their devices or
remove SIM cards and reuse them to send the initial scam
messages and/or interact with the victims. While 628 num-

9We refrain from naming mobile network operators specifically in com-
pliance with the confidential agreement we have with our partners.

Mobile Type SMS Online Messaging
Network Originating Scammer Continuing Originating Scammer
Operators mobile phone numbers mobile phone numbers
MNO 1 Physical 326 601 321 - 96
MNO 2 Physical 114 272 76 - 30
MNO 3 Physical 23 150 8 - 22
MNO 4 Physical 8 81 2 - 14
MNO 5 Physical (MVNO) 1 18 0 - 3
MNO 6 Virtual 4 8 0 - 0
MNO 7 Virtual 0 8 0 - 2
MNO 8 Physical (MVNO) 10 4 1 - 0
MNO 9 Virtual 0 1 0 - 0
MNO 10 Virtual 0 1 0 - 0
MNO 11 Virtual 0 1 0 - 0
MNO 12 Virtual 0 1 0 - 0
MNO 13 Pager 0 1 0 - 0
MNO 14 Landline 0 1 0 - 0
Total 486 1,148 408 167

Table 5: Original mobile network operator distribution of orig-
inating sender ID mobile numbers, scammer mobile numbers,
and continuing mobile numbers over SMS and online mes-
saging platforms; MNO1 is the most abused.

bers were inactive for the entire period, 271 unique numbers
remain LIVE as of 15 September 2023. We ignore the queries
where the HLR lookup returned INCONCLUSIVE.

We study the lifetime of mobile numbers to understand how
long scammers have used the same mobile number to scam
their victims. We plot a survival curve to visualize the lifetime
of the mobile numbers with overall survival probability in
Fig. 7. The dotted lines in the plot are the 95% confidence
interval. The red line shows the survival probability for mobile
numbers that became active after being inactive (comeback).

Thomas et al. demonstrated that the median lifetime of
phone numbers tied to abuse is less than one hour [94]. In
comparison, our research finds that the median lifetime of
originating sender ID mobile numbers abused to send initial
‘hi mum and dad’ scams is 14 days. Whereas the scammer’s
mobile numbers used to interact with the victims have a me-
dian lifetime of 46 days. While 88.7% of originating sender
ID mobile numbers are active after two days, 42.6% remain
active after 15 days. On the other hand, 96.6% scammer mo-
bile numbers are active after two days, and 87.3% remain
active after 15 days. This shows that the mobile network oper-
ators are unable to confirm when mobile numbers are sending
‘hi mum and dad’ SMS scam messages in the early stages of
the campaign and cannot swiftly block these numbers. Block-
ing mobile numbers within a day would be highly effective, as
potential victims would not be able to reply to the scammer’s
mobile number present in the initial scam message, protecting
them from being lured.

Takeaway. This subsection addresses RQ3 by indicating that
scammers prefer MNO 1 followed by MNO 2 and MNO 3,
likely because they support GSM required by SIM boxes. We
also identify the median lifetime of the originating sender ID
and scammer mobile numbers as 14 days and 46 days, respec-
tively, evidencing how long affected numbers are currently
used, also addressing RQ3.
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(a) Survival analysis of originating sender ID mobile numbers
lifetime (n = 486) along with the mobile numbers that become
active after being inactive (n = 35); comeback numbers follow a
similar trend (p = 0.05 using a log-rank test of difference).

0 10 20 30 40 50 60 70

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Days

Fr
ac

tio
n 

of
 M

ob
ile

 N
um

be
rs

 a
ct

ive
 a

fte
r x

 D
ay

s

All Scammer Mobile Nos. (Observed)

All Scammer Mobile Nos. (Observed) (95% CI)

Scammer Mobile Nos. that comeback (Observed)
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Figure 7: Survival analysis of mobile numbers lifetime along with the mobile numbers that become active after being inactive;
more than 55% originating sender ID mobile numbers and over 88% scammer mobile numbers survive for over 10 days.

4.4 Mule Accounts

In ‘hi mum and dad’ scams, scammers use multiple financial
institutions’ accounts that do not belong to them. These ac-
counts are termed mule accounts as they are used to receive
money from the victims. These can be witting [27] or unwit-
ting [31]. If the account owner is unaware then only banks
can investigate. Mules later re-transfer these illicit funds to
the scammers.

During 13 weeks of interactions, 270 unique scammer mo-
bile numbers provided us with 582 unique mule accounts10

over SMS and an online messaging platform (cf. Table 9 in
the Appendix). During the interactions, we convinced the
scammers about the unsuccessful transfers to the mule ac-
count provided and requested alternative accounts until they
stopped replying. This engagement helped us collect multiple
mule accounts per phone, ranging between one and twelve,
with a median of two mule accounts. We found four mule
accounts belonging to companies registered in the UK.

Table 6 presents the distribution of all transaction requests.
We see that the minimum and maximum values are similar,
but the median requested amount over the online messaging
platform is higher than over SMS. This suggests that scam-
mers have different preferences over different venues (perhaps
due to perceived differences in ability to pay or different scam
operations targeting different communication vectors). The
average amount requested in this scam is 5 times more than
in technical support scams [53]. We aggregate all 564 unique
transaction requests from the scammers, resulting in a total
amount of £577,792.

Once we collect a corpus of mule accounts, we seek to
understand the various types of financial institutions abused
in this scam.11 This understanding helps in recognizing fraud-

10We report all mule accounts to the respective banks and request them to
investigate.

11We refrain from naming them specifically in compliance with the confi-

Platform Median Mean Min. Max. Requests
SMS 880 1,102 100 5,924 344
Online Messaging 1,244 1,453 180 6,000 220
Total £577,792 564

Table 6: Distribution of all transaction requests (£).

ulent activities that might target specific customer demograph-
ics. We use the UK FCA handbook to create a taxonomy of
various identified financial institutions, as shown in Table 7.
The number of accounts leveraging electronic money institu-
tions (EMIs) is significantly higher than others, almost double
the number of accounts in high street banks. This could be
because (1) EMIs provide entirely online services, and mules
might find it easy to open and operate these accounts via apps;
(2) it is more convenient for users to transfer money using
EMIs; (3) the transaction requests may not get flagged by the
bank, allowing them to reuse mule accounts.

Category Financial Mule accounts
institutions (unique)

Electronic Money Institution 14 374
High Street 12 196
EEA Authorised (International) 2 6
Authorised Payment Institution 5 5
Small Electronic Money 1 1

Table 7: Distribution of unique mule accounts (n = 582) ag-
gregated with their respective category of financial institutions
(n = 34) as per the UK’s FCA handbook [13].

To examine whether the scammers have also identified the
transaction amounts that the EMIs or high street banks allow
without flagging, we explore the range of amounts requested

dential agreement we have with our partners.
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0−
50

0

50
1−

10
00

10
01
−1

50
0

15
01
−2

00
0

20
01
−2

50
0

25
01
−3

00
0

30
01
−3

50
0

35
01
−4

00
0

40
01
−4

50
0

45
01
−5

00
0

55
01
−6

00
0

# 
of

 R
eq

ue
st

s

0

20

40

60

80

100

(b) High street banks (n = 12) transaction requests (n = 269).

Figure 8: Distribution of amounts (£) scammers request into electronic money institutions (EMIs) and high street banks per
transaction. The different colors represent the different institutions in that category. EMIs have only 8 requests above £2,500
compared to 29 requests above £2,500 into high street banks.

in Fig. 8. We see that 79% (403/509) of the transaction re-
quests to mule accounts in EMIs are less than £1,500 com-
pared to 59% (158/269) of the transaction requests to mule
accounts in high street banks. The most common range is
£501-£1,000 for both. While we received only eight requests
worth more than £2,500 to mule accounts in EMIs, we re-
ceived 29 such transaction requests to mule accounts in High
Street banks. This likely points to EMIs flagging transactions
above £2,500, so scammers prefer to use particular high street
banks for high-value requests, answering RQ4. Scammers
reported difficulties receiving transactions above £2,500 due
to a bank warning sent to their customers after we interacted
with one pretending to be a reporter.

4.4.1 Geo-locating Mule Accounts

High street banks are the only category with physical branches
in most cities, providing facilities for opening a bank account
or executing transactions in person, to name a few. We plot
the coordinates of the 96 mule accounts associated with a
physical branch in the UK in Fig. 9. The different colors
represent the 12 high street banks.

We query the population density and unemployment rates
from the UK Office for National Statistics and overlay the
location of high street banks that mules use over a map. The
concentration of the mule accounts follows the population
density and the unemployment history of people aged 16 years
or above in the UK as shown in Figs. 9a and 9b respectively.

There is a possibility that people living in cities with higher
density populations and unemployment rates are more prone
to becoming money mules [11]. However, there are some
outliers. For example, we see mules around Wiltshire and
Cornwall, areas with no significant unemployment rates. Our
findings could help law enforcement devise targeted interven-
tions in these areas (see potential mitigations in §5.2).

(a) Population Density (b) Unemployment Rates

Figure 9: Distribution of the identified mule accounts (n = 96)
in high street banks (n = 12) follows the population density
and unemployment rates in the UK. The different colored
circles represent 12 different high street banks.

Takeaway. This section addresses RQ4. Fig. 8 indicates that
scammers evade detection by financial institutions by de-
termining transaction amounts that would not trigger alerts.
They provide suspect mule accounts of high-street banks for
higher-value requests.

4.5 Identifying Scammer Networks
We observe that different scammers’ mobile numbers provide
us with duplicate mule accounts. This indicates that multiple
scammers abuse the same mule account, or they tend to work
in groups, as discussed by work in other types of scams [82].
To identify possible groups of threat actors working together,
we create a network graph shown in Fig. 10. Via this net-
work graph, we identify six communities with four or more
scammer mobile numbers connected, answering RQ5.

Groups 1, 2, 5, and 6 from Table 8 constitute mule ac-
counts from electronic money institutions (EMIs) and high
street banks. On the other hand, Groups 3 and 4 contain mule
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Figure 10: Network graph of nodes representing scammers’
mobile numbers (n = 136) and mule accounts (n = 334). We
identify six communities with four or more scammer mobile
numbers. Three additional communities request more than
£10k each.

Group Scammer mobile Mule Financial Amount
phone numbers Accounts institutions requested (£)

1 8 31 8 41,125
2 7 10 7 14,487
3 5 11 4 9,452
4 5 5 5 11,400
5 4 7 6 14,231
6 4 5 4 11,728
7 3 3 3 18,000
8 2 13 7 10,700
9 2 6 6 10,965

Table 8: Breakdown of amounts requested (round-off to near-
est decimal) by the nine communities identified in Fig. 10.

accounts from EMIs only. The requested amount indicates
that groups with only EMIs request less amount compared to
the ones with both EMIs and high street banks. Group 1 has
considerably more mule accounts and the amount requested
because we interacted with two scammer mobile numbers for
a longer time.

Furthermore, we identify three communities (Groups 7,
8, and 9) that request more than £10k. Group 7 comprises
only high street banks’ mule accounts with more than £3,500
requested for each transaction. However, Groups 8 and 9 also
include one or two mule accounts belonging to EMIs. Group
8 only contains transaction requests above £2,100, whereas
Group 9 has requests between £1,300 and £3,500. This also
supports that groups with only high street banks request more
money than the ones with both EMIs and high street banks.

We are limited by some scammers who may not provide all
the mule accounts they can access, which would make the
network sparser.

Takeaway. Towards RQ5, this subsection presents Fig. 10,
demonstrating six criminal networks with four or more scam-
mer mobile numbers. We identify three additional smaller
criminal networks, each requesting over £10k, significantly
more than the others.

5 Discussion

We next discuss the findings, limitations, and mitigations we
derive from our analysis of the ‘hi mum and dad’ scam.

5.1 Findings, Implications, and Limitations
Scammers use kindness, distraction, and time lure prin-
ciples. While the financial and authoritative principles are
mostly used in cryptocurrency investment scams [5, 84], the
financial principle in 419 scams and the authoritative prin-
ciple in phishing [36, 98], we identify a different subset of
lures (kindness and distraction) that is prominent in this scam.
Verifying the intended recipient of a message can be challeng-
ing, especially since sender IDs are susceptible to spoofing.
Furthermore, calling individuals directly for identity confir-
mation may not always be feasible, or the scammers may
prevent it using an effective lure. Hence, an understanding of
the lures scammers use is necessary.

Scammers prefer mobile network operators that SIM
boxes/banks support. SIM boxes/banks allow automation
and simultaneously broadcast messages, but they require
GSM support. Scammers prefer mobile network operators
that offer this support. This indicates that scammers likely
have such equipment, a key to targeting a broader popula-
tion. While Singapore and a few mobile network operators
in the USA and Australia shut the GSM services entirely in
2017 [12, 65, 81], the UK expects to phase out by 2033 [62].
This means that scammers could potentially abuse SIM boxes
for another decade.

A lucrative profit center responsible for massive financial
losses. There is currently no annual report of losses to vic-
tims in the UK due to this threat. Besides, cybercrime loss
numbers are notoriously full of noise [9, 10]. Towards this
end, we attempt to estimate the losses using both our data and
data reported to the UK government agency, Action Fraud,
which collects data on online fraud. Both data sources are
necessarily imperfect. We only have response requests from
the scammers we manually interacted with during a limited
scope of time. We know that most victims who reach this
stage likely go through with the scam from work in other
fraud, but cannot prove this empirically for this scam [101].
Alternatively, many victims in the UK would report Autho-
rized Push Payment (APP) scams to their respective banks



instead of Action Fraud. Fraud, in general, is significantly
under-reported to the authorities [83].

As per Action Fraud, victims in 2022 lost £1.5m in less
than 20 weeks (∼£3.9m/year) [78] and £500k in 17 weeks
in 2023 (∼£1.53m/year) [24]. During the 13 weeks of our
research, we received transaction requests worth £577,792
from the scammers. Extrapolating to a 52 week period, we can
estimate that the minimum annual financial loss to the victims
is at least £2.3m in the UK. Annual losses in Australia in 2022
because of this scam resulted in over $7.2m (∼£3.8m) [14].
95 reports in Spain amounted to over C410k (∼£352k) [45].
Considering all of this, we believe the estimate of £2.3m per
year across the UK derived from our data is reasonable.

This amount is expected to grow as the scam progresses.
The scammer requires a minimal investment to run this cam-
paign, earning a direct profit. They may inject this money into
other scams or profit centers [93]. APP fraud was nonexistent
a decade ago and has grown to £236m by 2019 [9, 10]. Our
work adds a new category in APP fraud, and the minimum
losses mentioned above increase the previously calculated
cost of this crime.

Informal discussions with stakeholders indicate young
mules. We discuss our findings with stakeholders to un-
derstand this scam better. They indicate that most mule ac-
counts we report belong to adults aged 15-21. Previous re-
search [11, 19], banks [27] and law enforcement [35] also
mention similar age groups of money mules.

Mule recruitment and the UK Companies House. Money
mules are essential for the scammers to receive funds from
the victims. While in some cases, money mules wittingly
take part in the scam [27], benefiting from commissions, in
others, they are themselves victims of a larger scam [31]
(e.g., work-from-home job scams). They are recruited through
online advertisements, recruitment websites [1, 31, 42, 56] or
approached in person [35].

We do not know if there is a separate entity that provides
mule accounts to scammers [42] or if they recruit mules them-
selves. Until the new UK company law [43], the UK Com-
panies House did not verify the data provided by the regis-
trants. This allowed the scammers to abuse the UK Companies
House, similar to online Ponzi schemes [7]. Further research
is required to investigate how threat actors and mules abuse
company registration in the UK.

We investigate a latent threat with a profound impact. As
per UK Finance, more than 28k victims fell for impersonation
scams [37]. On the other hand, the NFIB and Action Fraud
received only 414 reports in the first five months of 2023 of
‘hi mum and dad’ SMS scams [24]. Considering the number
of scammer interactions in our research, this scam is likely
under-reported [17]. The UK Office for National Statistics
notes that fewer than one in seven fraud offenses are reported
to law enforcement [40]. We make an in-depth analysis of
the various stages of this scam life cycle for the first time.

Our findings constitute a crucial step forward towards the
understanding of this scam.

Limitations. We receive ‘hi mum and dad’ scam reports from
only one mobile network operator in the UK. Access to all
UK mobile network operators data would provide an accurate
distribution of the originating sender ID and scammer mo-
bile network operators. We interact with the scammers during
working hours in the UK and not 24/7, which might have
reduced some scammers’ responses. Even though scammers
prefer an online messaging platform, they actively engage
over SMS and provide mule accounts. Despite the limita-
tions of our research, we present the first measurement of the
ecosystem surrounding ‘hi mum and dad’ scams, shedding
light on the services exploited by scammers to perpetrate this
fraudulent activity.

5.2 Potential Mitigations

We derive mitigations from our findings across three comple-
mentary axes, as we discuss next.

Educational. The current awareness programs focus on uni-
versity students [74]. As we find from the stakeholders’ infor-
mal interviews, mules’ ages are between 15 and 21, so these
programs must extend to high schools. Users of messaging
applications should be made aware of the lures identified to
stop them from falling prey to such scams. The areas we
pinpoint in our geo-location analysis can assist in identifying
regions where education awareness campaigns are necessary.

Technical measures. Faster reporting is required to shut down
the numbers scammers abuse. Investigating SMS scams is
more challenging than emails due to metadata unavailabil-
ity. Mobile network operators should collaborate with other
stakeholders to include metadata in the SMS protocol. GSM
support should be disabled by default, and checks should be
enforced to enable it. Deep inspecting SMSs could help iden-
tify and block scammer mobile numbers. However, this would
raise privacy concerns, and scammers may abuse this with
adversarial attacks. Online messaging platforms should im-
plement better scam detection algorithms and work with mo-
bile network operators and financial institutions for scammer
takedowns. Scammers can identify the maximum amounts
financial institutions allow without flagging transactions. In-
stitutions should enhance their fraud detection and prevention
mechanisms and collaborate with mobile network operators
to find connections to block scammers. As fraud constitutes
40% of all crime in the UK [63], there is an urgent need for a
universal reporting system categorized by fraud type.

Law and regulatory frameworks. The telecom regulators
should mandate the mobile network operators to implement
privacy-preserving Know Your Customer (KYC) checks be-
fore issuing pay-as-you-go mobile numbers. Even though
SIM boxes/banks are banned by the UK government [64],
scammers still access and use them. Law enforcement should



work with mobile network operators to detect and confiscate
such devices. Committing fraud offenses should be punished
appropriately regardless of age to deter young adults aged
15-21 from getting involved in such activities [97].

6 Related Work

We draw upon methods used to study other phone-based
scams. We conduct HLR lookups on the mobile phone num-
bers in a similar manner to Costin et al. who worked to un-
derstand the role of phone numbers in cybercrime [28]. We
only send a message to a mobile number the first time we
encounter it following from from the work of Clayton and
Mansfield, who assumed little new information from redialing
numbers [25]. While they redial numbers that did not pick
up, we use HLR lookups to ensure we send messages only to
active mobile numbers.

In order to measure SMS scams, some have collated vic-
tim reports [80, 91] or crowdsourced them [22, 95]. Others
used intensive techniques like in-depth interviews [34, 77]
and analyzing news articles [18]. However, our approach of
personally interacting with scammers towards this fraud has
allowed us to collect a sizeable set of novel data, from mule ac-
counts to mobile numbers, about this relatively new scam with
no available training data for machine learning approaches.

Our work fits in the broader literature of interaction
scams; researchers investigated interactions over platforms
like email [3, 15, 69], social media [3, 66], and voice [20, 53].
Some of this work automatically interacted with scammers
integrating technology like ChatGPT [15]. There has been
work on robocalls [72,73], particularly in developing systems
to combat them [67,68]. Our research is the first to investigate
interaction scams over mobile messaging.

SMS fraud has taken off recently, and researchers have
focused on SMS spam [8,32,48,91] and smishing [95]. Using
spam datasets [8, 22], researchers have developed models to
detect smishing messages and otherwise distinguish smishes
from legitimate messages [47,49,54,55,85]. Our work focuses
on a scam where victims directly interact with scammers
via SMS or an online messaging platform, while previous
literature considers call-back, SMS-to-email interactions, or
no direct interaction (click a URL) at all.

We investigate concentrations in cybercrime, a broader re-
search thrust coined by Clayton, Moore, and Christin [26].
They suggest working with regulators and infrastructure op-
erators to remove this fraud at an ecosystem level [26]. This
is contrasted to work which unintentionally encourages play-
ing whack-a-mole by identifying concentrations, allocating
resources to abused infrastructure operators, and then mis-
creants react by popping up again on other operators. Illus-
tratively, Stone-Gross et al. investigated the payment infras-
tructure of fake AntiVirus scams, which resulted in this fraud
disappearing [90]. Online Ponzi schemes have had multiple
money systems shut down, thanks in part to the research from

Moore, Han, and Clayton [58]. Noroozian et al. worked with
law enforcement to take down and analyze a bulletproof host-
ing provider [61].

7 Conclusion

The paper unveils the ecosystem and presents the first detailed
analysis of ‘hi mum and dad’ SMS scams. We explain how
scammers lure victims into a text-back scam and estimate the
minimum amount lost by victims in the UK. The findings
show that this scam sits at the intersection of three sectors
— banking, telecom, and tech and we leverage it to identify
criminal networks. As this scam has recently evolved and
continues to grow globally, automating the process of scam-
mer interactions and expanding the research outside the UK
would enable us to conduct this experiment at scale.

APP fraud has increased since 2018 and is expected to dou-
ble by 2026 [4] with most value lost from telecommunication-
originated cases [37]. This paper shows that criminals identify
the amounts above which financial institutions raise a flag
and inform their customers. We also see that the mules have
a broader age range and exist in regions with scarce popula-
tion density and unemployment rates. Regulators should help
financial institutions identify mule accounts with better fraud
detection mechanisms.

There has been a significant decline in SMS usage in
the UK [89]. One factor is likely due to the surge in SMS
fraud [79]. The analysis shows that scammers also abuse other
platforms as they prefer victims to initiate the conversation
on an online messaging platform. The mobile numbers used
to run this campaign have a median lifetime of 30 days, indi-
cating that the mobile network operators cannot confirm the
abuse. Telecom regulators and law enforcement should work
with mobile network operators to detect the abuse of SIM
boxes and pay-as-you-go SIMs. A cross-sector collaboration
with regulators, mobile network operators, and financial insti-
tutions could identify criminal networks and faster reporting
to curb this cybercrime.
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Appendix

Platform Median Max. Total Scammer mobile
mule accounts phone numbers

SMS 2 10 385 135
Online Messaging 2 5 302 166
Total unique 2 12 582 270

Table 9: Distribution of mule accounts (n = 582) used by
scammers (n = 270) on two different messaging platforms.
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