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Abstract

In this paper we quantify the effect of unsolicited emails
(spam) on behavior and engagement of email users.
Since performing randomized experiments in this set-
ting is rife with practical and moral issues, we seek to
determine causal relationships using observational data,
something that is difficult in many cases. Using a novel
modification of a user matching method combined with
a time series regression on matched user pairs, we de-
velop a framework for such causal inference that is par-
ticularly suited for the spam exposure use case. Using
our matching technique, we objectively quantify the ef-
fect that continued exposure to spam has on user engage-
ment in Yahoo! Mail. We find that indeed spam exposure
leads to significantly, both statistically and economically,
lower user engagement. The impact is non-linear; large
changes impact users in a progressively more negative
fashion. The impact is the strongest on “voluntary” cate-
gories of engagement such as composed emails and low-
est on “responsive” engagement metrics. Our estimation
technique and results not only quantify the negative im-
pact of abuse, but also allow decision makers to estimate
potential engagement gains from proposed investments
in abuse mitigation.

1 Introduction

Over the last several years, as email has steadily become
the dominant mode of text-based online communication,
unsolicited bulk email, generally referred to as “email-
spam” or simply “spam”, has increased in lockstep [33].
By some estimates the total fraction of all emails that can
be considered spam is higher than 90% [33, 10]. More-
over, while email-spam began as a way for unscrupulous
marketers to advertise their products, it has now become
the main vector for phishing [4, 14], installing malware,
and stealing information [22]. In short, email-spam has
morphed from being a mild irritant to an outright danger

to the users.
This has led to major efforts both in the industry

and the research community to develop better spam fil-
ters [5, 12, 13, 39, 40]. However, spammers are known
to quickly adapt their email messages in order to circum-
vent these filters [16]. This has resulted in an adver-
sarial game of “cat-and-mouse” between email service
providers (ESPs) and spammers: (1) Spammers send out
bulk emails designed to bypass the spam filters of major
email service providers; (2) In time, spam filters adapt
using machine learning and crowdsourcing techniques
and block the offending emails; (3) Spammers re-tune
message content, change the sending locations and so
forth, and the cycle continues. This results in email-spam
reaching user inboxes for the duration between the bulk
mails being sent and the spam-filters adapting. Unfor-
tunately, even though filters have improved dramatically,
spam is so cheap to send that the required conversation
rates for profitability, which are below 1 in 5 million, can
still be sustained [22].

Barring some fundamental change in the spam mar-
ket (such as legal or technological solutions), the chief
way to combat spam is to invest more resources to make
the spammers’ response cycle less economically viable,
which would force some spammers out of the market.
Characterizing this ecosystem is thus essential not just
for making both policy decisions but also in making de-
cisions that on the surface seem to be purely machine
learning in nature—e.g. how to design spam filters that
exploit signatures that are the hardest to game.

Although qualitative arguments about spam being a
negative social externality have been often made, it is
much harder to quantify the intuited numbers [1, 21, 27].
Since botnets form the main spam-delivery infrastruc-
ture, researchers interested in understanding the eco-
nomics of spam have made significant efforts in under-
standing the market behind the creation and renting of
botnets [32, 41, 3]. Kanich et al. [23] measure how suc-
cessful product-oriented spam ultimately is in marketing
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and selling the corresponding products. Similar studies
have provided quantitative estimates on the economics
of account phishing [17], the market behind “human-
farms” [31] and malware distributions [6]. Rao and Rei-
ley [34] review a large fraction of this literature from
an economic perspective. Such quantitative studies have
collectively thrown valuable light on various aspects of
the underground economy, thereby providing guidance to
both the policy-designers and designers of spam-filters.

Given this extensive literature, it is perhaps surprising
that seemingly little attention has been paid to the in-
terplay between email users and email service providers
and the associated responses to problems of email-spam.
For example, we are not aware of any work that quanti-
fies the long-term effects of spam reaching the inbox on
user engagement. In terms of the interplay, changes in
user engagement have a direct impact on ESP revenue
and are thus an important decision metric for anti-spam
investment. Economic theory tells us that a profit max-
imizing firm will invest in anti-spam technology only if
there is a compensating return in terms of increased user
engagement or retention. For instance, simply because
we all think spam is a bad thing does not mean service
providers will go broke fighting it! Being able to pro-
vide a quantitative estimate on how the long-term user
engagement is affected as a result of spam would provide
an added concrete incentive for the ESP to fight spam.

Some econometric studies [7, 42] have approached
the problem from the firm perspective (the client of the
email provider) and have shown that spam has a signifi-
cant cost in terms of the working time spent by users in
dealing with email. In particular, Caliendo et al. [7] use
a survey approach and find that the average employee
in their sample spent 1200 minutes per year in dealing
with spam. However, these small-scale studies cannot
quantify the effect of spam onlonger-term user engage-
ment. Does getting more spam cause a user to stop
using the email service? It seems intuitive to assume
“yes”. However, it has never been established whether
this causal effect exists,how strong the effect isif it ex-
ists,what types of engagementwould it affect, andhow
to measure this in a statistically robust manner. More
explicitly, answering these questions is useful for multi-
ple reasons—it helps our broad understanding of the to-
tal negative externality of spam, which could potentially
have implications in deciding how to deal with spam at
the policy-level. Also, as spam filters get better, mak-
ing additional improvements in spam catch-rate becomes
harder and hence more expensive, and often involves dif-
ficult trade-offs either regarding total investment or about
false-positive rates (i.e. in deciding the operating point
of the spam classifiers). In terms of social efficiency
spam is clearly a negative [34]—the consensus view is
that spam should be mitigated far below current levels in

order to raise social welfare because the social costs of
spam clearly outweigh the monetary returns from spam-
ming. However, since the government cannot compel
ESPs to invest more heavily in anti-spam technology, ob-
taining estimates of the negative impact of spam, such
as ones in this paper, is important. Accurately quantify-
ing the impact of spam allows firms to make informed,
well-targeted investments. In turn, these investments can
potentially lead to improvements in service quality for
the end-users. While our study does not provide author-
itative answers to all these questions, it certainly builds
many of the tools and the necessary formalizations for it.

The gold standard for estimating causal effects is ran-
domized experimentation, also referred to as “A/B test-
ing” [24]. If we can expose users to spam completely
at random, then we can safely assume that any effect we
observe is due to spam. In the real world, however, per-
forming such experimentation is difficult because expos-
ing users to spam is problematic for both user experience
and the ESP’s reputation. Estimating causal effects is
typically difficult in the absence of randomized experi-
ments because most actions reflect something about the
user in terms of their type or future intentions. These cir-
cumstances lead to the classic problem of correlation in
the absence of causation. For example, since users tend
to get spam when they give out their emails to third party
services and active users tend to do so more often than
less active users, a naive plot of engagement-vs-spam
would show activity and spam exposure being positively
correlated.

An alternate method of estimating such effects is to
conduct in-depth surveys or in-lab tests of a smaller set
of users. In-lab methods are inadequate for our prob-
lem as we are looking to estimate potentially small, but
long-term effects. The size of the surveys or lab stud-
ies is necessarily limited by cost, which makes it hard
to estimate small and long-term effects. More impor-
tantly, what users report in a survey may not be reflected
in their actual behavior. In particular, rounding error can
severely bias estimates. For example, answering in a sur-
vey that one spends 5 minutes a day dealing with spam
might seem like a “small” amount, but over the course
of a year, that is 1250 minutes, or about 20 hours. For a
$30 an hour employee, this means it is a $600 per year
problem. If the true value was 1.5 minutes, but the user
rounded up, the resulting estimate could be off by a wide
margin.

An extensive literature in econometrics has focused
on developing techniques such covariate matching,
regression-coefficient methods, bias reduction, neighbor
matching, propensity score matching (PSM) etc. [35,
20, 9, 29] to deal with selection bias in observational
data. Among these, PSM and neighbor matching tech-
niques are considered more robust in estimating effects
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of a categorical treatment variable [29] than regression-
coefficient methods—in both of these the intuition is to
be able to match a untreated user with a treated one
based on a set of pre-defined user attributes. PSM cre-
ates the matching using only a single propensity score
that is obtained by a weighted combination of the user
attributes—the weights are learnt by modeling the ex-
posure treatment as a categorical variable directly using
a first stage logistic (or similar) regression. For nearest
neighbor methods user matching is done by treating them
as points in a high dimensional space. It is commonly
believed that PSM is more robust than nearest neighbor
matching methods when the number of user attributes is
large since finding nearest neighbors in high dimensions
is not robust (see e.g. [29] for detailed discussion). Yet,
for PSM one has to assume that the first stage regres-
sion is correctly specified. The non-parametric nature of
nearest neighbor matching methods makes them more re-
liable with respect to the fact that one does not have to
correctly specify a first stage regression—in small sam-
ples and with high data dimensionality, the benefits of
PSM outweigh the drawbacks.

In our setting, the popularity of Yahoo! Mail gives us a
huge set of users to match over, compared to the number
of user attributes. Also, existing PSM methods typically
assume the ability to model the probability that a par-
ticular user falls into thecategorical“treatment” group.
However, in our application, spam exposure is a continu-
ous variable, leaving the treatment group ill-defined, and
hence this assumption fails. For both reasons, the nearest
neighbor matching is more appropriate in this setting.

In this paper we describe a large-scalenearest neigh-
bor matchingmethod to infer causal relationship from
observational data for which the exposure is a contin-
uous variable. We apply this technique to the spam-
engagement setting. Overall the results provide strong
empirical support for the commonsense notion that spam
has a negative impact on user engagement. We provide
quantitative estimates that show that the impact of spam
in the inbox can have serious revenue implications and
can contribute to a large percentage drop in user engage-
ment. The effect is largest for more “volitional” user
activities such as composing and sending emails. The
function mapping spam changes to engagement appears
to be convex, with the marginal impact increasing with
the size of the exposure change. User characteristics are
not particularly informative in predicting the response to
spam — notably light users are equally affected in abso-
lute terms by a piece of spam in the inbox, meaning that
percentage-wise the impact is far greater for these users.
Thus, although the intuition that spam causes decreased
user engagement is commonplace, the main insight sup-
plied by this study is to extend and formalize this intu-
ition in a quantitative way.

Our Contributions.

• We conduct a principled and thorough study of
the causal relationship between spam exposure and
long-term user engagement. We find that, indeed,
exposure to spam results in long-term reduction in
user engagement in terms of logins, page views, and
emails sent. As far as we know, this is the first such
study toquantitativelyestablish this link between
spam exposure and user engagement.

• We propose the use of a variant of propensity score
matching, namelynearest neighbor matching, in
combination with regression based techniques in es-
tablishing causal relationships in large-scale obser-
vational data settings when the exposure metric is
continuous. This contribution of our paper is of
interestindependentof its particular application in
this study. Our simulations (described in the Ap-
pendix) indicate that this method is indeed superior
to (variants of) propensity score matching for con-
tinuous exposure metrics.

Organization. In Section 2 we present our approach
for estimating causal relationships in large-scale obser-
vational data settings. Then in Section 3 we instantiate
our proposed approach to the case study of estimating
the effect of spam exposure on long-term user engage-
ment. The results of this case study are given in Sec-
tion 4. In Section 5 we review prior work in causal-
ity estimation and spam exposure studies. In Section 6
we conclude. Finally, in the Appendix we compare our
proposed methodology with variants of propensity score
matching and on simulated data show that our approach
performs better at estimating a hidden relationship be-
tween variables.

2 Measuring the Effect of Spam on User
Engagement

In this section, we first define the problem of estimat-
ing the effect of spam exposure on user engagement. We
start with a description of the aspects of the problem that
make it unique from other works in measuring effects.
We then present a formalization of the continuous expo-
sure setting and describe how to map our problem to this
formalization.

2.1 Aspects of the Problem Setting

Our problem of measuring engagement as a function
of spam exposure has the following characteristics that
make it unique, and hence requiring modifications to es-
tablished methodology.
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Continuous Exposure: In our problem, the exposure
variable is continuous—there is no clear definition of a
“treatment” vs. “control” group. We cannot identify a
set of users and consider them as “treated,” i.e. having
been sufficiently exposed to spam because nearly every-
one is exposed to some degree. One solution would be
using an arbitrary threshold to define a treatment class.
But in some sense this is just asking the same question
back again: what is a critical level of spam such that a
person receiving that amount can be considered to be
sufficiently exposed? Thus, the continuous exposure is
not just an artifact of the data, incorporating that into the
modeling and estimating process is absolutely essential.

Engagement as a function of Exposure:Having de-
fined exposure to be a continuous variable, computing a
single number as the expected size of the effect is not
meaningful any more. Instead we want to answer the
following question: what is the expected effect if the
amount of exposure is increased by an amount∆s. We in-
tend to approximate the function that captures the change
in the effect as a result of the change in the exposure for
an average user.

Infeasibility of Randomized Testing: Randomized ex-
periments are clearly the gold standard for measuring ef-
fects. Suppose we intend to estimate the effect on a user
receiving∆s more spam messages in a month. Ideally,
we would be able to select a small random set of users,
and then tune their spam filters such that they receive∆s
more spam for this month. We could then measure the
resulting effect against a randomized control group.

For the spam-setting, however, performing such exper-
imentation is difficult on many levels: (1) exposing users
to spam is problematic from both a user experience and
Yahoo!’s reputation point of view. The negative effects
of spam does in fact often extend beyond a minor nui-
sance, since a majority of these messages contain URLs
that tempt users to either conduct commercial transac-
tions or to give out their personal information; (2) even if
we could filter out the most pernicious types of spam, the
revenue risk associated with user defection would cause
the size of the study to be limited, both in terms of the
amount of exposure and the number of users; 3) spam
that does leak into inbox is, by definition, currently un-
detectable before the user has interacted with it. Thus,
any randomized experiments would have to account for
exposure of this kind anyway.

2.2 Formal Problem Definition

We now define the problem formally and point out the
empirical quantities for which we would like to create
unbiased estimators. Suppose for each useri, xi denotes
the set of features we observe. Letsi denote her exposure
variable andyi denote the response (or effect) variable.

Note thatsi is continuous. If we want to study the impact
of spam on the user, then the exposure variable would
be the amount of spam received by the user in a partic-
ular time period, the same for all users — we call this
theexposure period. Abusing notation, we writey(x,s)
to denote that the response is a function of the user fea-
tures and the exposure. Let∆sdenote a certain amount of
change in the exposure variable, and∆y(∆s) denote the
function that measures theaveragechange iny due to an
increase∆s in the exposure. Formally, we define∆y(∆s)
as follows. Let E[·] denote the expectation operator.

∆y(∆s) = E(x,s)[y(x,s+∆s)−y(x,s)]. (1)

The expectation in the above expression is taken over all
the user features and all the previous value of exposure.
This of course is not an observable quantity, since one
user has only one value ofs. Thus, a more feasible quan-
tity to measure is the following – difference over pairs
who differ only in exposure, but have the same feature
vector.

∆y(∆s) = Ei,i′ [yi −yi′ |∃(x,si ,yi),(x,si′ ,yi′),si −si′ = ∆s]
(2)

Note how this quantity generalizes the effect measure-
ment for binary treatment variables. Ifs∈ {0,1}, then
the standard question of measuring the average treatment
effect would be

y(s= 1)−y(s= 0)

= Ex[yi −yi′ |∃(x,s= 1,yi),(x,s= 0,yi′)]

In our case, we are thus interested in the function∆y(∆s)
instead of a single value that measures the treatment vs.
non-treatment. This makes the application of the stan-
dard propensity score matching techniques [35] impossi-
ble: we can no longer define a treatment class.

One naive way of creating the estimate would be to
compute the following difference—essentially just take
the differences in the effect levels of users whose expo-
sure issand those whose exposure iss+∆s.

f (∆s) = Ei [yi | si = s]−Ei [yi | si = s+∆s]

But this would be the wrong quantity, since conditioning
on the factsi = s+∆s is different from conditioning on
si = s (the corresponding distributions ofx and hence
y(x,s) are different), and thus the above difference does
not measure what would happen to the average person if
the exposure suffered by that person increased by∆s.

Nearest Neighbor Matching. The essence of nearest
neighbor matching is that we can approximate the equa-
tion 2 by the following one.

∆y(∆s) =Ei,i′ [yi −yi′ |si −si′ = ∆s,x ≈ x′] (3)
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wherex≈ x′ denotes thatx andx′ are approximately sim-
ilar, instead of being exactly same. The variants of this
definition of approximate similarity define the different
variants of the nearest neighbor matching algorithm.

Suppose we have a particular matching function, in
which, for each given useri = (xi ,si ,yi), we can find
out a set of usersNi such that for eachj ∈ N(i) satisfies
x j ≈ xi . Further define1(X) to be the indicator vector for
the eventX, in particular let1(s,s′) denote the indicator
vector such that|s−s′|= ∆s. If there aren users overall,
our empirical estimator for the quantity in equation 3 is
then given by

n(i,∆s) = ∑
i

∑
j∈N(i)

1(si ,sj)

∆y(∆s) =
1
n ∑

i

1
n(i,∆s) ∑

j∈N(i)

1(si ,sj)(yi −y j)

Essentially, in each neighborhoodN(i), we compute the
average effect due to an increase of∆sexposure and then
average these effects over all the points to get the average
effect.

3 Data, Features and Matching for Spam

In this section we describe how to apply the above match-
ing technique for the spam exposure case study. We start
with a summary of our overall method. In order to mea-
sure how engagement is affected by spam exposure we
first need to specify how to measureuser engagement
andspam exposurefor a user. We then describehow to
create matchingsbetween users based on user behavior
features.

3.1 Technique Summary

In order to measure the effect of spam exposure on user
engagement we first create a set of behavioral features
per user for a 2 month period, called the “matching pe-
riod.” These features are then used to create matchings
between users. We then observe the spam exposure of
these users on the exposure month (month 3) immedi-
ately following the matching period. Due to random vari-
ation in spam, the two users in a match are often exposed
to different amounts of spam(∆s). We then examine how
∆s impacts behavior in the observation period immedi-
ately following the exposure month. We look at differ-
ence in engagement for both the short-run (only month
4) and long-run (months 5-6), while controlling for how
these differences persisted within the pair (e.g. higher
month 3 spam likely means higher month 4 spam; in es-
timating month 4 engagement, we will control for this
difference).

The attribution of causality depends on the assumption
that within each pair of users, month 3 spam exposure is
random. This is known as the “selection on observables”
assumption. In general, spam exposure is correlated with
user activity. Using your account more actively tends to
get the email address “out there” more, making exposure
to spam non-random. For example, in a cross-section of
users, light users tend to get less spam than heavy users.
This is precisely the reason we need to use the matching
methodology to estimate causal effects (and overcome
spurious correlation). In our case, we match on both the
level and linear trend of usage. So the identifying as-
sumption stated more precisely is: conditional upon the
level and trend of usage (on all 14 matching criteria) over
two months, the spam exposure difference between users
within a pair in the following month is related to future
usage in only the following ways (a) the direct impact of
past spam exposure; (b) the indirect impact of past spam
exposure (higher spam today, might mean higher spam
tomorrow, which we must control for).

3.2 Data Description and Matching At-
tributes

Our data comes from the Yahoo! Mail logs of user activ-
ity.1 To ensure accurate results, we first cleaned the data
of accounts that were potentially corrupted by phishing
attempts or spambots. We dropped any user who showed
a change in more than 4 sent messages a day (in average)
between the matching months (months 1-2) and the tar-
get months. This number was chosen based on an anal-
ysis of the distribution to determine what qualified as an
improbable outlier. We also dropped a pair of users that
had a Euclidean match distance of greater than 0.1 to en-
sure that we were always very close matches. Finally, we
dropped all users that showed near zero mail page views
in the matching month(s) and outliers (+3 standard de-
viations). The former is to increase the strength of our
estimator, as it is unreasonable to assume spam impacted
a user that never logged in, the latter to reduce the influ-
ence of high leverage anomalies.

After performing all the cleaning operations, we took
a large random sample of 500,000 users for 6 months,
and generated the following features per user per day:
all inbound mail, classified spam, total sent mail, com-
posed mail, replies, forwards, mail time spent, all page
views on Yahoo! site, all time spent on Yahoo! site, delete
without reading (messages that are removed from the in-
box without reading), deletes, spam votes and non-spam

1Note that this is purely observational data, no active experimen-
tation or bucket-testing was involved. Furthermore, we use only be-
havioral statistics aggregated at the anonymized user level. Thus there
are no privacy issues related to email content, or the graph ofuser-user
communication.
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votes.
To ensure that the matching generated very similar

users, we used all the 14 features over 2 months to com-
pute nearest neighbors. In addition, we also ensured that
the matched user accounts were registered in the same
year. We performed the matching process over the en-
tire mail sample, thus enabling a small enough distance
threshold. As a result of the matching, we end up with
486,102 matched pairs (one user could be considered in
multiple pairs, and not user-user pairs qualify for match-
ing, as we see below). Using the first two months of data
for the matching period ensures that each pair of users
had the same level of usage and the same (first order lin-
ear) trend.

3.3 Metrics for User Engagement

Yahoo! Mail users interact with the web user interface
in a variety of ways. Users can login into the interface
and just glance at the list of emails in the various folders
(“boxes”), can click on individual emails to open them
in a separate panel for reading or delete it without read-
ing. Other email related actions that are instrumented in-
clude replying to individual emails, or forwarding them,
composing new emails and marking emails as spam or
non-spam. Each of these actions represents a different
kind of engagement, and naturally certain forms of en-
gagement are more significant than the others. From a
short-run revenue calculation perspective, the page view
is the primary quantity of interest, as page views can be
easily converted to a dollar figure based on the advertis-
ing monetization rate. But not all page views are created
equal. For example, we have found that the number of
sent mails (and resulting pageviews) is a more reliable
predictor of future engagement than the pageviews re-
sulting from simply reading mail or reloading one’s in-
box. The reason is likely that sending mail both leads
to more mail in response and signals that the user is us-
ing the account as her primary email. We thus look at a
variety of such metrics to measure engagement.

3.4 Quantifying Spam Exposure

Yet another critical point in our study is how to quantify
the spam exposure of a user. Typically, the spam that a
user has been exposed to lands in her inbox does so pre-
cisely because the filters have been unable to recognize
it as spam. Consequently, this number is hard to mea-
sure for a user. We could rely on the “spam votes” of a
user a proxy for this quantity, but it is well known that
very few users give any votes. In fact, the average Ya-
hoo! Mail user gives less than one vote in an entire year,
whereas some users are extremely proactive in marking
emails as spam. To complicate matters, even spammers

and bot accounts give spam-votes, aiming to subvert the
machine-learned filters by providing false examples.

The strategy available to us is to use the number of
inbound emails classified by the Yahoo! filter as a mea-
sure of the spam targeted towards the user and infer “in-
box exposure” from this classified spam. Of all deliv-
ered mail (not blocked before connection), more than
half is classified as spam and sent to the spambox. The
false negative rate relates the spambox quantity to im-
plied inbox-exposure. For example, if the false negative
rate is 0.10, then for every 9 messages in the spambox,
we expect 1 piece of spam to slip into the inbox. For
the empirical analysis, we estimate the false negative rate
and use it to infer inbox-exposure, which we will use in
all our analysis. Due to confidentiality concerns of Ya-
hoo Inc., we cannot report the exact estimates of the false
negative rate, but will describe the process through which
we model and infer it.

Estimating the False Negative Rate:We estimate the
false negative rate in two ways. First, we utilize daily
usage logs of users over a 6 month period. Note that if
the false negative rate were 0, then conditional on past
behavior, daily spam box quantity should be unrelated to
inbox quantity, because there is no slippage. In contrast
if the rate is non-zero, increases in the spambox will be
positively correlated with increases in the inbox. We es-
timate this relationship using a regression of inbox quan-
tity on spambox quantity and lagged values of both quan-
tities, all on the daily level. This gives us an estimate, lets
call it FN.

To confirm this estimate, we examine how spambox
levels correlate with “delete without reading” in the in-
box. “Delete without reading” is a strong sign of spam,
but many legitimate mails are deleted without reading as
well. In fact 53% of all inbox messages are deleted in this
fashion. If the false negative rate was 0, then there should
not be a relationship between spambox and delete with-
out reading, conditional on inbox volume (inbox volume
and spambox volume could be related, so we control
for this). We estimate the empirical relationship using
a time-series regression and find that 1 message in the
spam box leads to.8FN deletes without reading. That is,
very close to our initial estimate of the false negative rate
using the other methodology and consistent with the idea
that not all users simply delete spam, but most do. Given
the mutual consistency of both approaches, we proceed
with our estimate of the false negative rate in all analysis.

Maintained Assumptions on the False Negative Rate:
The assumption of a constant false negative rate might
seem too strong when we consider the fact that users
have different propensities to sign-up for email mailing
lists. In our analysis, however, the individual variations
are less important for following reasons. First, we only
use this estimate to normalize in the aggregate sense —
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obtaining the aggregate inbox-spam in terms of the clas-
sified spam. Thus, in our case, all we require is that
within a pair of users, there are no systematic differ-
ences in false negative rate; this is essentially assured by
our bi-directional matching procedure. When examining
the differential impact of large increases in exposure vs.
small increases (non-linearities), the assumption requires
that when a user experiences a large increase in spam,
the classification rate stays the same. Indeed, given how
machine classification benefits from large quantities, one
might think that large quantities of spam are classified
with less error. We will see that we actually find an in-
creasing marginal impact of exposure, meaning that ei-
ther this is not an issue, or the real pattern is even more
convex.

The area that is most hampered by the constant false
negative rate assumption is the analysis of user charac-
teristics. For instance, if Yahoo! does a better job of
classifying spam for older users, then we will overstate
the inbox-exposure for these users. In the results section,
we note these concerns where applicable.

3.5 Creating the Matching

In this section, we describe the method of nearest neigh-
bor matching that we used. The basic framework is to
match users who are very similar to each other in the
matching period, and then analyze how their behaviors
differ in subsequent time periods. We first discuss how
to create the neighborhood setN(i) for each user.

Using kNN for Matching: In order to define the match-
ing, we use two criteria to define the neighborhoodsN(i)
— a distance based threshold and ak-nearest neighbor
based threshold. The distance between the vectors is
measured inℓ2 norm. We have a distance thresholdd
that we use to filter our pairs that do not lie withind dis-
tance of each other. On top of this, we apply ak-nearest
neighbor based threshold – each pointi contains no more
thank of its nearest neighbors inN(i). This ensures that
a dense region of thex manifold is not over-represented
in our estimate.

Using Bi-directional Matching: To avoid bias, we only
use bi-directional matches. What this means is that dyad
i– j is only included in the analysis ifi is j ’s nearest
neighbor andj is also i’s nearest neighbor. The near-
est neighbor property is not generally bi-directional (i’s
nearest neighbor might bej, but there is a node closer
to j, sayr, that is further fromi). The most important
reason we include only bi-directional pairs is that it en-
sures that in the exposure period, the average difference
within a pair of users is 0 for all attributes we match on,
by construction, because the labeling of users within the
pair is purely nominal. In our estimation, this means that
we can reliably link differences in spam exposure within

the pair to differences in engagement, knowing that there
is no other reasons for a systematic difference.

An additional reason is that it naturally eliminates a
known issue with matching or propensity score estima-
tors that occurs when relatively few users are the “unex-
posed match” to relatively many exposed users. For in-
stance, consider a job training analysis in which we pre-
dict the probability (propensity score) of receiving train-
ing. PSM matches a pair in which one person actually re-
ceived training and one did not, but had similar predicted
probabilities of receiving training. By construction, there
are relatively few individuals who have a high predicted
probability of receiving training but in reality do not re-
ceive it. This means that these people are the “controls”
for a relatively large number of treated individuals, thus
increasing the impact of their behavior on observed es-
timates. In our routine, we get around this problem by
only using bi-directional matches. In our case, the prob-
lem that would arise is that some users in the less dense
portion of the kNN graph match to users in a denser por-
tion. These users in the less dense portion might be dif-
ferent in ways that induce bias (for instance if they are
always slightly more engaged).

Using Locality Sensitive Hashing: Computing the
matching efficiently for a large number of data points and
a moderately large number of dimensions is a non-trivial
task. In order to compute this, we utilize the locality sen-
sitive hashing technique [2]. Essentially, the idea is to
compute a hash functionh such that the probability of
two points falling into the same hash bucket is inversely
proportional to the distance between them.

Pr[h(i) 6= h( j)] ∝ ‖xi −x j‖

We first bucket all points using this hash function and
then do an exhaustive search inside each bucket to find
the k-nearest neighbors for each point that fall within
the distance threshold. We tune our LSH construction
such that with high probability we get all neighbors for
all points within the distance threshold.

4 Empirical Results

In this section we present the results of our empirical ap-
plication. We start by linearly modeling the short-run (1-
month in the future) impact of spam exposure on the var-
ious metrics of webmail engagement. We then examine
the effect more closely using a flexible non-linear model.
Next, we examine how mail spam impacts non-mail us-
age of properties on the Yahoo! network of sites (conta-
gion effects). We then proceed to estimate the medium-
run (2–3 months) impact of spam exposure on future en-
gagement. Finally we examine how user characteristics
modulate the impact of spam.

7



4.1 Short-run Impact of Spam on Mail En-
gagement

Estimating Equation: In this subsection, we look at the
impact of month 3 spam on month 4 engagement. Recall
month 3 is our first post-match month, and thus the first
time spam exposure will meaningfully vary within a pair
of users. In our baseline specification, for each pair of
usersi, we estimate the following equation with robust
ordinary least squares. Lety equal the engagement met-
ric we are interested in (page views, sent mail, etc) and
s the number of spam messages that reach an user’s in-
box. Let the months be denoted by 1,2.. etc. Let∆yit ,
∆sit denote the differences in the engagement and the ex-
posure metric for theith user-pair for thetth month. Re-
call that months 1 and 2 were used to find matching users
(thus, the average∆yit ,∆sit values are essentially zero for
t = 1,2). We run the following regression to estimate the
relation between∆yi,4 and∆si,3.

∆yi,4 = β∆si,3+ρyi,4+ γ1∆yi,3+ γ2∆si,4

+ γ3∆s2
i,4+ γ4∆s3

i,4+ εi

This specification controls for month 4 spam exposure
using a cubic polynomial and includes a lagged value of
the dependent variable, to control for the contempora-
neous impact of spam last month and activity bias (see
[25]). β is the quantity of interest, as it gives the first
order impact of spam exposure on engagement 1 month
in the future. Table 1 gives the estimates ofβ for the our
key engagement metrics.

Absolute Impact: As the results in Table 1 show, across
all metrics, the relationship between exposure and en-
gagement is consistent with the hypothesis that spam ex-
posure discourages usage. That spam has a negative im-
pact is perhaps obvious; however Table 1 gives a quanti-
tative estimates for all metrics, not just the sign of the
effect. In Column (1), we see that the impact of one
spam message in the inbox reduces mail page views next
month by 0.472 pageviews. For a webmail provider,
page views are the primary metric to gage the revenue
impact, as they can be converted to dollars based on the
ad revenue from each page view. The R-squared numbers
show that these regressors account typically account for
10% of the variation in the dependent variable.

However page views do not tell the whole story, as
other metrics, such as sent mail, are thought to be bet-
ter long-term predictors of engagement. In column (2),
we estimate that a spam message in the inbox reduces
webmail time spent next month by 24 seconds. Column
3 shows that about 1/4 of the page view impact comes
through reading fewer messages. Column (4) shows
sent mail impact. Sent mail includes composed emails
(written from scratch), replies and forwards. Overall,
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Figure 1: Differential impact of spam exposure magni-
tude on sent mail and mail page views.

users send much less mail than they receive or read,
as mass/automated emails are a large fraction of legiti-
mate email traffic as well. The impact on sent mail is
negative with most of the impact coming through com-
posed messages. This makes sense from a disengage-
ment/frustration perspective. One still replies to emails,
but perhaps looks for other communication outlets to
send new messages if the account is inundated with
spam. In Column 8, we see that spam leads to fewer
session logins as well.

Impact as Percentage of Baseline Usage:In Figure 1,
we show the relative size of the impact on each of the
engagement metrics. We create this by converting the
impact of 1 spam message in the inbox last month, esti-
mated in Table 1, to percentages as a function of the aver-
ages for each metric in the matching months. The largest
percentage impact occurs for composed messages, con-
sistent with the story that this sort voluntary user engage-
ment is the most susceptible to a negative experience.
The percentage impact on composed emails is more than
twice as large as the impact on replies and forwards.
Monthly “consumption” metrics, views, time spent and
reads, show between a 0.5–1% decline as a result of a
spam message in the inbox. Logins show the lowest rel-
ative impact — although users engage less heavily after
spam exposure, in general they still login to the webmail
client with close to the same frequency.

4.2 Differential Impact by Exposure
Change Size

In the previous section we modeled the impact of spam
exposure as a linear function. This was mainly to facil-
itate interpretation and comparisons across engagement

8



Exposure Metric
(1) (2) (3) (4) (5) (6) (7) (8)

Page Views Time Reads Sent Composed Reply Fwd Login

∆st−1 (β ) -0.472*** -24.20*** -0.108*** -0.0305*** -0.0251*** -0.0 0326*** -0.00104*** -0.0572***
(0.0236) (1.614) (0.0250) (0.00289) (0.00234) (0.000912)(0.000228) (0.010)

∆yt−1 0.414*** 0.483*** 0.113*** 0.402*** 0.335*** 0.509*** 0.2 61*** 0.74***
(0.00703) (0.0185) (0.0263) (0.0741) 0.0923) (0.0341) (0.0140) (.0001)

R-squared 0.162 0.177 0.10 0.089 0.065 0.123 0.048

Table 1: Impact of spam exposure on engagement 1-month in thefuture. Robust standard errors are in parentheses
and *** means p-value< 0.01.

metrics. In this subsection we examine how the impact
of the change in spam exposure depends on themagni-
tudeof the change. To do so, we make use of the Frisch-
Waugh theorem from linear regression [15]. We first
regress the exposure metric on the control variables (the
variables other than past spam difference) and then take
the residual. We then regress the independent variable of
interest, last month’s spam exposure, on the control vari-
ables, and take the residual. The relationship between the
residuals of the dependent variable (engagement metrics)
and the residuals of the independent variable (last month
spam exposure) gives the relationship between these two
variables, net of the impact of the control variables.

Non-linear Impact on Sent Mail, Logins and Mail
Page Views:In Figure 2 we plot the relationship using a
local polynomial smoother (Epanechnikov kernel, band-
width=10) for three key engagement metrics: sent mail
(left axis), mail logins (left axis) and mail page views
(right axis). All three metrics display the same pattern.
The y-intercept at zero is almost exactly zero for all met-
rics, which is comforting, because it means that we (cor-
rectly) estimate that if a pair has no exposure difference,
there is not an engagement difference. This can be seen
as a confirmation of the validity of our matching pro-
cedure (we also do this via simulation runs in the fol-
lowing section). The slope close to zero is negative, but
significantly less than the slope for large differences in
exposure — relatively small changes in exposure tend to
discourage engagement, but the impact is muted. For all
metrics, at about 15 spam messages in the inbox in a one-
month period, the negative impact shows a sharp increase
(gets more negative). For sent emails and logins, this
slope increase levels off near 25 spam messages, but for
mail page views, the steep slope persists over all ranges
of values for which we have sufficient data.

Key Takeaways: The differential impact in Figure 2
gives insight into how spam negatively impacts the user
experience. Note that the x-axis in Figure 2 is the ab-
solute difference in number of spam received by the two
users in a pair over 1 month. Small changes in spam
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Figure 2: Differential impact of spam exposure magni-
tude on sent mail and mail page views.

exposure has a muted impact on the user, whereas large
changes have a much more pronounced effect. When the
increase in spam exposure reaches the level of once ev-
ery other day, the marginal impact ticks up considerably.
This disengagement is likely the result of a disruption of
the user experience. Since small changes are less disrup-
tive, the marginal effect is lower. One possible conclu-
sion to draw from this nonlinear trend is the following:
it is likely more worthwhile to make a relatively large
investment for a big increase in filtration accuracy (and
thus obtain a super-linear improvement in engagement),
rather than pay a relatively modest sum for an incremen-
tal improvement.

4.3 Contagion effects

So far we have documented a negative impact of mail
spam on many facets of webmail engagement provided
a quantitative estimates the magnitudes. The next nat-
ural question is “Does exposure to online abuse in
one domain carry over to engagement in a firm’s other
web properties?” These so-called “contagion effects” or
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Aggregate Effect Controlling for Mail
(1) (2) (3) (4)

Non-mail Non-mail Non-mail Non-mail
Page Views Time Spent Page Views Time Spent

Contagion -0.064** -4.33*** -0.0176 -1.470
effect,∆st−1 (0.03) (0.03) (1.72) (1.71)
∆ Mail 0.117***
page viewst (0.003)
∆ Mail 0.136***
time spentt (0.006)
∆yt−1 0.639*** 0.640*** 0.711*** 0.703***

(0.028) (0.027) (0.055) (0.056)
R-squared 0.253 0.214 0.265 0.226

Table 2: Contagion effects of mail spam on other net-
work activities. p<0.01: ***, p<0.05: **.

“brand damage effects” are often used as justification
for investment in anti-abuse technology. Our empirical
framework allows us to examine this question by look-
ing at engagement across the Yahoo! network of sites.

Contagion Estimates: In Table 2 we estimate the im-
pact of Yahoo! Mail spam on page views and time spent
occurring on other parts of Yahoo!. In columns (1) and
(2), we do not control for the contemporaneous impact
on mail activity – this is why there are empty spaces
for these regressors. The estimated contagion effects in
this case are negative and statistically significant coming
in around 17% (13%) of the direct effect magnitude for
time-spent (resp. pageviews), as given in Table 1. In
evaluating the revenue impact of a proposed change in
the spam filter, these spillover effects should indeed be
taken into account. However, to qualify as a pure conta-
gion effect, we would want to be sure they are not me-
chanically due to lower Yahoo! Mail engagement. The
reason is that Yahoo! Mail uses various techniques to get
the user to engage with the rest of the Yahoo! network.
For example, news stories are shown in the “welcome
screen” and there is a web search bar. In column (3) and
(4), we control for contemporanous Yahoo! mail usage.
Controlling for mail usage reduces the estimated impact
of spam exposure by 80% – the remaining figures are
no longer statistically significant. The conclusion is that
while there measurable spillover effects, the direct cause
seems to be lower mail engagement itself. Since mail use
creates positive spillovers on the rest of the site, lowering
mail engagement has a more than 1:1 effect on engage-
ment. Once we control for this effect, nearly all of the
supposed contagion effects go away.

Key Takeaways:Our conclusion is thus that while in the
short term there are economically meaningful spillovers
of mail spam on the non-mail network activity, the
spillovers do not seem to be driven purely by contagion
or brand-damage reasons. Rather, they seems to be more
mechanically linked to the decreased mail engagement.
This is not to say that contagion effects to do not exist,
just that in this case they are swamped by the direct neg-

ative impact. Our careful analysis allows us to separate
these subtle differences.

4.4 Medium-run impact
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Figure 3: Direct impact of spam on future behavior 1–3
months post-exposure.

In this subsection we examine the impact of spam ex-
posure on engagement up to 3 months in the future. In
Figure 3 we plot the impact coefficient of spam exposure
on sent mail, composed messages and read messages for
the range of 1 to 3 months in the past. The estimates
use the same specification as Table 1. The regressions
control for any short-run impacts that have already oc-
curred. For instance, in estimating the 3-month impact
(impact of spam 3 months ago), we control for the im-
mediate change in behavior this had (the short-run ef-
fect) by including lagged dependent variables in the re-
gression. What this means is we are estimating the direct
impact. For example, if the 2-month effect is estimated
to be zero, say, this does not mean the effect goes away, it
only means that there is noadditionaleffect as compared
to the 1-month impact.

Engagement Estimates: Examining Figure 3 a few
trends are immediately clear. The first is that the ef-
fect decays over time. For sent mail and composed mail,
the negative impact occurs entirely in the first month fol-
lowing exposure. Recall that percentage-wise, these two
metrics saw the largest short-run declines. Evidently part
of the reason for this is that the total impact is felt in
the first month following exposure. The graph also con-
firms the analysis of the previous section that the impact
on sent mail occurs primarily through composed mes-
sages, not replies or forwards. For reading messages, the
decline is less steep as there is still significant impact 3-
months out. We thus conclude that while spam can have a
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(1) (2) (3)
Page Views Sent Mail Reads

1{Male}=1 -0.0037 -0.00015 -0.0065***
(0.0029) (0.0003) (0.0020)

1{New user}=1 -0.0107 -9.63e-06 -0.0014
(0.0076) (0.0006) (0.0053)

1{Light}=1 0.0036 -0.0006** 0.0011
(0.0029) (0.0003) (0.0020)

1{Heavy}=1 -0.0027 -0.0005 -0.0013
(0.0038) (0.0003) (0.0027)

1{User<30}=1 -0.00194 0.00123*** 0.0106***
(0.0030) (0.0003) (0.0020)

1{User>50}=1 -0.0090* 0.0009* -0.0043
(0.0051) (0.0005) (0.0035)

1{High baseline -0.0568 -0.0007 0.0605**
exposure}=1 (0.0410) (0.00369) (0.0286)
R-squared 0.162 0.089 0.010

Table 3: Differential impact of spam exposure by user
characteristics. p<0.01: ***, p<0.05: **, p<0.1: *.

direct impact on behavior up to 3-months down the road,
this is not the case for “volitional” categories in which
the initial impact is large, such as sent/composed mail.

4.5 Breakdown by user characteristics

In this subsection we augment the regression specifica-
tion used in Table 1 by interacting dummy variables for
user characteristics with spam exposure. The interaction
terms give the differential impact of spam based on the
characteristic in question. The results are summarized in
Table 3. All of the characteristics except gender and user
age (self-reported age of the user) were used in matching.
For the two measures that were not used in matching, the
indicator variable only equals 1 if both users fall under
the designation. For example, the variable 1{User<30}
is defined as 1 if both users are under the age of 30. High
baseline exposure is defined as being in the top 1/3 of
spam exposure in the matching months. Light users are
those that had page views in the bottom third during the
matching months, heavy is top third. All other variables
are self-explanatory.

Sent Mail and Page Views:We see that for sent mail
and page views, user characteristics do not appear to pre-
dict the response to spam. However, the fact that heavy
users do not show a higherabsoluteimpact of spam ex-
posure, means that percentage-wise, light users are the
most adversely affected. Spam exposure is likely an im-
portant feature in retention, as it is known that decreased
usage among light users is an important predictor of quit-
ting.

Reading Messages:For reading messages, we find that

the impact is significantly larger for males (more nega-
tive) and smaller for young (in calendar age) users. Users
with higher baseline spam exposure respond slightly less
to changes in spam exposure, however as we noted, this
analysis is tenuous because we assume that spam classi-
fication accuracy is not a function of past exposure, when
in reality it might be, due to user votes, for instance.

Takeaways: Overall we do not see major difference in
the impact of spam based on user characteristics. The
most notable result is that the percentage impact is high-
est for light users.

5 Related Work

There are two broad classes of existing works related to
our research. On the methodology side, our work is re-
lated to the traditional causality methods literature. On
the application side, our work is related to those quanti-
fying the impact of spam. While we cannot cover every
work here, we will mention some key works from each
side in order to put our paper in context.

Estimating Causality: The study of causality has been
an active area for many years. In particular, our work
is developed within the framework of causal models de-
veloped by Rubin in early 1970s [36]. Our method
of matching users by covariates or features is based
on the theory developed in [36, 37]. The major steps
that distinguish us from this work are the combined use
of the matching and the regression to adapt this tech-
nique to the continuous setting, the use of criterion such
as nearest neighbor matching, bi-directional matching,
and locality sensitive hashing to speed up the compu-
tation. The propensity score matching method (PSM)
uses the propensity score (predicted probability of ex-
posure) to match users instead of actual covariates, and
was first proposed in [35] and many follow-up works,
nicely surveyed in [8], have proposed different refine-
ments under the framework of the PSM. Besides PSM,
other alternative ways to do such matching such as in-
verse propensity weighting [19, 20] and doubly robust
estimation [18, 26] are also popular. As we mentioned
earlier, all these works usually require that treatment and
untreated/unexposed (control) groups be clearly identi-
fied. Thus, it is not directly applicable in our spam study
as discussed earlier in Section 2.

Causal effects have been studied in many application
scenarios, especially on the Web [9, 38]. For example,
[9] applied several PSM to study the effect of online ads.
To the best of our knowledge, there is no previous study
on the causality effect of email spam on user engage-
ment.

Impact of Email Spam: As discussed before, email
spam has become a critical problem, being also related to
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various online nefarious activities [28] such as phishing,
scamming and spreading malware. Our paper is related
to recent works that try to quantify the impact of spam
from the economic side. For example, [22] conducted a
study to quantify the conversion rate of the spam in order
to understand how much spammers earned off bulk email
distribution. The focus was thus the economics of the
spam campaigns, rather than the user level metrics. [42]
studied how much inconvenience of users is caused by
the spam mails, by measuring the user’s “willingness to
pay” to remain unaffected by spam. [7] studied the cost
of spam and the cost saved by spam filtering. The goal
of all these papers is to quantify the cost from an orga-
nization’s point of view, and their main metric is amount
of working time spent in dealing with spam. Our aim
was instead to measure the effect on the user engagement
metrics from the economic perspective of the email ser-
vice provider. Since the email service provider is the the
key entity that invests in anti-spam technology, we feel
this is a useful perspective to adopt.

Studying the impact of spam on users is part of a
broader trend trying to characterize the economic incen-
tives each of the stakeholders has in combating spam.
Understanding the underground economy is the coun-
terpart of what we are doing here. As mentioned be-
fore, researchers have concentrated on individual parts of
this economy—the supply chain [22, 23], the labor mar-
ket [31, 30] and malware distribution [6]. We consider
our work as complementary to this thread, shedding light
onto the ESP-centric part of the economic cycle.

6 Discussion and Summary

In this paper we described a large scale match-
ing method, along with the corresponding regression
method, in order to infer causal effects from observa-
tional data, specifically applicable in the case when the
exposure variable is continuous. In situations where ex-
posure is not a decision of the user but is correlated with
engagement metrics, observational methods run into the
correlation without causation problem. The gold stan-
dard to measure causality of course is a randomized ex-
periment, but they are often too risky from a revenue
or brand management perspective (the negative impact
might outweigh the knowledge gains), unethical (involve
exposing users to bad outcomes) or not ideal because the
underlying behavior requires large changes in the inde-
pendent variable of interest to measure a behavioral re-
sponse. Mail spam runs afoul of all these requirements of
A/B testing and is inherently interesting to study, given
how pervasive it is in email-based communication.

We provide quantitative estimates that show that the
impact of spam in the inbox can have serious revenue im-
plications and can contribute to a large percentage drop

in user engagement. The effect is largest for more volun-
tary user activities such as sending and especially com-
posing emails. The function mapping spam changes to
engagement appears to be convex, with the marginal im-
pact increasing with the size of the exposure change.
We carefully looked for contagion effects and found that
while there are meaningful spillovers (reduced engage-
ment across the Yahoo! site) the spillovers can be me-
chanically linked to decreased webmail activity so are
thus not pure “brand-loss” effects, even though they are
still relevant in evaluating the revenue impact. User char-
acteristics are not particularly informative in predicting
the response to spam; the most notable result is that light
users are equally affected in absolute terms by a piece
of spam in the inbox, meaning that percentage-wise the
impact is far greater for these users.

Our result shows why it is important to quantitatively
estimate a behavior even when the sign of the impact is
“obvious.” Merely documenting that mail spam has neg-
ative impact on engagement would not be particularly in-
formative, but pinning the magnitude of the impact and
the channels through which it operates can help the firm
make investment decisions in filtration technology and
optimize the user-interface to mitigate the effects. We be-
lieve the method can be fruitfully applied to other forms
of abuse, such as abusive user-generated content, and
other online experiences, such as pop-up ads.
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7 Appendix: Comparison to Propensity
Score Matching via Simulations

There has also been much research into developing tech-
niques, e.g., covariate matching, bias reduction, propen-
sity score matching (PSM) [35, 20, 9], etc, which have
shown promising results in removing this bias in obser-
vational studies. In this section, we outline the basic
framework of propensity score matching and then dis-
cuss why the basic framework is unsuitable for us. We
then compare our proposed method, nearest neighbor
matching, with two variants of propensity score match-
ing model based on a simulation data set with ground
truth. Although our use of nearest neighbor matching
method was prompted by concerns e.g. continuous ex-
posure variable that make the naive PSM inapplicable,
nevertheless we want to test whether there exist variants
of PSM that are more adapted for our purposes. In or-
der to do such a test, we needed to simulate the actual
ground truth measure so that we can compare the effects
unearthed by each method to the ground truth. In what
follows, we first give an outline of PSM and then de-
scribe a variant we develop, stratified-PSM, that we com-
pare with the nearest neighbor matching technique that
we use. We then describe how we created the simulation
dataset and compared the different algorithms.

7.1 Propensity Score Matching

In this section, we first briefly explain the PSM method
of estimating effects before describing the modifications.
In the classical PSM model, we have clearly defined
treated and untreated (unexposed) groups—denote them
byU1 andU0 respectively. The goal is to study the effect
or outcomey on the treated users. For each useru, we
useyu(s= 1) or yu(s= 0) to represent the effect on user
u depending on whether the user is treated or remains un-
treated. Thus, we are interested in measuring the effect
of treatment as∆y = E[yu(s= 1)− yu(s= 0)|u ∈ U1].
However, a single useru can either be in the treated or
the untreated group, but not both. A naive estimator of

the above effect would thus be∆y = E[yu(s = 1)|u ∈
U1]−E[yu(s= 0)|u∈U0] – this faces the problem of se-
lection bias, since the populations inU1 andU0 are differ-
ent, and have different properties which can be correlated
with outcomey. The basic idea in PSM to overcome this
bias is to select one or more users in the control group
for each treated user, based on some pre-exposure fea-
turesxu. Under the condition of unfoundedness,

Pr(yu(s= 0)|xu,u∈U0) = Pr(yu(s= 0)|xu,u∈U1),

we have the following estimator

∆y= E[yu(s= 1)|u∈U1]−Ez∈U1[yu(s= 0)|u∈U0,xu = z],

wherez ∈ U1 meansz is a feature vector of a treated
user. To avoid matching on the whole feature vectorxu,
we can match on the one-dimensional propensity score
p(xu) which is the probability that a user with vectorxu
belongs to the treatment group. Then we have

∆y=E[yu(s=1)|u∈U1]−Ev∈p(U1)[yu(s= 0)|u∈U0, p(xu)= v],

wherev∈ p(U1) means thatv is a propensity score of a
treated user.

7.2 Unsuitability of PSM

As described above, the main aim in PSM is to try to
learn a consistent estimator ofp(x), the probability the
user has been exposed to a certain amount of spam, based
on the all the feature we have constructed. In our case,
we proceed differently due to a couple of reasons as
pointed out – the basic underpinning of propensity score
matching methods is being able to model the probabil-
ity that a particular user falls into the treatment group.
If the exposure variable is continuous, this assumption,
and hence the modeling falls apart. We instead have to
have a variant where we would have to create separate
models for each value of the exposure. Secondly, the
primary reason for propensity score matching is because
matching users becomes difficult if the activity vector is
high dimensional and the number of users is small – this
is not the case for us: we have tens of features and we
have over a million users; and we are able to find close
matches. Lastly, being able to create a model that is a
consistent estimator ofp(x) is very important, else we
could be subject to un-intended biases that arise from this
modeling.

In the presence of these issues, the commonly used
ways of applying propensity score matching (PSM) does
not apply to us. In the next subsection we describe a vari-
ant of PSM, where we stratify the dataset into multiple
exposure levels and solve a PSM for each level.
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PAIR PSM1 PSM2 PSM2-W
1.579 3.376 4.578 5.878

Table 4: The L1 difference from the ground-truth. The
smaller the value the better.

7.3 Variants of PSM for continuous expo-
sure

In our problem, we care about the effect on engagement
difference∆y if the spam fraction increases by∆s. To
adapt PSM in our setting, we start out by first grouping
users by discretizing their spam fraction values. Given
a set of userU and their spam fraction range[a,b], we
have the following two ways of grouping users:

• Equal-depth grouping. In this method, we order
all the users based on their spam fraction values in-
creasingly. We then split the order list equally into
m segments. In this method, each group has the
same number of users.

• Equal-width grouping. In this method, we cut the
spam fraction[a,b] equally intom segments, each
with a width of (b− a)/m. Users are grouped ac-
cordingly. In this method, each group can have dif-
ferent number of users.

Given a grouping method, for each pair of user segments,
we use the segment with the lower spam fraction as the
treated group and the one with the higher spam fraction
as the control group – we compute∆s, the difference of
the spam fraction between these two groups, as the dif-
ference of the average over the users in the two groups.
We can then use a PSM model to compute the effect∆y.
At the end, we will have a set of(∆s,∆y) pairs.

To get the estimation function between the effect dif-
ference and spam fraction difference, we use the local re-
gression method [11] to fit a curve on the set of(∆s,∆y)
pairs. We use PSM1 to denote Equal-depth grouping and
PSM2 to denote Equal-width grouping. Please note that
we have the same number of users for each(∆s,∆y) in
PSM1 but we have different numbers of users for PSM2.
Thus for PSM2, we have a weighed version PSM2-W by
weighing each point proportional the number of users in
the treatment group before fitting the curve.

7.4 Simulation Results

To test the validity of our method by comparing it against
ground truth, as well as to compare different variants of
PSM with our method, we generate a simulation data
with ground truth by the following procedure: we sub-
sample 50K users from the mail-spam data that described
in Section 4. For each user, we only kept 8 matching fea-
tures – the mail pageviews, the incoming mail, incoming
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Figure 4: Comparison of our method PAIR and the vari-
ants of PSM methods.

spam, the outgoing mails for two months. The spam-
fraction in exposure month is the exposure variable, and
the mail page-views in the post-exposure month is the
effect variable. Because we want to generate the ground
truth effect as close to the real effect as possible, we then
learnt a gradient boosted decision tree model that tries to
fit the effect variable in terms of the matching features
and the exposure variable. This model that we learnt
of user behavior was then used to create the new val-
ues of the effect variable for each user – as the user-set
was sub-sampled, we strengthened the impact of expo-
sure on the mail-pageviews by adding in another compo-
nent to the model – this was a log-normally distributed
random variable whose expectation depends on the loga-
rithm of the difference of the spam exposure of this user
from the mean spam exposure of all users: this changed
each predicted effect value by around 10%. This aggre-
gated model was then used to generate the new data, and
also to create the ground truth curve for each value of∆s
by predicting the new effect and then averaging over all
user with the same matching features.

We show the comparison results in Figure 4. For PSM
methods, we set the number of user groupsm= 20. (We
tried different values form and found the results are
not very sensitive.) For our method, we obtain 1.17M
pairs after our nearest neighbor matching and filtering
steps. Each pair gives us a(∆y,∆s) point and we use
the same local regression method [11] to get a fitted
curve. In Figure 4, we show the ground truth curve
for ∆y(∆s), as well as the estimated curves for every
method. Each of the estimates does capture the negative
correlation between∆s and∆y. But, the estimates pro-
duced by the PSM methods are certainly worse than the
one created by the nearest neighbor matching method.
This is measured quantitatively by the L1 difference be-
tween the each estimated curve with the ground truth
one – which we compute using 20 sampled points of
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∆s= {0.005,0.01, · · · ,0.095,0.1}. The L1 differences
are shown in Table 4. One of the reasons of PSM per-
forming worse is that when∆sbecomes large, the result-
ing buckets have small number of users, and hence the
variance is high. This simulation provides evidence that
the matching method provides a reasonable set of esti-
mates to ground truth, and that it performs better than
some obvious variants of PSM, when dealing with con-
tinuous treatment values.
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