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ABSTRACT 
Analytic systems increasingly allow companies to draw inferences 
about users’ characteristics, yet users may not fully understand 
these systems due to their complex and often unintuitive nature. In 
this paper, we investigate inference literacy: the beliefs and 
misconceptions people have about how companies collect and 
make inferences from their data. We interviewed 21 non-student 
participants with a high school education, finding that few 
believed companies can make the type of deeply personal 
inferences that companies now routinely make through machine 
learning. Instead, most participant’s inference literacy beliefs 
clustered around one of two main concepts: one cluster believed 
companies make inferences about a person based largely on a 
priori stereotyping, using directly gathered demographic data; the 
other cluster believed that companies make inferences based on 
computer processing of online behavioral data, but often expected 
these inferences to be limited to straightforward intuitions. We 
also find evidence that cultural models related to income and 
ethnicity influence the assumptions that users make about their 
own role in the data economy. We share implications for research, 
design, and policy on tech savviness, digital inequality, and 
potential inference literacy interventions. 

1. INTRODUCTION 
The ways that companies gain insights from consumer data have 
changed drastically in the last few decades, and yet we know little 
about how the general public’s understanding has kept up with 
those changes. Many decisions that companies historically made 
through market research and coarse, demographic segmentation 
are now instead driven by statistical inferencing, through online 
data mining and machine learning. The ability to algorithmically 
process behavioral data and look for patterns across millions of 
users allows companies to infer characteristics that users may 
believe are difficult to guess or hidden online, such as their 
hobbies and likes [35], their age and ethnicity [30,51], and their 
personality and values [17,18]. These inferences are used in a 
wide range of everyday contexts, for example to offer 
personalized ads and product recommendations, or to offer 

differentiated pricing or employment opportunities [14,43]. 
Because algorithmic inferences can have economic and other far-
reaching consequences in people’s lives [14,43], it can be 
valuable for people to have an understanding of what can be 
inferred about them and how. However, the systems that generate 
these inferences are often complex and/or opaque. Recent 
research has emphasized the surprise that many users experience 
when learning about inferential systems [18,58,61], implying a 
gap likely exists between what people generally believe 
companies currently do with their data, and what the state-of-the-
art actually is. To date, though, research on digital literacy has 
focused on knowledge of data collection practices [5,44,57] but to 
our knowledge has not explored beliefs and misconceptions 
people hold about companies’ inferencing methods and 
capabilities. We argue for the inclusion of these beliefs as a 
subconstruct of digital literacy, and we introduce the term 
inference literacy to describe it.  

In this work, we share results from a qualitative study assessing 
the inference literacy of 21 US non-student adults with a high 
school degree but no post-secondary degree, the modal 
educational attainment in the US, comprising 49% of the adult US 
population [60]. Inspired by previous work on folk models 
[62,63], we explored beliefs and misconceptions, and found two 
distinct clusters within our sample. One cluster believed that 
online companies rely on now-outdated market research strategies 
that companies used decades ago [22], such as data collection 
through surveys rather than through tracking user behavior online. 
This cluster also interpreted inferential techniques used by 
companies as constituting stereotyping, and expressed worries 
about hackers and scammers. The other cluster believed that 
companies mine people’s online behavior to infer their 
preferences, using computer analytics to make intuitive 
predictions about users. Neither cluster had fully accurate beliefs, 
and both clusters had misconceptions that have important user 
experience implications. 

Further, we argue for the broadening of cross-cultural studies in 
usable privacy and security to explicitly include qualitative 
differences based on social class and ethnicity rather than just on 
national culture. Building on research that has examined folk 
models that people have about online phenomena at an individual 
[62] or national [28] level, we provide evidence within our high 
school-educated sample that users’ interpretation of the privacy 
ecosystem can vary substantially based on social class and 
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ethnicity. We link this to cognitive anthropology research on 
cultural models, the sets of assumptions that members of a group 
form over time based on shared experiences [11,23]. Cultural 
models about personal agency and choice, both of which might 
affect a person’s online privacy beliefs and behavior, vary 
between socioeconomic and ethnic groups [54,56,23]. In this 
work, we saw differences in the framing of privacy decisions as 
risks or choices as a function of participant income, relating to 
differences in cultural models of personal agency based on social 
class [54,56,23]. We also found that ethnic minority participants 
interpreted companies inferring their preferences based on their 
ethnicity as stereotyping, which we contextualize in terms of 
social psychology research on ethnic minority groups’ 
experiences with discrimination in consumer settings [15,34,50]. 
Our main contributions are: 

• We present a novel study of inference literacy, describing the 
beliefs and misconceptions that 21 US adults with a high 
school education hold about how companies make inferences 
from their online data. 

• We report and describe two clusters of beliefs that together 
describe 19 out of our 21 participants. These clusters link 
inference literacy to cultural models of agency and point to 
apparent digital inequalities based on socioeconomic factors, 
including income and ethnicity. 

• We argue for the redefinition of tech savviness and digital 
literacy to include inference literacy, as well as for cultural 
models based on social class and ethnicity to be included in 
future online privacy research.  

2. RELATED WORK 

2.1 Inferencing methods  
Our work explores users’ understanding of current inferencing 
methods commonly used by companies. Companies currently rely 
heavily on machine learning to make inferences about users, 
applying techniques such as supervised or unsupervised learning, 
reinforcement learning, deep learning, or neural networks to find 
complex patterns in behavioral data [2,4,41]. These methods are 
typically applied to datasets containing multiple streams of data 
aggregated from large groups of users in order to find correlations 
between variables of interest [6]. These techniques can uncover 
strong correlations, similar to those humans might intuitively 
guess when presented with frequently co-occurring behaviors; 
they can also uncover weaker, more unintuitive correlations that 
are only detectable by combining data from a large number of 
users. A key property of the relationships between variables that 
these techniques uncover is that they are generalizable to new 
users: learning how to predict variable A from variables B, C, and 
D based on a group of people who shared all of those variables 
enables the creation of a system that can infer variable A for 
people who have not shared it. For example, analyses of large 
datasets have led to systems that can infer a person’s gender based 
on their movie ratings [66], their religion from their search queries 
[7], their sexual preference from their social media likes [30], and 
their personality and values from their social media text [17,18]. 
A system’s confidence in inferring an unknown characteristic 
typically increases with the number of predictor variables 
available, but even a small number of data points can be used to 
make a better-than-random guess, e.g., [30].  

Despite the key role that machine learning systems play in the 
data economy, the workings of inferencing systems are often 
opaque, lacking transparency to users about what data they use or 
how they work. There are a few efforts that have studied users’ 
reactions to inferencing systems. [61] presented social media 
users with personality profiles that an inferential system 
automatically generated from their social media posts, and users’ 
reactions spanned from surprise at how accurate the profiles were, 
to creepiness and learned helplessness about whether they could 
decline to share them in different settings. In [58], the authors 
studied users’ reactions to online behavioral advertising and found 
that they felt it was both useful and scary at the same time. 
Kulesza and colleagues found that having the ability to correct an 
automatic recommender system does not in itself improve users’ 
mental models of the process by which the system makes 
inferences [31,32]. Instead, they saw participants’ confidence in 
unsound mental models increased over time unless they received a 
structured educational intervention prior to using the system [31]. 
In the current study, we assess people’s global beliefs about what 
data companies use in inferencing, what methods companies use 
to make inferences, and limitations of inferencing systems. 

2.2 Folk models of online privacy and 
security 
Several recent online privacy and security studies have explored 
folk models, sets of beliefs and misconceptions that non-experts 
have about a particular topic. Rather than assuming non-experts 
have zero knowledge, folk models acknowledge that people 
develop their own lay theories to explain ambiguous situations 
they encounter. The online privacy landscape is often ambiguous, 
leaving users to come up with their own incomplete explanations 
for phenomena like hackers and viruses [28,62]. Research on 
users’ understanding about online data collection and specific 
inferential systems has found non-experts often have 
consequential misunderstandings about the online landscape [26], 
including systems they commonly interact with such as 
autocomplete [48] or behavioral advertising [39,58]. We build on 
and extend this previous work by exploring folk models related to 
inferencing. 

Importantly, folk models are not independently produced. Social 
and cultural factors affect them as well. Informal stories and 
advice about privacy and security are commonly shared [49]. 
These informal sources of information may include out-of-date 
information, with some security advice that non-experts endorse 
being decades behind what experts recommend based on current 
threats [25]. This social aspect of folk models has been discussed 
in research in online privacy and security, but cultural influences 
are rarely discussed. Folk models of viruses and hackers do 
appear to differ cross-culturally [28,62], but neither study 
examined the relationship between culture and the different folk 
models evidenced in their samples. In the current study, we 
explore folk models of inference literacy through an explicitly 
cultural lens, examining the role of cultural models in shaping 
beliefs and attitudes about the data economy. 

2.3 Cultural models and technology 
Cultural models are sets of implicit assumptions that develop 
based on shared experiences and common history, which differ 
qualitatively between different cultural groups [11,23]. Culture 
has often been applied in HCI to describe differences based on 
national culture or language [9,13,21], but other fields describe 
substantial differences in cultural models based on other features, 



USENIX Association  2016 Symposium on Usable Privacy and Security 273

3 
 

including educational attainment, social class, and ethnicity 
[47,54,56]. Recent research has described cross-cultural 
differences in definitions of privacy based on national or religious 
culture, and how those differences relate to the trade-offs users 
make in online settings [1,59]. In the current work, we link 
inference literacy beliefs and attitudes to two specific types of 
cultural models. First, we draw on research showing different 
cultural models of personal agency for middle-class and working-
class Americans [54,56]. Middle-class Americans typically 
develop a more independent sense of agency, expecting to 
exercise control within their environment. By comparison, 
working-class Americans tend to develop a more interdependent 
sense of agency, expecting to cope with external factors rather 
than exercising independent choice themselves. This stems from 
differences in economic and environmental constraints between 
these groups [56], and is reinforced by socialization and media 
consumption that differ by education and income [40,54].  

We also draw on research on experiences of marginalized ethnic 
groups with stereotyping and discrimination. Ethnic minorities in 
the US often encounter stereotyping and discrimination across 
various settings, including in education [3,55], while driving [37], 
and as pedestrians [16]. This pattern extends to consumer 
experiences as well. Research on “shopping while Black” has 
shown substantial differences in customers’ treatment in US retail 
settings based on their ethnicity [34,50,52]. Ambiguously 
discriminatory experiences such as being ignored, followed by 
retail staff, or not given service can be interpreted as an 
institutional distrust for or devaluing of them based on their 
ethnicity [34,50,52]. Inferential systems can themselves be 
ambiguous to users in how they operate, and the line between 
personalization and stereotyping may not always be clear. In this 
study, we include participants from marginalized ethnic groups to 
obtain their perspectives on this and other inferencing topics. 

2.4 Digital inequality 
Several studies have looked at digital inequality: ways that offline 
socioeconomic inequalities related to demographic categories like 
educational attainment, income, ethnicity, and age are reproduced 
in online settings. There are differences in internet usage by 
educational attainment. Those with a high school degree tend to 
engage in fewer different types of online activities [46,65], fewer 
capital-enhancing activities online [20,46], and are more likely to 
be reliant on a smartphone rather than computer to access the 
internet than the college-educated [53]. Despite the common 
belief that the “do-it-yourself” opportunities that online access 
enables are sufficient to decrease social inequalities, 
socioeconomically disadvantaged internet users benefit from 
online access at the same or slower rates compared to those with 
higher incomes or education [12,38,45]. High impact decisions of 
inferential systems such as credit scoring often contain systematic 
errors or design decisions that disproportionately disadvantage 
those with lower SES or non-European-American ethnicity 
[14,43]. In the current study, we explore a potential digital 
inequality: whether differences in inference literacy are related to 
socioeconomic status. 

3. METHOD 
For our study of inference literacy, we collected data from a 
sample of US adults with a high school education to learn their 
beliefs and misconceptions about companies’ inferencing 
methods. Each session contained two main sections that took 
place consecutively: an interview to elicit the participant’s 

existing beliefs about what, how, and why companies collect and 
use their data; and a teaching intervention for the participant to 
learn two basic principles of current inferencing methods. We 
focus in this paper mainly on data from the interview section, but 
we include relevant details about the design of the teaching 
section in Appendix A. 

3.1 Study Design 
To explore inference literacy in our participants, we adapted 
Oakleaf’s “Information Literacy Instruction Assessment Cycle” 
(ILIAC) [42]. The ILIAC is an iterative educational research 
method that aids in creating learning activities that assess a 
student’s knowledge before, during, and after the activity. This 
method has been applied successfully in educational settings 
where the goal is to assess and teach digital literacy concepts in a 
single session [42].  

We adapted this method to fit the current study, going through 
four full cycles, each of which took 1-3 weeks and included 2-12 
participants. The overwhelming majority of changes were made to 
the teaching procedure, with only minor wording changes made to 
interview questions between cycles. 

3.2 Participants 
We collected data from 23 participants in total between July and 
September of 2015, all of whom were recruited by a research 
recruitment firm with a respondent database containing San 
Francisco Bay Area residents. We recruited participants who had 
a high school degree or the equivalent (i.e., GED) but no post-
secondary degree, and who were not currently enrolled in post-
secondary education. In addition, we aimed to explore 
socioeconomic and cultural differences in folk models of 
inference literacy, so we recruited a diverse sample in terms of 
age, gender, ethnicity, household income, parental status, 
occupation, and political beliefs. We created a recruitment 
screener that asked about these demographic categories, as well as 
several other questions, such as which internet-accessible devices 
the participant owned, and news sources the participant uses. 
Two participants out of the 23 participated in a pilot study. 
Because the procedure changed significantly based on the pilot, 
we exclude these pilot participants from the analysis reported 
here. The 21 participants in the final sample include 10 women 
and 11 men, ranging in age from 18 to over 65 years of age. 
Eleven participants identified as White or European-American, 5 
as Black or African-American, 3 as Asian-American or Pacific 
Islander, 3 as Hispanic or Latino, and 3 identified as having mixed 
or multiple ethnicities. Occupations were varied, including waste 
management driver, payroll clerk, security guard, HVAC 
technician, retired, and unemployed. Participants were 
interviewed in-person in one of two locations, Mountain View, 
California (n=16), or San Francisco, California (n=5), and were 
compensated for their time. 

3.3 Session Procedure 
We first describe the general structure of the session procedure 
and then detail each component in the order participants 
experienced it. The same interviewer led each participant through 
a 90-minute session with two main components: (a) a semi-
structured interview meant to elicit existing beliefs and 
misconceptions about how companies make inferences from their 
data, and (b) a teaching intervention during which participants 
engaged with real world examples of inferences that companies 
can or cannot make from data. Prior to each session, the 
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interviewer verbally walked the participant through an informed 
consent form that described the study. With participants’ 
permission, each session was video recorded to facilitate 
transcription and coding. Another member of the research team 
observed each session from a separate room either during or after 
the session, taking notes that included quotes representative of 
that participant’s beliefs, and preliminary themes that arose across 
multiple participants’ sessions. Between sessions, the research 
team frequently met to discuss observations, develop the analysis 
plan, and make changes to session procedure for future cycles. 

3.3.1 Belief elicitation interview 
Inspired by Wash’s work on eliciting participants’ lay beliefs 
about home security [62], the first portion of each session 
consisted of a semi-structured interview that we developed to 
learn participants’ existing beliefs about how companies collect 
their data and use it to make inferences about them. The 
interviewer used a paper script containing questions to facilitate 
the conversation, and began by asking participants their 
educational background, occupation, and familiarity with machine 
learning. Only two participants had heard of machine learning, 
both of whom claimed it referred to some kind of rudimentary 
artificial intelligence.  

To ground the belief elicitation interview in terms of each 
participant’s daily experiences, the first and main prompt for each 
participant was, “Think about what you’ll do online today, and 
talk me through things that companies will try to figure out about 
you based on what you do online today”. The responses to this 
prompt were detailed and varied. Participants referred to different 
settings, with some referring exclusively to smartphones or 
laptops whereas others described mixed usage of devices. We did 
not constrain the companies participants talked about, and they 
described interactions with a wide range of companies for a 
variety of tasks, including checking email, social media browsing 
and posting, online banking, retail browsing and purchasing, and 
watching videos online. Many beliefs about how companies 
collect and use data came out naturally as participants described 
their daily online experiences. If they did not arise spontaneously 
during the interview, the interviewer asked follow-up questions to 
elicit more detail on each participant’s beliefs, including whether, 
why, and how they believe companies collect data; what kinds of 
data companies do and do not collect; and whether and how 
companies make guesses about individuals’ characteristics. After 
probing the contents and sources for each of these potential 
beliefs, the interviewer concluded the belief elicitation interview 
and moved to the teaching intervention phase of the session. 

3.3.2 Teaching intervention 
The goal of the teaching intervention section was to assess 
participants’ explanations about the inferencing processes and 
capabilities companies deploy, before and after providing 
participants with brief explanations about modern data collection 
and inferencing phenomena. After each explanation, the 
interviewer conducted a card-sorting task with the participant 
where they rated and discussed the likelihood that companies can 
make a particular inference from a particular type of user data. 
Because the focus of the current paper is on participants’ pre-
existing beliefs, much of the data collected in this section is 
outside the scope of the coding and results described in this paper. 
We did use participants’ responses to the pre-test assessment, as 
they were directly relevant to beliefs about inferencing, and the 
pre-test was given prior to any teaching: “If a social media 

company wants to learn more about their users, what would they 
be able to figure out about a user even if that person didn’t tell 
them? How would they figure that out? What would be impossible 
for a social media company to figure out about someone?” We 
also used a small number of beliefs that participants shared after 
the teaching intervention where it was clear that these were pre-
existing, e.g., “I always thought it was X” after we taught them Y. 
We include the remainder of the teaching intervention procedure 
as Appendix A. 

3.4 Coding 
In this section, we detail the affinity diagramming and coding of 
participants videos and transcripts that allowed us to characterize 
participants’ inference literacy beliefs and attitudes about the data 
economy.  

We began analyzing the interview data by creating affinity 
diagrams [19], taxonomies where participants’ perspectives could 
be grouped across various axes. Some of these diagrams were 
digital, containing quotes from interviews that we sorted 
according to thematic differences in how participants described 
inferencing phenomena. Other diagrams were physical, and used 
the participants as the unit of analysis. These holistic groupings 
allowed us to tease apart the key components of qualitatively 
different folk models about data collection and inferencing, as 
well as to analyze for cultural and socioeconomic themes such as 
stereotyping and risk perception. The research team discussed 
these diagrams as they were created, iterating on them several 
times during the analysis process.  

Additionally, we reviewed the transcripts to identify and define 
codes similar to [8] to describe the wide range of beliefs 
participants expressed. The interviewer first coded each transcript, 
obtaining feedback from the entire research team about 
ambiguous codes. This coding process was iterative, so that 
transcripts read early on were reviewed to check for codes that 
were discovered or refined later in the coding process. To 
establish intercoder reliability [33], another author coded each of 
the transcripts for the key beliefs described in the results below. 
Intercoder agreement was above 75% for the first five transcripts 
analyzed, and above 80% for the first pass through all 21 
transcripts. Disagreements between the first and second coder 
were resolved by reviewing the transcripts and discussing to come 
to agreement. In the majority of these disagreements, the two 
coders agreed about the participant’s belief but had different 
opinions about the level of proof required to confidently assign a 
code. We took a conservative stance in these cases, requiring 
supporting statements that were unambiguous or repeated during 
the interview. After revising the codebook and assessing the 
remaining disagreements, intercoder agreement was above 90%, 
indicating that the codes were sufficiently well-defined and 
reliably assigned during the coding process. The final codebook 
contained 160 unique codes from the 21 participants.  

3.5 Clustering 
During data collection and coding, we noticed that some beliefs 
appeared to frequently co-occur and decided to explore this 
possibility systematically. As our interest was in describing 
inference literacy, we focused primarily here on beliefs about data 
collection and inferencing. After coding the transcripts, we 
collected the 31 inference-related codes that we had assigned to 
four or more participants. We then created a vector for each code, 
each containing the list of participants who had been assigned that 
code. We manually compared the vectors pairwise, looking for 
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frequently co-occurring beliefs as well as beliefs that were 
strongly negatively correlated, such that two vectors had few or 
no overlapping participants between them.  

There were unmistakable links between beliefs about data 
collection methods and beliefs about inferencing methods that 
formed the basis for the rest of the clustering process. First, 
beliefs that online companies collect demographic data by survey 
or collect personal information by public records were associated 
with the belief that companies make inferences by relying on 
common sense intuition rather than computer processing of data. 
Second, the belief that companies collect online behavioral data 
overlapped completely with the belief that companies use 
computer analytics to make inferences. These two sets of beliefs 
are conceivably complementary in that they each describe one 
aspect of current inferencing methods, but surprisingly, there was 
no overlap between these sets of beliefs. Participants who 
believed that companies use computer analytics did not express 
that they believed companies collect demographic data by survey, 
and so on. These two sets of highly distinguishable inference 
literacy beliefs therefore formed the core for us to explore other 
connections between our data.  

We compared the remaining arrays of belief codes to identify 
other commonalities, finding two distinct sets of 7 codes that 
anchored around the core beliefs above. These two clusters of 
beliefs and attitudes appear in Table 1. Although we began the 
clustering process seeking to identify sets of beliefs and we did 
not presuppose that these would be largely mutually exclusive, we 
found that participants with beliefs in one cluster had few or no 
beliefs from the other cluster. Because the interviews often 
surfaced issues related to social class and ethnicity, we holistically 
analyzed the clusters, drawing on research on cultural models to 
interpret the codes in light of participant demographics in the 
results below. Out of 21 participants, 19 were assigned to one of 
the two clusters. The remaining two participants believed that 
companies could not or would not collect data about individual 
users. Although this is a crucial misconception, it was so 
infrequent that we were unable to explore it systematically in the 
present study. 
The alert reader may wonder whether these clusters constitute 
“folk models” as described in other literature [28,62]. In that our 
clusters describe non-expert sets of beliefs held by our 
participants, it would be reasonable to refer to the clusters as folk 

models. In this work, we use the word “cluster” for consistency, 
as it applies equally well to the sets of beliefs themselves and the 
participants who held them. 

3.6 Limitations 
We note several limitations of our study methodology that should 
be considered when interpreting this work. First, due to our focus 
on describing beliefs of high school-educated adults, we did not 
include college-educated adults in our sample. This prevents us 
from comparing inference literacy beliefs across different levels 
of educational attainment. Second, our sample was not statistically 
representative of the US adult high school-educated population. 
The clusters we report should be viewed as a deep exploration of 
our sample’s beliefs and attitudes, but not as generalizing to that 
population as a whole. Third, we report several misconceptions 
that people have about inferencing methods, but we do not have 
data to say that these misconceptions lead to harmful privacy 
behaviors. Useful behaviors can arise from incomplete or 
incorrect beliefs [62,63], and that may be the case here as well. 
Finally, because we touch on socioeconomic status and ethnicity 
in this work, we include the detail that the research team consisted 
only of college-educated, European-American researchers. We 
describe participants’ experiences in their own words, but our 
interpretations may lack context or nuance that may have been 
more readily available to a more diverse research team. 

4. RESULTS 
Based on our analysis of the interview data, we identified two 
main clusters of inferencing beliefs held by participants in our 
sample. The “market research” (MR) cluster was anchored by a 
shared belief that companies ask users direct questions about their 
demographics and personally identifiable information, to sell to 
them based largely on stereotype. The “data mining” (DM) cluster 
relied on a shared belief that companies track users’ online 
behavior, to make retail or media recommendations based on their 
past behavior. We also observed that ethnicity and socioeconomic 
status were associated with differences in the interpretations 
participants made about inferencing processes and their own 
personal agency in the data economy. 

Several participants across both clusters had important 
misconceptions. Participants in both clusters claimed companies 
rely on human employees to make inferences about users, which 
we refer to throughout as “humans-in-the-loop”. Related to that 

Table 1. Categorized list of codes contained within each inference literacy cluster, with beliefs that formed the initial core of each 
cluster in bold. Paper sections discussing each code and related results from affinity diagramming are in parentheses.  

 Market Research Cluster (n = 8) Data Mining Cluster (n = 11) 

Data 
collection 
beliefs 

Companies collect demographics by surveys. 
(4.1.1) 

Companies collect personal information from 
public records. (4.1.1) 

Companies collect online behavioral data. (4.2.1) 
Companies doing retail retargeting taught me that my 

behavior is collected. (4.2.1) 

Inferencing 
beliefs 

Companies make inferences by having 
humans make common sense intuitions. 

(4.1.2) 
Companies stereotype users based on their 

demographics. (4.1.3) 

Companies make recommendations using behavioral 
data. (4.2.2) 

Companies use computer analytics to make 
inferences. (4.2.3) 

Companies tailor ads based on what you click. (4.2.3) 
Inferences are made by analyzing your social network. 

(4.2.3) 

Attitudes 
Companies stereotyping is morally wrong. (4.1.3) 

I am worried about hackers. (4.1.4) 
I am worried about scammers. (4.1.4) 

I feel “watched” or “tracked”. (4.2.1) 

 



276 2016 Symposium on Usable Privacy and Security USENIX Association

6 
 

misconception, most participants felt inferences are made only 
based on strong, intuitive connections between two pieces of data, 
rather than by using multiple pieces of evidence to support an 
inference. Although data collection practices and inferencing 
methods differ across companies, our participants rarely made 
such distinctions.  

In the following, we refer to participants with the Market 
Research cluster of beliefs as MR1, MR2,... MR8, and those with 
the Data Mining cluster of beliefs as DM1, DM2,... DM11.  

4.1 Market Research Cluster 
Participants in the MR cluster believed that companies primarily 
collect data by asking users directly for their personal information 
(4.1.1), and that companies make shallow, potentially harmful 
assumptions about them based on their demographics (4.1.2). 
These participants believed companies make inferences about 
users based on a priori assumptions about links between two 
pieces of data, saying things like, “it goes hand-in-hand” (MR1) 
and “You can make certain summations just by looking at 
somebody” (MR6). They often described this inferencing process 
as stereotyping (4.1.3), claiming that companies use demographic 
information like income or ethnicity to make marketing decisions. 
This was not seen as a benign form of personalization; rather, 
participants expressed strong moral objections to companies 
stereotyping in this manner. We also found that despite the 
interview focusing on companies, participants with these beliefs 
spontaneously expressed strong concerns about hackers or 
scammers getting access to their data (4.1.4). This concern about 
being targeted by criminals often drowned out any apprehension 
they might otherwise have about what companies would do with 
their data. In this section, we describe the beliefs belonging to this 
cluster in greater detail. 

4.1.1 Companies collect demographics and 
personal information from direct sources  
The core belief held by participants in the MR cluster was that 
online companies collect users’ demographics and personal 
information explicitly. There were two main ways they described 
companies collecting those data: asking a user for it directly in a 
survey or form, or searching it out themselves from a factual 
source, like a credit report or public records database.  

When asked how companies would figure out characteristics the 
participant had declined to share with them, participants with this 
belief felt companies would transparently ask. In response to the 
interviewer asking how companies would try to learn a user’s 
religion if that user refused to answer a direct question about it: 

“I mean they ask questions and they can somewhat [learn my 
religion] there. And if they don't, they're gonna ask more 
questions... If you don't wanna talk about your religion they 
would probably go…‘What type of church do you go 
to?’...Yeah, ask other questions to try to get around but try to 
get to the point of whatever it is they’re asking about.” – MR2 

We found that these participants were mostly unaware that 
companies collect behavioral or other incidental data. Instead, 
their beliefs hung on largely outdated market research techniques, 
leaving out automatic or indirect methods of data collection that 
modern online companies rely on. When we probed whether they 
believed companies could learn their demographics through a 
different process, several participants claimed that companies 
would be unable to learn a characteristic that a user withheld: 

“If you answer that question, it seems like that's what they'll 
know, that's what they'll have, but if you don't, it seems like 
they wouldn't know your ethnicity.” – MR1 

“I only think that they could figure out my information that I 
type in.” – MR8 

Although most focused on companies wanting their 
demographics, several participants in this cluster also believed 
that companies are interested in other types of personal 
information, like addresses, credit card numbers, or social security 
numbers. They shared stories about personal experiences where 
their private information was “found out” by companies or 
individuals searching authoritative sources like public records or 
credit reports. This method of data collection would be seemingly 
less visible to the user, but participants who had searched public 
records for information on themselves or others seemed especially 
sure that companies would direct their employees to take the same 
approach. So after obtaining initial information that could seed a 
search, an employee of the company might look up, for example, 
a user’s age or marital status by seeking out public records. 

This is indicative of a common misconception in this cluster about 
the scale at which companies collect data. It is not feasible for 
companies to collect data on millions of users by having humans 
track down public records for each individual, one-by-one. This 
is, however, the way many in this cluster described companies’ 
data collection processes to us, as humans thumbing through 
records to find and learn relevant data about an individual: 

“I think they would look at the age. They'd look at the gender. 
Everything that they have, like where I'm from, where I'm 
living, what I do, and kind of be like, ‘Okay.’” – MR6 

This belief that companies make special efforts to directly collect 
data on each individual was not universal in the MR cluster. Some 
believed companies simply do not care enough about any single 
person to hunt down their information, so that companies would 
ignore and leave alone individuals who decline to share their 
information. When asked how a company would try to figure out 
a user’s demographics if they withheld it, MR7 said: 

“I think they don't. I think that they just go on. There's so many 
people. I mean, it's like ants. There's 10,000 of them, and if you 
kill 9,000, the other 1,000, you're not going to worry about 
because you got 9,000.” – MR7 

4.1.2 Companies exploit common sense connections 
between data to make inferences 
The straightforwardness that this cluster ascribed to companies’ 
data collection methods was echoed in their beliefs about how 
companies analyze data. Market research cluster participants 
believed companies make inferences by relying not on 
sophisticated algorithms, but on human employees who make 
obvious intuitions about the relationship between two pieces of 
data. The inferences they described companies making were often 
vague, with their examples tending to revolve around retail 
recommendations based off of an individual’s stated 
demographics and interests: 

“They ask questions, you answer them, seems like they'll kind 
of go with whatever you answered. Like if you say you like to 
ride bikes or something like that, they'll promote bikes, or 
different things and places you can go to ride bikes. That kind 
of thing.” – MR1 
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To these participants, companies appear to make an inference 
based on a single piece of information, and that relationship is 
intuitive and based on common knowledge. Participants in this 
cluster did not touch on topics like data aggregation, needing 
convergent evidence to support an inference, or weak correlations.  

A few participants in this cluster did reference retail recommender 
systems, but their explanations of how these systems work often 
left out the role of other users’ data in guiding recommendations. 
To some, recommender systems statically present obviously 
related items as recommendations, e.g., a person buying a phone 
would be recommended a case for that exact phone. Others 
believed that companies assume a user’s preferences based on 
their demographics, such as by age or ethnicity. 

One misconception about the inferencing process we saw in this 
cluster was about the directionality of inferences companies make. 
Although they correctly believed that companies use their 
characteristics to make inferences about their behavior, many 
incorrectly believed it was uncommon or impossible for 
companies to use their behavior to make inferences about their 
characteristics. When we did prompt them to consider ways that 
companies might try to infer characteristics from behavior, there 
was an underlying skepticism that deep insights about a person 
could come from analyzing online behavior: 

“How could you figure out me by the things I look at?” – MR4 

On the contrary, these participants judged companies’ inferencing 
capabilities in terms of their own abilities. We asked participants 
to explain how companies would infer a characteristic that a user 
had kept private online, such as their religion or sexual 
orientation. Participants in this cluster described their own 
processes as analogues for what they believe companies do, e.g., 
“While I'm going through somebody's page, I can see a lot about 
what they're like.” (MR8). MR2 put this even more clearly, 
attaching companies’ capabilities to her own: 

“I think they could, ‘cause I could.” – MR2 

As with data collection, these beliefs about inferencing methods 
appear dated in some respects. Regardless of humans’ expertise in 
making inferences based on intuitive analysis of a person’s 
behavior, companies that serve a large user base have to use 
inferencing techniques that are scalable in ways that human 
analysts would not be able to match. 

4.1.3 Companies stereotype users based on their 
demographics, which is morally wrong 
The MR cluster included several African-American, Latino, and 
mixed-ethnicity participants who each expressed concern that 
inferences companies make appear to be based not on deep 
knowledge about users but on stereotyping. In their view, 
companies offer opportunities unequally to people based purely 
on their ethnicity or income. This was not seen as accidental or 
benign. Participants who referred to the inferencing process as 
stereotyping did not mince words. They believed it to be 
dehumanizing: 

“It begins to be, like, I’m just a statistic for lack of a better 
word. I’m just a demographic, I’m just a person who spends 
this amount of money on this in my spare time, and it just 
becomes - it’s so personal but it’s impersonal at the same time, 
you know what I mean? Because it’s just information, and they 
forget that these are people, these are human beings.” – MR6 

Beyond their moral concerns, they believed stereotyping leads to 
inaccuracies, particularly due to ignoring intragroup variation: 

“None of us are the same, so we shouldn’t be classified as the 
same...So those companies that put these people in this basket, I 
think they’re sometimes just rounding them up like cattle.” – 
MR4 

Those who mentioned this belief were confident that online 
companies engage in stereotyping, however there was an 
ambiguity about the exact consequences that result in the 
examples participants gave of this happening in their own lives: 

“Usually when you do something, they want your background, 
like your ethnicity or I guess to put you in a certain place, like, 
maybe they’ll know maybe what you want just [based on] your 
ethnicity. Maybe.” – MR1 

The ambiguity of the perceived consequences should not obscure 
the fact that several participants in this cluster believe that this is 
the process companies engage in. Research on topics like 
“shopping while Black” [15,34,50] has surfaced how experiences 
with ambiguous stereotyping are naturally interpreted in light of 
wider life experiences of racial discrimination, so that online 
companies’ opaque inferencing methods may lead to unflattering 
interpretations about stereotyping in the absence of clear evidence 
to the contrary. 

4.1.4 High concerns about hackers and scammers 
can drown out concerns about companies  
Although the interviews were only meant to elicit beliefs about 
companies, several participants in this cluster spontaneously 
mentioned hackers and scammers as high-stakes threats to their 
online data. Hackers were described as individuals who would 
access information either from a device without the owner’s 
knowledge, or via unauthorized access to a company’s database. 
Scammers were described as companies who call, set up phishing 
websites, or send email in order to obtain information like credit 
card or social security numbers under false pretenses. The harms 
participants saw resulting from hackers and scammers were clear: 
financial loss, identity theft, and damage to their online devices. 
By comparison, some saw little concrete harm that companies 
might cause by having their data: 

“You have to worry more about your hackers than you do your 
companies. Because hackers do bad things with it. They use it, 
they destroy your credit, they destroy, you know – I don’t think 
a company would want to do that.” – MR3 

Several participants who shared concerns about companies 
stereotyping also worried about hackers or scammers misusing 
their data. These threats appeared to evoke different feelings. 
Companies stereotyping appeared to create a sense of moral 
resentment, whereas hackers and scammers came across as 
adversaries who could be warded off or fought. 

4.2 Data Mining Cluster 
We now turn to the other main belief cluster. The data mining 
cluster of beliefs was anchored around a core belief that 
companies collect data on users’ behavior (4.2.1). Participants 
who had this belief often believed that companies make 
recommendations based on their prior behavior (4.2.2) (e.g., 
recommending a song to listen to based on songs the user has 
previously liked), but they rarely acknowledged that companies 
can combine demographics with behavioral data to make 
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inferences. They all believed companies use some computer-based 
processing of user data to make inferences (4.2.3) such as analysis 
of social connections to make inferences about them (4.2.3), but 
they varied widely in the role they believed humans play in 
making inferences. Some believed algorithms work fully 
independently, whereas others believed that companies have 
humans-in-the-loop, employees who oversee individual inferences 
made by algorithms.  

Compared to the market research cluster, the data mining cluster 
was more familiar with implicit data collection methods. 
Additionally, these participants were more confident in their 
beliefs about data collection and inferencing, including in their 
misconceptions. Participants in this cluster often had mixed 
feelings about data mining (4.2.4), acknowledging the value it 
may provide to them personally but often exhibiting signs of 
resignation in the face of little perceived privacy control.  

4.2.1 Companies collect users’ online behavior 
data  
The participants in this cluster shared the core belief that 
companies collect data on users’ online behavior. The exact data 
mentioned varied by participant but often included links they 
click, products they purchase, or videos they watch. Unlike the 
Market Research cluster’s belief that companies ask users to 
purposefully provide data one survey question at a time, these 
participants felt companies collect implicit behavioral data 
automatically. They described companies as “collecting”, 
“tracking”, or “watching” all of the things they do online. They 
were aware that companies depend on their behavioral data to 
provide online services, drawing from experiences when an 
inferential system explicitly referenced the data it had collected: 

“I go on Amazon a lot, and say I haven't been on in, like, two 
months. When I log back on, it remembers. It says, ‘Oh, you 
liked this video game,’ maybe, ‘People who bought this, buy 
this.’" – DM1 

Although they all believed companies collect some kind of 
behavioral data, they had varied levels of awareness about how 
and what behavioral data companies collect. They most 
commonly mentioned companies saving their history, e.g., 
searches, purchases, videos watched. Only a few participants 
mentioned that companies could collect their location, e.g., 
through GPS, IP address, or searches made. Those who did 
mention location tracking believed that companies value location 
data highly due to the variety of inferences they can make from it: 

“My location, for one, is huge. Pretty much everyone wants to 
use my location...Probably for marketing purposes so that they 
can use [it] in some way, like your location to establish where 
you are a lot...What my hobbies are, what stores I go to and 
shop [at], and basically what I’m doing with my time. Because 
it could be used for purposes of marketing, I think.” – DM3  

“If you go through my location history for, you know, using 
public transportation, you’re gonna know where I work, how I 
get there, what I do certain days of the week, things like that. I 
mean, literally, I’m carrying around a tracking device almost 16 
hours a day.” – DM11 

Unlike the Market Research cluster, participants in the Data 
Mining cluster were generally aware that companies collect 
incidental browsing data, such as how long they browsed a 
website, or what type of device they were using to go online. Still, 

the examples many participants in this cluster gave about 
companies collecting activity data contained misconceptions. 
DM7, for instance, knew that companies can aggregate data from 
across multiple devices if he is signed in to the same account on 
each one, but he also mistakenly believed that companies can only 
collect data and make inferences about him if he is signed into an 
account. This could be a costly misconception, as believing that 
signed out activities cannot be tracked would provide a false sense 
of privacy online. 

4.2.2 Recommendations are based on a user’s past 
behavior 
It seemed apparent to participants in this cluster that 
recommendations of products and online content such as those on 
retail or social media sites were based on their own past behavior. 
This was a conclusion that few in the Market Research cluster had 
come to. The Data Mining participants, on the other hand, shared 
several examples of recommendations that companies make to 
them based on their past behavior: 

“I notice a lot of advertisements on my page, especially to sites 
that I've been to or things that I've looked at.” – DM6 

“YouTube makes guesses on me all the time. When I go to 
YouTube and it shows me things I watched previously, and 
they'll show [videos they] recommended, so they're always 
doing that type of stuff.” – DM7 

DM participants often spoke about repeated interactions with 
these systems over time providing them insights about how they 
function. DM2 described her experience with a streaming music 
service presenting poor recommendations as a result of songs she 
“liked”, leading her to an insight about how the system worked, 
and how to change her behavior to prevent inaccurate inferences 
from being made: 

“‘Can’t Touch This’, right? It’s that kind of song that [you 
think], ‘Oh, isn’t this a cool song?’ And you like it. But when 
they refer songs [based on] that song, it’s like, ‘Oh, I shouldn’t 
have liked it.’ It’s like, “Mm, they’re going to do something 
with this, and they’re probably going to refer to me stuff [based 
on] it.’ And so I should be wise about what I like.” – DM2 

Their awareness about a behavioral basis for recommendations 
does not mean they had fully accurate beliefs about how 
recommendations are made. One misconception held by some 
participants in this cluster was that companies would rely only on 
behavioral data to make recommendations, to the exclusion of 
other data commonly used in recommendation systems, such as 
demographics. DM7, for example, believed that companies ignore 
his age when recommending products or other content: 

“Not too many websites really have shown me things based on 
my age group.” – DM7 

4.2.3 Companies use analytics to infer users’ 
characteristics, with varying levels of humans-in-the-
loop 
Participants in the Data Mining cluster had a common element in 
their descriptions of how companies make inferences, in that they 
all had confidence that companies rely on some form of computer-
based processing of data: 



USENIX Association  2016 Symposium on Usable Privacy and Security 279

9 
 

“I’m sure there’s some kind of algorithm out there, you know, I 
fall into a certain box, maybe I’m just a number with a letter at 
the end.” – DM11 

In that respect, they showed a more accurate perspective on 
modern inferencing methods than the Market Research cluster, 
who believed that companies collect the data they are interested in 
directly. Some participants in this cluster were aware that 
companies make inferences about them by analyzing their social 
connections, such as their friends on social media, in addition to 
their own behavior. However, the Data Mining cluster’s other 
beliefs about inferencing often contained misconceptions about 
how companies rely on humans or computers to make inferences. 

Despite this cluster’s belief that computer processing of data is 
key to inferences, we observed a surprising diversity of beliefs 
about the role of human oversight in modern inferencing. Some 
thought that companies rely on automatic processes that make 
simple connections quickly. These participants talked in terms of 
computers establishing patterns in a person’s behavior: 

“I'm thinking it is a machine scanning somebody's information 
and kind of learning and getting what they might be interested 
in or what their habit might be with something.” – DM2 

“It makes inferences...I think it’s just the computer doing [that], 
I don’t think it’s [people]...like keywords, just looking through 
that, I guess.” – DM4 

Others believed humans oversee the inferences made by 
algorithms, micromanaging the process. To these participants, 
computers are able to generate speculative inferences, but a 
human would make the final decision about whether an inference 
is accurate before using it, e.g., to make a recommendation. DM5 
believed that humans closely supervise the implementation and 
results of inferencing programs, potentially leading to 
inaccuracies based on human judgment: 

“Even though it's electronically collected, electronically 
manipulated, it's looked at by a human. A human wrote the 
program. We're fallible.” – DM5 

Still others in the Data Mining cluster believed that companies 
rely on employees using computers as shallow tools to aid their 
own “reasonable skills of deduction”, as DM11 put it. DM9 
believed companies only use computers to generate visualizations 
of raw behavioral data, which human analysts would then review 
to make each inference about each individual user. He felt that 
companies use this process to determine a person’s vulnerabilities, 
e.g., a person’s values or attitudes that can be used to manipulate 
them via marketing or political appeals: 

“Certainly they’ve got to have analysts sitting there, you know, 
they hire interns to get on there and watch all this stuff, ‘OK, 
now put it all down on a chart and show me where is he 
vulnerable and where is he not.’” – DM9 

4.2.4 Mixed or negative feelings about inferencing 
are common 
Participants in this cluster expressed complex feelings about 
companies making inferences from their behavioral data. This 
contrasts with some recent work suggesting the privacy calculus 
that people engage in is more visceral and gut-driven, rather than 
a purely rational accounting [29]. DM participants often described 
their use of online services as a trade-off, perceiving both benefits 
and drawbacks to using online services that rely on their data. 
DM8, a waste management driver with a keen awareness of 

behavioral tracking methods, spoke about his decision making 
process unambiguously, as “does the good outweigh the bad?”. 
Others more broadly considered the purposes that behavioral 
inferences can serve, contrasting the use of data to save lives 
against using it for marketing: 

“If we're talking about harming mass quantities of people, like a 
9/11 thing, then I'm all for collection of data. But if we're 
talking about, you know, you want to sell me a crib. {Laughs} 
Um, then I'm kind of against that.” – DM5 

Others felt torn as to whether benefits they accrue from 
inferencing are worth the costs: 

“They would try to tailor something for you specifically for 
your interest. So I guess one way to look at it is [as an] invasion 
of privacy and stuff like that. But the other way, you might say, 
‘Oh that [is] a little bit helpful.’ So it's hard to tell.” – DM4 

Not all participants in this cluster saw advantages to being a part 
of the data economy. Several participants expressed resignation 
over their limited ability to control data collection, given that 
other people can provide data about them online without their 
consent. DM11, a store clerk in his 30s, was highly concerned 
about this. He lamented that despite taking strict action to pare 
down his data footprint by downgrading his smartphone to a 
feature phone and conscientiously managing his device’s privacy 
settings, he is unable to prevent companies from collecting data 
about him through his friends’ social media posts: 

“The things that I do in real time with real people, they possibly 
don’t have very much access on my end from that. But I can’t 
stop other people from posting things about me on Facebook, 
Twitter, et cetera.” – DM11 

We heard several in this cluster speak broadly about data mining 
as part of what they saw as a general decrease in personal privacy: 

“I'm uncomfortable with it. I didn't sign the deal with the devil 
basically, aside from hitting yes to a bunch of apps on my 
shiny, new tablet. Aside from that, I feel it is a great invasion of 
privacy.” – DM11 

“The way everything seems to be going now, it almost seems 
like there's just less and less privacy...it’s just kind of weird, 
feeling like people know certain things about you, you have no 
idea...all this information being gathered about you that you 
don’t really know who they are.” – DM6 

4.3 Comparative analysis between clusters 
In addition to the beliefs that defined each cluster, we found 
several apparent differences in demographics, attitudes, and sense 
of personal agency between the two clusters. We also include 
additional information on two misconceptions that spanned both 
clusters: that companies rely on humans rather than computers to 
make inferences, and that inferences are made on the basis of a 
single piece of information. 

4.3.1 MR cluster more ethnically diverse; DM had 
higher income 
Although educational attainment was similar across all of our 
participants, there were important demographic differences 
between the clusters even in this small sample, including income 
and ethnicity. Participants with household incomes over $45,000 
were almost all in the DM cluster. Each ethnic group in our 
sample was represented in both clusters, but the MR cluster had a 
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greater proportion of ethnic minority participants compared to the 
DM cluster: 64% of the DM cluster identified as White or 
European-American, compared to 38% of the MR cluster. The 
MR cluster also perceived more stereotyping in companies’ 
behavior, which we return to in the discussion below. Both 
clusters were roughly equally distributed in terms of age. 
Although the MR cluster believed that companies engage in older 
inferencing techniques than the DM cluster, we note that younger 
participants in the MR cluster had similar beliefs.  

4.3.2 DM cluster more specific and confident in 
their beliefs, including their misconceptions  
We observed recurring differences in how participants in each 
cluster described their beliefs. Compared to the MR cluster, 
participants in the DM cluster tended to speak more confidently 
about how they thought companies use their data. MR participants 
often went out of their way to describe their beliefs as speculative 
(e.g., “I don’t know too much about it, but...” – MR4), but DM 
participants hedged fewer of their beliefs and misconceptions 
(e.g., “one way or another, you’re being tracked...it happens 
everywhere” – DM8). Although the MR participants were missing 
an important piece of the inferencing landscape with regards to 
behavioral data collection, the DM participants’ greater 
confidence in their misconceptions might be a more difficult 
obstacle to overcome. We saw hints of this in the teaching 
intervention section, as the participants with the most confident 
and specific beliefs during the interview section were often openly 
resistant to changing their beliefs in response to the learning 
activities.  

4.3.3 MR cluster saw risks, DM cluster saw choices 
Both clusters shared what they felt were drawbacks to data 
collection and inferencing, but they differed in the threats they 
described and the sense of risk or choice they felt they have in the 
data economy. We interpret these in light of the demographic 
differences between the clusters, and how they relate to cultural 
models of personal agency based on income, and cultural models 
of interacting with institutions based on ethnicity.  

The MR cluster worried whether they are targeted by hackers and 
scammers, and they felt threatened by what they viewed as 
companies stereotyping. Many described taking protective 
measures to guard against what they felt were pervasive threats: 
financial threats from identity theft and ransomware, or threats to 
their sense of identity from companies treating them as a 
stereotype. The language they used often evoked a sense of being 
under attack, even when the danger was unclear, e.g., “I don’t 
know how it works, but I know I just don’t want to be a victim of 
it.” (MR4). This was indicative of what appeared to be a lower 
sense of personal agency in the data economy in the MR cluster. 
Even though they felt that the methods companies use to make 
inferences were not far beyond their own capabilities, we often 
heard a clear protective motive behind the online behavior this 
cluster described. The MR participants did not describe trading 
their information to companies to gain a benefit; instead, they 
talked protectively about how they tried to prevent their 
information from being used against them. 

The DM cluster had very different concerns and interpretations of 
their role in decisions about their data. In their view, companies 
largely provide opportunities for them to consciously trade their 
data (and by extension, their comfort) for material benefits. 
Companies appeared in some of their narratives as representing a 
more abstract threat to the concept of personal privacy, but even 

those participants felt they are choosing to pay the cost they must, 
to use the products and services they want: 

“I look at both sides of it and say, ‘Well, would I rather do this 
or would I rather do this?’ So if it’s not hurting anything, and it 
could help, then I’m fine with it.” – DM8 

Somewhat paradoxically, although the MR cluster was more 
convinced that companies collect their data by explicitly asking 
them to provide it, the DM cluster seemed to feel more agency 
and control over the decisions they make online with their data. 
This difference in perspective may relate to cultural models of 
agency that differ based on social class, as the DM cluster had 
higher incomes overall than the MR cluster. We discuss further 
implications for this finding in the discussion section. 

4.3.4 Humans-in-the-loop, and weak correlations 
in modern inferencing 
All of the MR cluster and several in the DM cluster believed that 
companies make inferences about users by having humans-in-the-
loop, either relying on human analysts who exploit common sense 
connections between two pieces of data (e.g., inferring hobbies 
from purchases), or by employing experts who analyze an 
individual’s behavior like a detective (e.g., manually combing a 
user’s online pictures for evidence of a spouse). These folk 
explanations for how companies make inferences exaggerate 
companies’ capabilities in some ways while limiting users’ ability 
to imagine current inferencing methods in others.  

Believing that companies rely on common sense logic to tie two 
data points together ignores the multivariate, deep learning 
methods that companies now deploy to make unintuitive 
inferences. To our participants, inferences seemed to be snap 
judgments based on perfect, intuitive correlations between two 
pieces of data. This may lead to unpleasant surprises when 
encountering systems that make unintuitive predictions based on 
data aggregated from multiple sources. At the same time, the 
belief that companies employ a team of human experts to 
diligently analyze each user’s data may be partially responsible 
for some of our users believing that there is no limit to what 
companies can learn about them. The belief that employees with 
strong detective skills are hunting down their data may lead some 
participants to misjudge the risks attached to making different 
types of data available online for companies to see.  

5. DISCUSSION 
The patterns we observed in our high school-educated sample’s 
beliefs and misconceptions about companies’ inferencing methods 
underscore the need for privacy researchers to consider 
qualitative, cultural influences on privacy knowledge, attitudes, 
and behavior. We share two categories of implications that came 
out of this work: implications of inference literacy in research, 
design, and education; and implications of cultural models for 
future research in online privacy and HCI in general.  

5.1 Implications of inference literacy 
5.1.1 Redefining tech savviness and digital literacy 
As technology itself changes, definitions of tech savviness and 
digital literacy need to change to stay up-to-date. Measuring tech 
savviness by the ability to perform instrumental tasks on a local 
device ignores the extent to which daily device activity takes 
place in a distributed, online context. Although recent attempts to 
assess online privacy literacy have gone beyond that to include 
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aspects of how online institutions collect or transmit data [57], 
digital literacy studies often still rely on self-reported expertise 
[5,20] or the number of years using the internet [44] as a primary 
measure of digital literacy. The current study is among the first, to 
our knowledge, to directly explore this particular aspect of digital 
literacy: beliefs users have about how companies make inferences 
from their data.  

Our results suggest that inference literacy is worth including as an 
aspect of digital and online privacy literacy. The overwhelming 
majority of our participants use multiple devices everyday for 
various purposes, but they had several misconceptions about 
current methods of data collection and inferencing that could lead 
to unpleasant surprises. We advocate for a broadening of the 
features used to consider what makes a person tech savvy or 
digitally/privacy literate to include basic inference literacy: (1) 
that companies can collect and aggregate data from multiple 
sources including forms, behavioral data, telemetry, and public 
databases, and (2) that those data are often processed by learning 
algorithms that can uncover unintuitive or even private 
connections that can be found due to the massive amount of data 
available to companies. 

5.1.2 The roles of transparency and education in 
inference literacy 
Our participants were active online users who, in the absence of 
structures to help them build their inference literacy, developed 
lay theories to explain their online experiences that contained 
basic misconceptions. We believe this speaks to a need for 
interventions to support inference literacy, and we discuss 
potential inference literacy interventions: transparency, as well as 
informal and formal educational interventions. 
First, we consider the issue of transparency. Transparency can 
inform individuals and surface issues for broader discussion about 
systemic and policy issues [48]. Users may, for instance, be more 
comfortable knowing a system does not have humans-in-the-loop 
when sensitive data are involved, or they may prefer to have 
humans-in-the-loop if they feel a human could outperform an 
algorithm. However, transparency is not a silver bullet. It places a 
heavy burden on the user to learn about the algorithms of each 
company they engage with, and complex inferential systems are 
often black boxes even to those who design and deploy them [27]. 
It may not be feasible to be transparent about inferencing systems 
that change frequently, and whose true workings require sustained 
academic research to discover. 

Second, there may be a role for informal, “do-it-yourself” 
interventions that allow users to teach themselves inference 
literacy concepts [38], such as that aggregating multiple sources 
of data allows companies to learn unintuitive, weak correlations 
between data. There are existing resources related to inference 
literacy that could be used as models for novel interventions. 
Teachingprivacy.org [69] offers a selection of accessible lessons 
about online privacy that draw from real world examples, 
including structured material for deployment by teachers in formal 
educational settings. Other efforts like R2D3’s “A Visual 
Introduction to Machine Learning” [67] provide more technical 
knowledge about statistical classification methods. These 
approaches provide motivated users with resources to correct their 
misconceptions, but we caution against the idea that these 
methods will systemically improve inference literacy. Research 
has shown that relying on “do-it-yourself” approaches to build 
technology knowledge and skills may widen rather than reduce 

inequalities in digital literacy [38]. This may be, in part, due to a 
discoverability issue as a result of jargon used in some informal 
interventions. Nineteen of our 21 participants had never heard the 
term “machine learning” prior to the study, which may make it 
harder for them to find resources like R2D3’s. 

Finally, we point out that regardless of societal aspirations to 
increase access to a college education, high school education is 
still the modal educational attainment in the US. Students 
graduating with a high school degree should be prepared for more 
than just college academics; they should also be prepared to live 
in a world where interactions with inferential systems are 
common and consequential. Our participants’ beliefs were 
outdated in several crucial respects. The frequent appearance of 
misconceptions that companies rely on consumers taking surveys 
to gather demographic data, or on humans-in-the-loop rather than 
automated analytics to make recommendations, speaks to the 
danger of assuming that users will osmose the basics of the 
consumer data ecosystem outside of a formal educational setting. 
Requiring college or independent study to learn about how 
personal data may be used to infer a credit score, decide on a loan 
application, or other important aspects of economic life places that 
knowledge outside the reach of those who are most likely to be 
negatively affected by those decisions [14,43]. There is precedent 
for teaching digital literacy concepts [68] and personal finance 
[10] at the high school level, and inference literacy is worth 
considering alongside these topics.  

5.2 Implications of cultural models 
The current study surfaced several issues related to power and 
privilege in consumer interactions, which we describe in terms of 
cultural models, sets of assumptions that differ across cultural 
groups. We share two main insights here: first, that our 
participants’ experiences of risk and choice in online privacy and 
security relate to cultural models about personal agency that differ 
by income; second, that our participants from marginalized ethnic 
groups believed companies’ inferencing methods constitute 
stereotyping, which we link to broader work on ethnic minority 
experiences in consumer settings. We describe implications of 
these findings for online privacy research and design, and finish 
by advocating more broadly for consideration of cultural models 
as a key lens to critically examine the experiences of marginalized 
groups in user research. 

5.2.1 Income and differences in inference literacy  
Educational attainment and income are often treated as equivalent 
indicators of socioeconomic status, but we saw differences in 
beliefs and attitudes within our education-controlled sample based 
on participant income. First, our higher-income participants 
viewed online privacy decisions as choices they were empowered 
to make, whereas our lower-income participants framed those 
same decisions as risks they had to protect against. This echoes 
prior work showing that middle-class Americans typically 
develop a sense of agency built around exercising independent 
choices, whereas working-class Americans often experience 
greater economic and environmental constraints that preclude 
such free choice behavior [54,56]. Recently, some inferencing 
systems have been designed to allow users the ability to modify 
their workings, either to improve system accuracy or simply to 
exercise personal choice over their outputs [31,61]. We suspect 
that users’ interactions with these systems may be affected by the 
larger cultural context in which those choices are made, and we 
advise system designers to consider how differences in risk 
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perception and personal agency based on cultural differences may 
affect users’ willingness to engage with different system designs.  

Second, prior work has found that inequalities in online skills and 
knowledge often result from differences in SES [20,24,64], and 
we found a similar, problematic inference literacy gap related to 
SES. The two different clusters of beliefs we saw were linked to 
income differences: the MR cluster had nearly all of our 
participants with under $45,000 household annual income, and 
was less aware of current data collection and inferencing 
practices. Although we cannot say whether this trend in our 
sample is representative of one in the larger population, given that 
inferential systems already disproportionately negatively affect 
working-class people [14,43], we again highlight the need for 
systemic efforts to prevent and reduce digital inequalities, 
including those related to inference literacy. 

5.2.2 Ethnicity and interpretations of inferencing as 
stereotyping  
Several participants spontaneously brought up beliefs that 
companies stereotype consumers by ethnicity, all of whom 
claimed that doing so is immoral. It is undoubtedly true that 
companies use demographics to profile users, and that this is an 
inherently imprecise process. Modern inferencing systems may 
include demographics like ethnicity among many features, but 
these participants believed that inferences are sometimes made 
based only on assumptions about ethnicity. However accurate or 
inaccurate this belief about stereotyping is, it remains that these 
participants’ life experiences have resulted in a cultural model 
about interactions with institutions like companies that assumes 
companies stereotype.  

The complex online ecosystem our study explored is often 
ambiguous as to how decisions are made: the opacity of 
algorithms that recommend, advertise, or filter content that users 
see often means users generally lack context for how online 
companies’ decisions and recommendations are made. This leaves 
plenty of room for the user to interpret online experiences in light 
of other experiences they have had, including those of being 
stereotyped or discriminated against. To the user who has 
experienced discrimination while shopping [15,34,50], driving 
[37], or merely walking [16], stereotyping by online companies 
may appear no different. Designers should therefore take caution 
in how they include or describe ethnicity as a component of 
decision-making about users. Lacking clear evidence to the 
contrary, unflattering interpretations may be made about 
inferential systems for which the purpose of using demographics 
like ethnicity is left ambiguous to the user. 

5.2.3 Cultural models in user research and design 
In this work, we applied the concept of cultural models to describe 
additional layers of commonalities and differences across our 
participants’ experiences. Although the finding that our two 
clusters had different views on risk and choice online might stand 
on its own, incorporating cultural models allowed us to link this 
finding to different beliefs about personal agency that relate to 
social class rather than leaving our analysis at the level of the 
individual participant. This provided us insight into a mechanism 
that seems to underlie interpretations about online privacy 
consequences, one that speaks to different economic and 
environmental constraints between cultural groups. We believe 
that exploring the ways that cultural models qualitatively affect 
people’s interpretations and attitudes about online phenomena 
complements other user research approaches by providing a 

textured, layered perspective on the meaning that users attach to 
their online privacy experiences.  

5.3 Future Directions 
We advocate for further research on inference literacy in high 
school- and college-educated samples to confirm whether the 
belief clusters we observed exist in the larger population, as well 
as to further explore whether inference literacy varies by 
educational attainment or geographic location. We also endorse 
the adoption of cultural models as a useful lens to apply to other 
research in online privacy. It would also be valuable to further 
explore how inference literacy beliefs interact with participants’ 
online behavior and decision-making processes, in order to inform 
new system designs that can better support inference literacy. 

5.4 Conclusion 
We began this work by describing the vast difference between 
companies’ past and present inferencing methods. There is little 
reason to believe that current methods will remain static, but our 
findings suggest that there is already a substantial gap between 
what people believe companies are doing with their data, and the 
current reality of pervasive, automatic algorithms. We point not 
only to the size of that gap, but also to its heterogeneity: we saw 
links between inference literacy beliefs and larger cultural models 
based on income, ethnicity, and potentially educational 
attainment. Culturally sensitive policy, research, and design may 
be a route to minimizing digital inequalities that arise as an 
outcome of group differences in inference literacy.  
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Appendix 
Appendix A. Teaching intervention procedure 
The teaching intervention included a pre-test assessment; two 
interventions to teach inference literacy concepts, each followed 
by a card sorting task to assess users’ developing explanations of 
inferencing phenomena; and a post-test assessment to gauge 
changes in inferencing beliefs after the interventions. 
The pre-test assessment consisted of one main prompt and 
follow-up questions about the inferencing capabilities of a social 
media company. 
Next, we provided the first teaching intervention, in which the 
interviewer explained that companies may collect behavioral data 
while people use a device. Following this first intervention, the 
interviewer gave the participant the first card sorting task, in 
which participants ranked the likelihood that a given inference 
could be drawn from a particular piece of data, e.g., “Data: List of 
apps on phone, Inference: Whether they have kids”. These 
inferences were chosen because they could be made intuitively by 
people or by an algorithm, allowing us to learn which explanation 
participants gravitated towards. Afterwards, the interviewer 
provided feedback on which inferences are or are not likely to be 
possible for companies to make using current technology. 
Next, we provided the second teaching intervention, sharing a 
simplified explanation of classification through machine learning. 
After the second teaching intervention, we provided the second 
card sorting task, with inferences chosen to explore capabilities 
related to classification, e.g., “Data: Text from social media posts, 
Inference: Their personality” [14]. We hoped that after the 
explanation of classification, participants’ explanations would 
include details of the machine learning process. Again, the 
interviewer provided feedback on the feasibility of each inference. 
Finally, the interviewer administered a post-test assessment, 
asking about the inferencing capabilities of a cell phone service 
provider. We finished the session by soliciting feedback on the 
teaching intervention, which we used to refine materials between 
cycles. 

 
 


