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Abstract order for NAND flash memory to be widely adopted in

We propose a new approach, called dynamic prograrmgh—performance enterprise storage systems, the deteri-
and erase scaling (DPES), for improving the enduranc@ating NAND endurance problem should be adequately
of NAND flash memory. The DPES approach is basedesolved.
on our key finding that the NAND endurance is depen-  Since the lifetimel.c- of a NAND flash-based storage
dent on the erase voltage as well as the number of P/@evice with the total capacity’ is proportional to the
cycles. Since the NAND endurance has a near-linear denaximum numben/p, i of P/E cycles, and is inversely
pendence on the erase voltage, lowering the erase volRroportional to the total written datd’s,, per day,Lc
age is an effective way of improving the NAND en- (indays) can be expressed as follows (assuming a perfect
durance. By modifying NAND chips to support mul- Wear leveling):
tiple write modes with different erase voltages, DPES Mp/gp x C
enables a flash software to exploit the new tradeoff be- Le = Waay X WAF' @
tween the NAND endurance and write speed. In this pa-
per, we present a novel NAND endurance model whichwhereW AF is a write amplification factor which rep-
accurately captures the tradeoff relationship between theesents the efficiency of an FTL algorithm. Many ex-
endurance and write speed under dynamic program anigting lifetime-enhancing techniques have mainly fo-
erase scaling. Based on our NAND endurance model, weused on reducind AF' by increasing the efficiency
have implemented the first DPES-aware FTL, called autof an FTL algorithm. For example, by avoiding un-
oFTL, which improves the NAND endurance with a neg- necessary data copies during garbage collectiba, 7
ligible degradation in the overall write throughput. Our can be reduced [4]. In order to redu®gy,,, vari-
experimental results using various I/O traces show thabus architectural/system-level techniques were proposed
autoFTL can improve the maximum number of P/E cy-For example, data de-duplication [5], data compres-
cles by 45% over an existing DPES-unaware FTL withsion [6] and write traffic throttling [7] are such exam-
less than 0.2% decrease in the overall write throughput.ples. On the other hand, few system/software-level tech-
niques were proposed for actively increasing the maxi-
; mum numbeM p, i of P/E cycles. For example, a recent
1 Introduction study [8] sugges/tMp/E can be indirectly improved by
NAND flash-based storage devices are increasingly popa self-recovery property of a NAND cell but no specific
ular from mobile embedded systems (e.g., smartphone®chnique was proposed yet.
and smartpads) to large-scale high-performance enter- In this paper, we propose a new approach, called dy-
prise servers. Continuing semiconductor process scahamic program and erase scaling (DPES), which can sig-
ing (e.g., 10 nm-node process technology) combinedificantly improveMp, . The key intuition of our ap-
with various recent advances in flash technology (suchproach, which is motivated by a NAND device physics
as a TLC device [1] and a 3D NAND device [2]) is ex- model on the endurance degradation, is that different
pected to further accelerate an improvement of the costP/E settings can affect the NAND endurance differently.
per-bit of NAND devices, enabling a wider adoption of By modifying a NAND device to support multiple write
NAND flash-based storage systems. However, the poomodes (which have different impact on the NAND en-
endurance of NAND flash memory, which deterioratesdurance) and allowing a firmware/software module to
further as a side effect of recent advanced technologiegshoose the most appropriate write mode (e.g., depending
is still regarded as a main barrier for sustainable growtton a given workload), DPES can significantly increase
in the NAND flash-based storage market. (We represend/p, .
the NAND endurance by the maximum number of pro- The physical mechanism of the endurance degradation
gram/erase (P/E) cycles that a flash memory cell can tolis closely related to stress-induced damage in the tunnel
erate while preserving data integrity.) Even though theoxide of a NAND memory cell [9]. Since the probabil-
NAND density doubles every two years, the storage life-ity of stress-induced damage is proportional to the stress
time does not increase as much as expected in a recembltage as well as the length of the stressed time inter-
device technology [3]. For example, the NAND stor- val [10], reducing the stress voltage is an effective way
age lifetime was increased by only 20% from 2009 toof improving the NAND endurance. Our measurement
2011 because the maximum number of P/E cycles wagesults with recent 20 nm-node NAND chips show that
decreased by 40% during that period. In particular, inwhen the stress voltage (particularly, the erase voltage) i
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reduced by 17% during P/E cycles/p,; can increase
on average by 96%. However, in order to lower the eras
voltage, it is necessary to form narrow threshold voltag
distributions after program operations. Since shortenin
the width Wy, of a threshold voltage distribution re-
quires a fine-grained control during a program operatior .
the program time is increased if a lower erase voltage o 1 2 3 000 0(')5 0'10 0'15 020
used. . . P/E cycles [K] . . Ar . .

Qur DPES approach eXPIOItS the tradeqﬁ relation- a) Average BER variations (b) Effective wearing over dif-
ship between the NAND endurance and write speed akyer different P/E cycles under ferentr's
the firmware-level (or the software level in general) sovaryingr's
that the NAND endurance is improved while the write gigre 1: The effect of lowering the erase voltage on the
throughput is not affected. For example, since the maxinaND endurance.
mum performance of NAND flash memory is not always
needed in real workloads, a DPES-based technique ca®.1 Erase Scaling and its Effect on NAND
exploit idle times between consecutive write requests for Endurance

reducingWy,. If such idle times can be automatically The time-to-breakdowiisz , of the oxide layer decreases

estimated by a firmware/system software, the DI:)Es'exponentially as the stress voltage increases because

based technique can choose the most appropriate WritRe higher stress voltage accelerates the probability of
mode for each write request. By aggressively SeIeCt.'n%tress-induced damage which degrades the oxide relia-
an endurance-enhancing write mode when a large idig;i r10] " This phenomenon implies that the NAND
tlmells_ avallablg,ghe NANID enéjuranc.e czla\:)r}Eb,e signifi-on jirance can be improved by lowering the stress volt-
fcanty mlcreasa ecause less damaging F/E'S aré Molgq (o g, program and erase voltages) during P/E cycles
requer_ny used. because the reliability of NAND flash memory primar-

In this paper, we present a novel NAND endurancey qepends on the oxide reliability [9]. Although the
model which accurately captures the tradeoff relationy,5yimum program voltage to complete a program oper-
ship between the NAND endurance and write speed Ungiion is ysually larger than the erase voltage, the NAND
der dynamic program and erase scaling. Based on oyt qyrance is mainly degraded during erase operations
NAND endurance model, we have implemented the firs,ocqse the stress time interval of an erase operation is
DPES-aware FTL, calledutoFTL which dynamically  apqut 100 times longer than that of a program operation.
adjusts program and erase voltages in an automatic fashmerefore, if the erase voltage can be lowered, its impact
ion, thus improving the NAND endurance with a negligi- 4, the NAND endurance improvement can be significant.
ble degradation in the write throughput. Since no NAND |, order to verify our observation, we performed

chip currently allows an FTL firmware to change its pro- NanD cycling testd by changing the erase voltage. In
gram and erase voltages dynamically, we evaluated thg, tests, we used the NAND retention BER (i.e., a BER
effectiveness of autoFTL with tHashBenctemulation  5far 10 hours’ baking at25 °C?) as a measure for quan-
environment [11] using a DPES-enabled NAND simula- it ing the wearing degree of a NAND chip [9]. Fig. 1(a)
tion model (which supports multiple write modes). Our gpq\ys how the retention BER changes, on average, as
experimental results using various I/O traces show thajne nymper of P/E cycles increases while varying erase
autoFTL can improvellp,; by 45% over an existing qjtage scaling ratios. (We denote an erase voltage scal-
DPES-unaware FTL with less than 0.2% decrease in thﬁ]g ratio byr. Whenr is set toz%, the erase voltage is
overall write throughput. _ reduced byr%.) The retention BERs were normalized

_ The rest of the paper is organized as follows. In SeCqyer the retention BER after 3K P/E cycles when the
tion 2, we present the proposed DPES approach in dejefault erase voltage was used. As shown in Fig. 1(a),
tail. Section 3 describes our DPES-aware autoFTL. Exthe more the erase voltage is reduced (i.e., the higher
perimental results follow in Section 4. Finally, Section 5 ;s " the less the retention BERs. For example, when
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concludes with summary and future work. the erase voltage is reduced by 17%, the normalized re-
tention BER is reduced by 49% after 3K P/E cycles over
2 Dynamic Program and Erase Scaling the default erase voltage case. Since the normalized re-

tention BER reflects the degree of the NAND wearing,
The DPES approach is based on our key finding that thdéigherr’s lead to less endurance degradations. Since dif-
NAND endurance is dependent on the erase voltage derent erase voltages degrade the NAND endurance by
well as the number of P/E cycles. In this section, wedifferentamounts, we introduce a new endurance metric,
explain the effect of erase voltage scaling on improv-calledeffective wearing per PEn short,effective wear-
ing the NAND endurance and Qescribe the dynamic prq 1In a NAND cycling test, program and erase operations areatege
gram scalmg method for Iowerlng the erase VOItage' .F|_3,000 times (which are rou’ghly equivalentép, r; of a recent 20 nm-
na"y’ _We presenta novel NAND endurance model Wh'Chnode NAND device [3]). Our cycling tests for each case aréopered
describes the effect of DPES on the NAND endurancevith more than 20 blocks which are randomly selected fromifsch
based on an empirical measurement study using 20 nm- 2This is a standard NAND retention evaluation procedureifipdc
node NAND chips. by JEDEC.
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Figure 2:Wp; scaling andV/p; scaling for dynamic pro- operating conditions of a target product. Sifte;’s are
gram scaling. fixed by a flash manufacturer, a program operation takes

a constant program time, which we represeniby:o .

ing), which represents the effective degree of NAND _ The proposed DPES approach is unique in that it al-
wearing after a P/E cycle. We represent the effectivd®WS Mpi's andWp;'s to be changed dynamically de-

wearing by a normalized retention BER after 3K P/E cy-P€nding on workload variations. We scélép; based
cle on a program time requirement. Fig. 2(b) shows the rela-

A% shown in Fig. 1(b), the effective wearing decreasesionship between the program time and its corresponding
near-linearly ag increases. Based on a linear regressionii’p; scaling ratio based on our NAND characterization
model, we can construct a linear equation for the effecstudy. The program time is normalized 0@&sro¢. For

tive wearing over different’s. Using this equation, we example, in the case abde; when the program time is
can estimate the effective wearing for a differenffter 2.3 times longer thafi'sroq, Wp; can be reduced by
3K P/E cycles, for example, the total sum of the effec-57%. On the other hand/p; is scaled based on the to-
tive wearing with the default erase voltage is 3K. On thetal sum of the effective wearing to guarantee the required
other hand, if the erase voltage was set to 17% less tharliability (i.e., data retention). Fig. 2(c) shows alufp;

the default voltage, the total sum of the effective wear-scaling model over different total sums of the effective
ing is only 1.53K because the effective wearing withf ~ wearing based on our measurement results. In order to
0.17is 0.51. As aresulf/p, can be increased almost reduce the management overhead, we changéthg
twice as much when the erase voltage is reduced by 17%caling ratio every 0.5-K P/E cycle interval (as shown by
over the default case. In this paper, we will use a sim-the dotted line in Fig. 2(c)). Dynamic program scaling
ple endurance model with four different write modes (ascan be easily integrated into an existing NAND controller

described in Section 2.3). with a negligible time overhead (e.g., less than 0.1% of
Trroc) and a very small space overhead (e.g., 2 bits per
2.2 Dynamic Program Scaling block).

In order to use a reduced erase voltage when a NAN

block is erased, it is necessary to change program bia 3 .N_AND Endurance M.Odel ]
conditions dynamically so that narrow threshold volt- Combining erase voltage scaling and program scaling,
age distributions can be formed after program operationgve developed a novel NAND endurance model that can
Since the erase voltage is proportional to the maximune used with DPES-enabled NAND chips. Fig. 3 shows
program voltage (which is dependent on the width ofour proposed NAND endurance model with four write
threshold voltage distributions), extra threshold vaitag modesnpode, ~ nodes. Mode, (which uses the largest
margins from narrow threshold voltage distributions canerase voltage) is the fastest write mode with no slowdown
be used to lower the erase voltage. Fig. 2(a) illustrated the write speed whilepde; (which uses the smallest
how threshold voltage distributions for four MLC states erase voltage) represents the slowest write mode with the
are typically formed. Since we need to shorten the widthargest wearing gain. Our proposed NAND endurance
(i.e., Wy1,) of threshold voltage distributions for reduc- model takes account of botlp; scaling andV/p; scal-

ing the erase voltage, we redut;’s andWWp;'s during  ing described in Figs. 2(b) and 2(c).

program times. In conventional NAND chips, the volt-

age gapMp; between two adjacent states is kept large3 AUtOFTL: DPES-Aware FTL

enough to preserve data integrity. On the other hand, thg 5564 on our NAND endurance model presented in
width Wp; of a program state is mainly affected by a ggction 2.3, we have implemented autoFTL, the first

3Since the normalized retention BER is reduced by 49% when theDPES_aware FTL, which aUtomatlca”y Changes pro-

erase voltage is reduced by 17%, the effective wearing besghs1. ~ dram speeds de_pending on write throughput _reqUire'
When the default erase voltage is used, the effective wgisit. ments. AutoFTL is based on a page-level mapping FTL




Write Request  LA: Logical Address Buffer utilizationu Write mode

PA: Physical Address
u < 40% nodes
Garbage | SetMode(m) [ ppgs | SetMode(m) [ wear 40% < u < 60% nodes
Collector Manager Leveler 60% < u < 80% node;
] u > 80% nodeg
LA | mode;

U\

Table 1: The write-mode selection rules used by the
Yy v DPES manager.

Extended Mapping Table

Sum(EffectiveWearing)

e o Bock eler are modified to be DPES-aware. In the garbage col-
) lector, when a background GC is invoked, the slowest
Valid . . . . .
block PA | | Devicesettings; write mode is used in copying valid data. On the other
. vy hand, when a foreground GC is invoked, the fastest mode
Placks {| | | | | | | | | | | | | | | | | is used so that valid data can be moved as soon as pos-
Made 05 13 ;0 3 1 ieq0.123) sible. The wear leveler tries to evenly distribute the total

sum of effective wearing, not the number of P/E cycles,
to NAND blocks by employing a DPES-aware data sepa-
ration technique in the existing dual-pool algorithm [13].
with additional modules for DPES support. Fig. 4 shows .

an organizational overview of autoF TL. The DPES man-4 Experimental Results

ager is responsible for choosing the most appropriaig, order to evaluate the effectiveness of the proposed
write mode for each write operation. Unlike conven- 5,,oF T we used a unified development environment,
tlongl FTLs, autoFTL maintains per-block mode Infor- cajled FlashBench11], for NAND flash-based storage
mation as well as logical-to-physical mapping informa- gevices. For our evaluation, we modified a NAND flash
tion in the extended mapping table. The per-block mode,,,qel in FlashBench to support DPES-enabled NAND
table keeps track of the current write mode and the totaﬁrash chips with four write modes as shown in Fig. 3.
sum of the effective wearing for each block. Since the organization of mobile storage systems and en-
In selecting a write mode for a write request, the DPESterprise storage systems are quite different, we used two
manager exploits idle times between consecutive writer|ashBench configurations in our experiments. For a mo-
requests so that autoFTL can increasp, ; withoutin-  pjle benchmark, FlashBench was configured to have one
curring additional decrease in the overall write through-channel with four NAND flash chips. For PC and en-
put. In autoFTL, the DPES manager uses a simple Cirterprise benchmarks, FlashBench was configured to have
cular buffer for estimating the available program time four channels with four chips per channel. Each NAND
for a given workload. Table 1 illustrates how the DPESﬂash Ch|p has 128 blocks which are Composed of 128 4-
manager decides a write mode using a circular bufferg pages. The page program time (iBrroc) was set
The circular buffer queues incoming write requests be+g 1.3 ms. The size of the circular buffer used in autoFTL
fore they are written, and the mode selector adaptivelyyas set to 32 KB and 32 MB, respectively, for mobile and
changes a write mode. The mode selector chooses t%terprise benchmarks.
write mode,nmode;, depending on the buffer utilization e evaluated\/p, ; and the overall write throughput
ratio (which represents how much of the circular bufferfor three different techniquesaseline, autoFTL, andor-
is filled by outstanding requests). For example, if the uti-5¢je. Baseline is an existing DPES-unaware FTL that al-
lization ratio is lower than 40%, the write request in the yays uses the fastest mode for writing datatoFTL is
head of the circular buffer is programmed to a NAND the proposed DPES-aware FTL that selects a write mode
chip withmodes. In the current version of autoFTL, we pased on the utilization of a circular buffeOracle is
used rather conservative write-mode selection rules sg simple off-line algorithm with an oracle predictor on
that the overall write throughputis not affected by DPES.the arrival time of the next request. Sinmecle has the
Since erase operations are performed at the NANGull knowledge of future write requests, it can choose the
block level, the per-block mode table maintains fourmost appropriate write mode for the next request without
linked lists of blocks using the same write mode. Whena circular buffer. (That ispracle shows the performance
the DPES manager decides a write mode for a write reupper bound when no circular buffer is used.)
quest, the corresponding linked list is consulted to locate We used five different I/O tracesmbi | e (collected
a destination block for the write request. Also, the DPESfrom a P2P application on an Android smartphone),
manager informs a NAND chip how to configure appro-pc (extracted from a PC user), antsr, proj, and
priate device settings (e.g., ISPP voltage and referencer ¢ (chosen from the MS-Cambridge benchmarks [14],
voltages for read/verify operations) for the current write which represent the enterprise storage workload.). Ta-
mode using the per-block mode table. Since differenle 2 summarizes the distributions of inter-arrival times
write modes require different reference voltages for reachetween two consecutive write requests for five 1/0
operations, the per-block mode table keeps track of theraces. Inter-arrival times were normalized o¥&izoc.
current write mode for each block so that a NAND chip |n order to measurd/p g, each trace was repeated
changes its read references before serving a read requeghtil the total sum of the effective wearing reached 3K.
In autoFTL, both the garbage collector and wear lev-MeasuredM p,; values were normalized over that of

Figure 4: An organizational overview of autoFTL.
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Figure 5: Comparisons of normalizédpy,  ratio and overall write throughputfor five traces with difat techniques.

Distributions of normalized
Trace inter-arrival timest overTp roc [%]
t<14 | 1.4<t<1.75 | 1.75<t<2.3 | t>23
nmobi | e 1.6 0.9 2.4 95.1
pc 12.0 9.0 18.0 61.0
usr 55.6 5.2 9.8 29.4
proj 71.1 0.8 2.2 25.9
src 90.3 0.1 0.1 9.5 and

ample opportunities for future research issues. Most ex-
isting solutions for NAND endurance improvements may
need to be revisited from the DPES’ perspective.
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AlthoughautoFTL uses slow write modes frequently, the
decrease in the overall write throughput obeseline is
less than 0.2% as depicted in Fig. 5(b). We also evaluated [1]
if there is an extra delay in sending a write request to the
circular buffer ofautoFTL over baseline. The increase

in the average queuing delay per request was negligible [2]
compared td'proc (i-e., 1300us). Fornobi | e, there

was a delay of 0.3:s while, for sr c, there was a de- 3l
lay of 50.8us. One interesting observation is thait-
OFTL performs better thanracle, improving Mp, by (4]

6%, on average, ovaracle. This is becausautoFTL
can choose slow write modes even for highly clustered [5]
consecutive writes because write modes are determined
by the circular buffer utilization which reflects longer-
term write throughput fluctuations. On the other hand, [g]
oracle, which has no buffering support, must choose fast
write modes for the clustered writes.

5 Conclusions

We have presented a novel approach, DPES, for im-
proving the endurance of NAND flash memory. Un-
like existing lifetime-enhancing techniques, our DPES [
approach is unique in that it directly improves the |19
NAND endurance by exploiting the device physics on
the NAND endurance. Based on our novel NAND en-
durance model which accurately describes the effect of 14l
DPES on the NAND endurance, we have implemented
autoFTL, which automatically changes program speeds{12]
and the erase voltage. Our experimental results show that
autoFTL can improve the maximum number of P/E cy- [13]
cles by 45% over an existing DPES-unaware FTL with
a minimal decrease in the write throughput. Since the
DPES approach adds a new dimension on the NAND
lifetime optimization problem, we expect that there are

[7]

(8]

(14]
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