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Abstract

Parity protection at system level is typically employed to
compose reliable storage systems. However, careful con-
sideration is required when SSD based systems employ
parity protection. First, additional writes are required for
parity updates. Second, parity consumes space on the
device, which results in write amplification from less ef-
ficient garbage collection at higher space utilization.

This paper analyzes the effectiveness of SSD based
RAID and discusses the potential benefits and drawbacks
in terms of reliability. A Markov model is presented to
estimate the lifetime of SSD based RAID systems in dif-
ferent environments. In a single array, our preliminary
results show that parity protection provides benefit only
with considerably low space utilizations and low data ac-
cess rates. However, in a large system, RAID improves
data lifetime even when we take write amplification into
account.

1 Introduction

Solid-state drives (SSDs)!' are attractive as a storage
component due to their high performance and low power
consumption. Advanced integration techniques such as
multi-level cell (MLC) have considerably dropped cost-
per-bit of SSDs such that wide deployment of SSDs is
feasible. While their deployment is steadily increasing,
their write endurance still remains as one of the main
concerns.

Many protection schemes have been proposed to im-
prove the reliability of SSDs. For example, error cor-
recting codes (ECC), log-like writing of flash translation
layer (FTL), garbage collection and wear leveling im-
prove the reliability of SSD at the device level. Compos-
ing an array of SSDs and employing system level parity
protection is one of the popular protection schemes at the
system level. In this paper, we study striping (RAIDO),
mirroring (RAID1), and RAIDS.

RAIDS has improved the lifetime of HDD based stor-
age systems for decades. However, careful decisions
should be made with SSDs when the system level parity
protection is employed. First, SSDs have limited write
endurance. Parity protection results in redundant writes
whenever a write is issued to the device array. Unlike
HDDs, redundant writes for parity update can severely
degrade the lifetime of SSDs. Parity data consumes de-
vice capacity and increases the space utilization. While
it has not been a serious problem in HDDs, increased
space utilization leads to less efficient garbage collection
which in turn increases the write workload.

'We consider MLC SSDs in this paper, unless otherwise mentioned.
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Many studies have investigated SSD based RAID sys-
tems. The notable study [1] points out the pitfalls of
SSD based RAIDS in terms of performance. They dis-
cuss the behavior of random writes and parity updates,
and conclude striping provides much higher throughput
than RAID5. We consider the impact of write workload
on reliability. Previous studies [2, 3] have considered
different architectures to reduce the parity update perfor-
mance penalty. We focus on the problem of random and
small writes resulting in frequent parity updates. Recent
study [4] shows that randomness of workload is increas-
ing with the advent of big data analytics and virtualiza-
tion.

This paper focuses its attention on the reliability of
an array of MLC SSDs. In this paper, we explore the
relationship between parity protection and the lifetime of
an SSD array. The paper makes the following significant
contributions:

e We analyze the lifetime of SSD taking benefits and
drawbacks of parity protection into account.

e The results from our analytical model show that
RAIDS is less reliable than striping with a small
number of devices because of write amplification.

Sec. 2 provides background of system level parity pro-
tection and write amplification of SSDs. Sec. 3 explores
SSD based RAID. Sec. 4 builds a reliability model of
SSD based RAID. Sec. 5 shows evaluation of our statis-
tical model. Sec. 6 concludes this paper.

2 Backgroud

We categorize protection schemes for SSDs into two
levels: device level protection and system level protec-
tion. Device level protection includes ECC, wear lev-
eling, and garbage collection. System level protection
includes RAIDS and mirroring. In this paper, we will
mostly focus on system level protection.

2.1 System Level Protection

In many cases, device level protections are not enough to
protect data. For example, when the number of bit errors
exceeds the number of correctable bit errors using ECC,
data in a page may be lost without additional protection
mechanisms. A device can fail due to other reasons such
as the failure of device attachment hardware. In this pa-
per, we call the former as a page error and the latter as a
device failure. In order to protect device failures, system
level parity protection is employed.

RAIDS is popular as it spreads workload well across
all the devices in the device array with relatively small
space overhead for parity protection. The group of data
blocks and the corresponding parity block is called a



page group. RAIDS is resilient to one device failure or
one page error in a page group.

Mirroring is another popular technique to provide data
protection at the system level. Two or more copies of the
data are stored such that a device level failure does not
lead to data loss unless the original and all the replicas
are corrupted before the recovery from a failure is com-
pleted. When the original data is updated, the replicas
have to be updated as well. Read operations can be is-
sued to either the original or the replicas at the system
level. When a device is corrupted, the paired devices are
used to recover the failed device.

2.2 Write Amplification

Protection schemes for SSD often require additional
writes and those writes in turn reduce the reliability of
SSDs. Since higher write amplification can reduce the
lifetime of SSD severely, protection schemes should be
configured carefully to maximize the lifetime improve-
ment while minimizing write amplification. Write am-
plification severely degrades reliability, since the relia-
bility is highly dependent on the number of writes done
at the SSDs. Main sources of the write amplification are
discussed in this section.

Recovery process In most of the recovery processes, at
least one write is required to write a corrected page. ECC
can correct a number of errors in a page simultaneously
with one write. For instance, fixing a bit error in a page
takes one redundant write, while fixing ten bit errors in a
page also needs one additional write.

Our previous work [5] suggested threshold based ECC
(TECC) to reduce the write amplification from frequent
recovery by leaving bit errors in a page until it accumu-
lates a certain number of bit errors. TECC can drasti-
cally reduce the write amplification from ECC. It is noted
that ECC based write amplification is a function of read
workload unlike other sources of write amplification.
Garbage collection NAND flash memory is typically
written in a unit of a page, 4KB, and erased in a unit
of a block, e.g., 512KB. It does not support in-place up-
date and accumulates writes in a log-like manner. In such
a log structured system, internal fragmentation and the
garbage collection process to tidy the fragmented data
are inevitable. The garbage collection process moves
valid pages from one place to another place and this re-
sults in increasing the number of writes issued to the de-
vice. Write amplification due to garbage collection is
strongly dependent on the space utilization of the SSD.
When the SSD is nearly full, garbage collection initiates
quicker and results in being less efficient since a larger
fraction of the blocks are still live. Recent study [6] re-
veals that the efficiency of garbage collection is also de-
pendent on the hotness of data. Since hot data tends to be
more frequently invalidated, garbage collection is more

efficient when hot workload concentrates on a small por-
tion of data.

3 SSD based RAID

Our analysis is based on an architecture where a RAID
controller operates on top of a number of SSDs. As a
result, the set of pages within a page group have a con-
stant logical address (before FTL translation) within the
device. As the pages are written, the actual physical ad-
dress of pages within the device change because of FTL
translation. However, this does not impact the member-
ship of the page group, based on the logical addresses.
When the number of page errors in a page group exceeds
the number of correctable page errors by RAID, the page
group fails and the storage system loses data.

In RAIDS, for a small write, the data block and the
parity block need to be updated, potentially resulting in
a write amplification factor of 2. However, when a large
write that spans a number of devices is issued, the parity
block can be updated once for updating N-1 data blocks
with the help of a parity cache [2], where N is the number
of devices in the device array, resulting in a write ampli-
fication factor of N/(N-1). Depending on the workload
mixture of small and large writes, the write amplification
will be somewhere in between. In a mirroring system,
the write amplification is 2 regardless of the size of the
write request.

Parity blocks increase space utilization. Suppose that
120GB of data is stored in four 80GB SSDs, RAIDS
stores 30GB of data and 10GB of parity in each device
while striping stores only 30GB data per device. The
increased amount of data results in less efficient garbage
collection and more write amplification, which decreases
the lifetime of SSDs.

4 Lifetime Model

Our lifetime model is based on a Markov model of [5]
which analyzes the relationship of single SSD’s reliabil-
ity and device level protection. A number of symbols
used in our model are shown in Table 1.

A number of studies [7, 8] have investigated the MLC
bit error behavior of flash memory. There are different
sources of bit error of flash memory: read disturb, data
retention failure, and write error. These studies model
the bit error rate as an exponential function of the num-
ber of program/erase cycles (P/E cycles) the cell has gone
through. We employ the data from the measurement
study of [8] to model the change of bit error rate. Ta-
ble 2 shows parameters of the employed model.
Uncorrectable Page Error Rate We employ a series of
Markov models in Fig. 1 to build a model of reliability of
apage. We can estimate the uncorrectable page error rate
at each slot using a steady state analysis of the Markov
chain. From the analysis, the probability of reaching the



Symbols | Description
S the number of bits in a page
the number of correctable bits by ECC per page
X P/E cycles
A(x) raw bit error rate
i (state) the number of bit errors in a page
g(i,x) garbage collection access rate
u page access rate
Uy page read rate
Fe (state) page error: ECC cannot recover the page
Vi (state) a page is corrupted
d; (state) a device fails
N the number of devices
U space utilization of SSD
T the number of pages in an SSD
v(x) uncorrectable page error rate
d device failure rate
13 page group recovery rate
n device recovery rate
Fr (state) data loss: RAID cannot recover the system
o(x) data loss rate at system level
p(x) data loss probability induced by o(x)
tw time to write whole system once
P; the prob. of staying at state i in a Markov model
w the number of writes issued per second.

Table 1: List of symbols used in statistical models

Error Type A B
Read disturb (per read) 3.11e-7 | 2.17e-4
Data retention (per month) | 3.30e-6 | 1.83e-4
Write error (per write) 1.09e-7 | 3.01le-4

Table 2: Raw bit error rate A (x) = AeB*
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Figure 1: A Markov model of page error rate

state Fg can be obtained. Detailed presentation is omitted
due to lack of space.

Mean Time to Data Loss We employ the mean time
to data loss (MTTDL), which is one of the popular
metrics in reliability analysis. The MTTDL is defined
as the expected time to encounter the first data loss:
MTTDL=(57, (ipG)TEZ] (1 - p(i))) ) -t The data
loss rate o (x) = uy- T - v(x) for single SSD.

The reliability of SSD is highly dependent on the num-
ber of writes it has serviced. We employ a detailed
Markov model in Fig. 2 considering replaced devices
after device failure recovery. The replaced devices have
experienced relatively lower number of writes.

Two sources of failure are considered in this model.
Bit errors accumulate and result in a page error. The en-
tire device failure can lead to the failure of all the pages
in the device. The data loss rate o(x) is the rate reaching
state Fr. For N device striping, o(x) = NuT - v(x).

Under an assumption that each device pair is indepen-
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Figure 2: A Markov model of RAIDS system

dent in a mirroring system, we can build a Markov model
for the device pair, and then extend it to cover the entire
system. The pair fails with failure rate p(x), and the mir-
roring system fails at the rate of 6(x) =N/2-p(x) where
N is the number of devices in the mirroring system.

4.1 Write Amplification
Write amplifications are caused by garbage collection,
ECC recovery, and parity update which are denoted as
Otge, Orey, and Clpariy. We exploited the result of [6] to
estimate garbage collection rate g(i,x) which is depen-
dent on write workload, and atee = YK (g(i,x) - P;) /w.
And O4ey = (U X5 Pi) /W. Oparity depends on workload
characteristics and is in the middle of N/(N-1) and 2.
Device level ECC recovery and system level parity up-
date are independent. Block level recovery does not re-
quire parity update and vice versa. But garbage collec-
tion depends on the amplified writes from parity updates
and ECC recovery: o = (Ocy + Oparity — 1) - Otgc. This
write amplification is emulated by changing sampling of
data loss rate o (x).

5 Evaluation

The lifetime of an SSD array is evaluated in different en-
vironments. Various aspects of SSD array are explored.

5.1 Simulation Environment

We exploited bit error rate mainly from [8], specifically
3x nm memory. We assume that 61-bit correctable ECC
for a 4KB page is employed. We assume a constant de-
vice failure rate of 3% [9] over its lifetime. Each SSD
has a capacity of 80GB.

30GB of data is kept under 125MB/s of workload,
with 3:1 read:write ratio, per device as default. The ac-
tual space utilization can be more than 30GB due to par-
ity or replication.

TRIM command issued by file system indicates to
SSD which data is invalidated. We assume that the TRIM
command is exploited with zero overhead.

The lifetime varies by vendor and model of SSD. We
normalize the lifetime results to the lifetime of a single
SSD in a default environment. We call the normalized
lifetime as relative MTTDL.

5.2 Review of Analysis of Single SSD
Space utilization and the write amplification from
garbage collection are strongly related to the lifetime.



Space util. 0.1 0.3 0.5 0.7 0.9
R.MTTDL | 1.0993 | 1.0620 | 0.8966 | 0.6243 | 0.26056

Table 3: Lifetime of an SSD v.s. space utilizations.
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Figure 3: Lifetime of different number of SSDs

Table 3 shows the relationship between space utilization
and the lifetime of a single SSD. It shows an interesting
point: the expected lifetime does not decrease linearly as
space utilization increases. When we increase space uti-
lization from 0.1 to 0.5, the amount of data is five times
the original data, with only 18% loss of lifetime. If we
increase space utilization from 0.5 to 0.9, in contrast, the
lifetime decreases by about 70%.

5.3 Is RAIDS Superior to Striping?

We compare the lifetime of RAIDS to the lifetime of
striping in this section. Since the write amplification
from parity update varies depending on small vs. large
writes, we describe the lifetime of RAIDS as a range
from its minimum to maximum achievable.

We first analyze the impact of write amplification to
the lifetime of SSD based arrays. We vary parameters
to find when RAIDS is superior to striping and when
RAIDS5 may not be so beneficial in this section.

The number of devices Fig. 3 compares the lifetime
of different systems with varying number of SSDs. It
brings out many interesting implications. First, mirror-
ing, at 2 SSDs suffers extremely from higher write am-
plification. Its write amplification from parity update (or
replica copy) is always 2. Its space utilization is twice
as that of striping on 2 SSDs. The lifetime of RAIDS
systems grows with the number of devices. The results
shows that with less than 8 SSDs the overhead from addi-
tional writes from parity overwhelm RAIDS’s reliability
benefits.

The amount of data Since the space utilization of
RAIDS is higher than striping due to parity, it is more
sensitive to space utilization than striping. This tendency
is shown in Fig. 4. As we increase the amount of data,
the lifetime of RAIDS drastically decreases and eventu-
ally its maximal lifetime is less than striping. This im-
plies that the total amount of data should be less than
a certain amount otherwise RAID5 will not be benefi-
cial in terms of reliability. RAIDS5 is shown to be com-
petitive when the amount of data is less than 240GB or
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Figure 4: Lifetime of 8 SSDs of different amount of data

space utilization is less than about 40%. The 400GB
of data is equivalent to 71% space utilization or 40%
over-provisioning. Considering that recent SSDs typi-
cally provide over-provisioning from 7% to 20% (93%
to 83% of space utilization), additional measure should
be taken to 1) increase over-provisioning considerably
and/or 2) reduce write amplification further.

Advanced techniques In Fig. 3 and Fig. 4, it is notable
that the lifetime gain is not linearly increasing as write
amplification decreases. This is because write amplifi-
cation from various sources are not independent. When
the number of devices increases, for example, write am-
plifications from both parity update and garbage collec-
tion reduce at the same time. Moreover, when parity up-
date overhead decreases, garbage collection rate is also
decreased and it results in less write amplification from
garbage collection.

Many techniques have been recently proposed to re-
duce the write amplification. Among them, we evalu-
ated in Fig. 5, threshold based ECC (TECC) which re-
duces the write amplification from ECC recovery. As we
expected, lifetime increases considerably. With TECC,
write amplification from parity update has more impact
on the lifetime. As explained in Sec. 4.1, reducing write
amplification from ECC recovery makes the influence of
write amplification from parity update relatively larger.

Hotness of blocks reduces write amplification from
garbage collection. As, seen in Fig. 5, hotness of data
(when 80% of data is concentrated on 20% of space) re-
sults in slightly higher lifetime.

Workload characteristics We consider other parameters
such as read:write ratios and data access rates in Fig.
5. The workloads that are less write intensive result in
SSDs that wear out at a slower rate while constant device
failure rates contribute more to data loss. Since RAIDS
is robust to device level failure, its lifetime grows more
than expected. The 62.5MB/s workload has more writes
than R:W=9:1 workload but it has lower read bandwidth
which in part converts to redundant writes from frequent
ECC recovery.

Device failure rate We evaluated the lifetime of RAIDS
with higher failure rate (annually 5%) in Fig. 6. In



W RAID5 = Striping

) T
=}
E12 T |
s
s 1 |
2
%08 - -
o
206 —
04 - —
02 |
0 - . . . .

Reference TECC Hotness R:W=9:1 62.5MB/s/SSD
Lifetime of 8 SSDs with different parameters
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the figure, when the number of devices is more than 8,
RAIDS is better in lifetime on an average than striping.
This result shows that RAIDS is useful with larger device
failure rate and larger number of devices in the array. The
larger number of devices contributes to larger failure rate
at the system level as well as to smaller overhead of par-
ity in write workload and capacity.

Scalability Our evaluation results so far have shown that
RAIDS5 may not always be beneficial in improving the
lifetime compared to striping when we consider a sin-
gle array of 4-16 SSDs. However, when we scale out
those results to many devices, we see a totally different
story. We compare the lifetime of a system consisting of
many 4-SSD arrays to the lifetime of striping in Fig. 7.
The results show that striping is very poor at scaling out
since only one failure in tens of devices results in data
loss. We cannot argue to compose large-scale storage
systems without parity protection at the system level, but
our results show that RAIDS is not universally beneficial,
especially with small number of devices.

Most of our evaluation results imply that write am-
plification is key to understanding the reliability of SSD
arrays:

(1) Write amplification can be rather harmful to the relia-
bility of SSD arrays. They should be carefully examined
before employment.

(2) Many factors can change write amplification like
space utilization, hotness and randomness of workload.
More efficient system level protection techniques need
to be designed taking write amplification into account.
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Figure 7: A series of 4-SSD RAIDs v.s. striping

More research is needed. Other evaluations such as
MTTDL with different write sizes, MTTDL with other
storage systems (e.g. RAIDG6), and the cost-of-ownership
of different storage systems will be studied in the future.
In addition, we plan to validate our analytic model with
simulations in the future.

6 Conclusion

This paper analyzed the relation between parity protec-
tion and the lifetime of SSD arrays. Parity update in-
creases write workload and space utilization which can
severely degrade the reliability of SSD arrays.

According to our analytical model and evaluation, we
show that RAIDS is conditionally better in lifetime than
striping due to the overhead of parity update. Different
factors such as the number of devices and the amount of
data are explored, and the results imply that RAIDS is
not universally beneficial in improving the reliability of
SSD based systems.
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