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Abstract

Efficient big data analytics over the wide-area network
(WAN) is becoming increasingly more popular. Current
geo-distributed analytics (GDA) systems employ WAN-
aware optimizations to tackle WAN heterogeneities. Al-
though extensive measurements on public clouds suggest
the potential for improving inter-datacenter data trans-
fers via detours, we show that such optimizations are un-
likely to work in practice. This is because the widely
accepted mantra used in a large body of literature —
WAN bandwidth has high variability — can be mislead-
ing. Instead, our measurements across 40 datacenters be-
longing to Amazon EC2, Microsoft Azure, and Google
Cloud Platform show that the available WAN bandwidth
is often spatially homogeneous and temporally stable be-
tween two virtual machines (VMs) in different datacen-
ters, even though it can be heterogeneous at the TCP flow
level. Moreover, there is little scope for either bandwidth
or latency optimization in a cost-effective manner via re-
laying. We believe that these findings will motivate the
community to rethink the design rationales of GDA sys-
tems and geo-distributed services.

1 Introduction

Many popular cloud applications nowadays host their
services all around the world to meet the performance
and regulatory requirements of their customers. Their
customer-facing functionalities are often enabled by
multiple internal services that depend on data and com-
putation spread across the globe, which introduces new
research issues at the intersections of networking, sys-
tems, and database. Consequently, a growing body of
recent work has focused on enabling big data analytics
across geo-distributed datacenters [1-4] — also known
as geo-distributed analytics (GDA) — where computa-
tion is applied to in-place data at different sites. These
GDA systems often involve large data transfers across
the wide-area network (WAN) when they aggregate in-
termediate results generated at multiple sites.

Recent studies suggest that, in sharp contrast to intra-
datacenter networks, inter-datacenter WAN's experience
high spatial and temporal bandwidth variations across
different datacenters [1-7], and they impose new chal-
lenges in designing GDA systems. For example, they
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suggest that the available WAN bandwidth between
geographically-close regions can be up to 12 x more than
that between distant regions [3]. To this end, state-of-the-
art GDA systems propose heuristics to co-design intra-
datacenter computation and inter-datacenter communi-
cation — subject to the scarce and heterogeneous WAN
bandwidth — to improve GDA performance.

One possible implication of these WAN measurements
between public cloud datacenters is that tenants could
potentially improve their WAN performance by relaying
inter-datacenter transfers via detours. Specifically, data
transfers between two distant datacenters could be sped
up by relaying the transfers via a third datacenter. For
instance, WAN bandwidth measurements between cloud
datacenters show that about 40% data transfers between
Amazon EC2 datacenters can achieve more than 1.5x
bandwidth increase when they go through a one-hop re-
lay instead of using the direct path. Such potential for
relaying can seem more promising when it comes to
multiple cloud providers, because the union of datacen-
ters across multiple providers results in a geographically
denser set of datacenters.

In this paper, we show that such optimizations are un-
likely to work because the variations in WAN bandwidth
shown in prior work are often artificial; as such, seem-
ingly sensible rules of thumb — e.g., available bandwidth
varies significantly across datacenter pairs — may be in-
appropriate. We argue that the measurement methodolo-
gies in prior work are misleading in at least two ways: (i)
the revealed bandwidth heterogeneity is that of a single
TCP connection — not the real bandwidth between two
virtual machines (VMs) in different cloud datacenters —
and this bandwidth is a function of the round-trip-time
(RTT) between datacenters and the TCP window size;
(ii) the available bandwidth between two VMs in differ-
ent sites should be measured as the aggregate bandwidth
of multiple TCP connections between them.

We substantiate our findings via extensive measure-
ments on three popular cloud providers: Amazon EC2,
Microsoft Azure, and Google Cloud Platform. Our ex-
periments reconfirm some of the earlier findings (e.g.,
per-flow rate limiting), but provide some distinctive in-
sights on the characteristics of inter-cloud WANSs: (i) the
available WAN bandwidth is homogeneous at the VM
level and capped per-VM,; (ii) the available WAN band-



System Problem Statement

Clarinet [1]
Iridium [2]
Gaia [3]
Amoeba [7]

Improve query response time via joint planning and scheduling, subject to heterogeneous bandwidth
Balance the transfer times among the heterogeneous WAN by optimizing data and task placement

Perform efficient machine learning across multiple datacenters, but WAN variations degrade performance
Difficult to ensure timely data delivery, as WAN bandwidth varies in distance and time

Table 1: Selected recent GDA designs.

width is stable over periods of time; and (iii) bandwidth
contention occurs at VMs instead of inter-datacenter
links. Moreover, we show that there is not much scope
for latency optimizations via relaying either. We believe
that these findings will prove useful for practitioners, de-
signers, and users of GDA systems.

Overall, we make the following contributions in this
paper: (i) Extensive measurements on a multi-cloud de-
ployment and novel insights regarding the characteristics
of WAN across multiple cloud providers; (ii) An in-depth
analysis of the opportunities to improve WAN perfor-
mance by leveraging the power of multiple clouds, and
we present several interesting angles for the design of
GDA systems.

2 Related Work

Understanding the performance of WAN is crucial to
several research communities. To a first approximation,
our work can contribute to at least three categories.

Cloud Measurements Studies on bandwidth have
shown prevalence and persistence of network variations
over the WAN (e.g., [3,5,7]). These studies have ei-
ther focused on the heterogeneity of bandwidth (e.g.,
[3, 6, 8]) or temporal WAN variations (e.g., [7]). Few
studies provide in-depth analysis of inter-datacenter net-
work across cloud providers (e.g., Azure and Google
Cloud) and interpret those characteristics. Our work
identifies the similarities and differences over three pop-
ular cloud providers.

WAN-Aware Optimization for GDA Recent work es-
tablishes the emerging problem of designing GDA sys-
tems (Table 1). Given WAN bandwidth heterogene-
ity, these works intelligently propose heuristics to de-
sign WAN-aware data analytics frameworks, showing
very promising system-level performance improvements
(e.g., [1,2]) and WAN bandwidth usage reductions [9].
Throughout the paper, we refer to the insights provided
by these studies and analyze the impacts of our new find-
ings relevant to these GDA systems.

Overlay Routing on Clouds Geographically dis-
tributed datacenters connected by cloud providers’ back-
bone networks provide the opportunity for cloud users

Provider VM Type # of DCs Measured
Amazon t2 micro 11
Microsoft fl micro 17

Google  nl-standard-1 12

Table 2: VM type and measured datacenters.

to construct performant overlay alternatives. Although
extensive work have shown the effectiveness of over-
lay routing to protect against network outages or packet
losses (e.g., [10-12]), they do not focus on improving
network bandwidth or latency on clouds (e.g., VIA [13],
ARROW [14]). Instead, we conduct a detailed analy-
sis of the tenant-level opportunities to improve the WAN
bandwidth and latency by relaying through multiple re-
gions or clouds.

3 Inter-Cloud WAN Measurements

We start by presenting our measurement methodology.
Then we quantify the bandwidth, latency, and opportuni-
ties for improving WAN performance via relaying.

3.1 Measurement Methodology

Overview Our measurements span three popular cloud
providers (Amazon, Microsoft, and Google) and aim to
measure WAN bandwidth and latency of paths intercon-
necting VMs, including both intra-datacenter connec-
tions and inter-datacenter connections. This real cloud
deployment can capture the performance that a tenant
running a geo-distributed service in the cloud can ex-
pect. We conducted extensive measurements over 40 dat-
acenter regions across three cloud providers’ datacenters
and covered many trans-oceanic connections. Although
our bandwidth measurements are limited by budget con-
straints, the results are generalized enough to support our
findings. Details about the type of VMs and datacenters
measured are noted in Table 2.

Measurement Tools We use the widely adopted mea-
surement tool iperf3 to measure the bandwidth be-
tween VMs. As already done in previous works [12],
we use both ICMP-based ping and TCP-based hping3
to measure the RTT between two VMs, because ICMP
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Figure 1: WAN bandwidth on EC2 varies spatially and temporally when bandwidth is measured with a single TCP flow. In
(b), the bottom and top ends of each boxplot represent the 25" and 75" percentiles, and the line in the middle represents
the median. Samples are measured every 30 minutes, where each box reports the bandwidth variation over 60 seconds.

ping is not allowed on Azure. Note that results using
ping and hping3 are similar on EC2 and Google Cloud.

3.2 Bandwidth

In this section, we first substantiate our findings by repro-
ducing measurements from existing work. However, we
show that observations in recent advances are misleading
due to their measurement methodology, and we discuss
possible reasons why WAN bandwidth was found to be
heterogeneous and variable in prior measurements.

3.2.1 Prior Measurements are Misleading

We first measure the WAN bandwidth between 11 Ama-
zon EC2 regions with the measurement methodology
adopted in prior work. Specially, we use iperf3 to mea-
sure the bandwidth of each pair of different regions ev-
ery 15 minutes over a total period of 36 hours. Figure 1a
reports the average WAN bandwidth between each pair
of different regions, and Figure 1b shows the measured
bandwidth from Virginia to California in 24 hours. Ob-
servations from these measurements are in line with re-
cent work (e.g., [1,3,5-7]).

WAN Bandwidth Varies Greatly Across Different
Pairs of Regions As shown in Figure 1a, bi-directional
bandwidth between the same pair of VMs is not strictly
symmetric. For example, the average bandwidth from
Oregon to Virginia is 146 Mbps, while the band-
width of the opposite direction is 56 Mbps. Moreover,
bandwidth between geographically-close regions (e.g.,
Frankfurt — Ireland) is up to 21 x of the bandwidth
between distant regions (e.g., Mumbai — Sao Paulo).

This bandwidth heterogeneity across the WAN has been
accepted as a mantra in the literature.

WAN Bandwidth Varies Temporally Measurement
results in Figure 1b show that even bandwidth variations
within every 60 seconds over 24 hours is highly dynamic,
suggesting the difficulty to ensure expected data deliv-
ery in GDA systems. This intractable variation in inter-
datacenter bandwidth has imposed a great challenge to-
ward designing GDA systems [3].

Relaying Can Improve Throughput Observations
from Figure 1c show that about 40% of data transfers on
EC2 can obtain 1.5x or more bandwidth than the direct
path when they go through a one-hop relay. This ben-
efit becomes more promising (up to 10x) when tenants
relay their traffic through the datacenters of other cloud
providers.

However, we argue that similar measurement results
in the literature are misleading in two ways: (i) The vari-
ation and heterogeneity of WAN bandwidth are due to
RTT variations and window sizes of the single TCP con-
nection; (ii) The available bandwidth between two dif-
ferent sites should be considered as the aggregate band-
width of multiple TCP connections. To generalize a step
further, the well-known variability and heterogeneity of
WAN bandwidth in prior work may be artificial! We sub-
stantiate these hypotheses next.

3.2.2 WAN Bandwidth is Often Homogeneous

In contrast to intra-datacenter networks, inter-datacenter
WAN spreads across multiple regions in different conti-
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Figure 2: Available WAN bandwidth is homogeneous on Google Cloud. The default per-TCP throughput in (a) means
the measured throughput without modifying the maximum window size in Linux. In (b), each line notes the aggregate
throughput of 50 TCP connections. TCP connections from the VM in US Center to other sinks are created at different time.

nents. The RTT between two remote regions can reach
up to 400 ms (see next section), which makes the WAN a
long fat network with large bandwidth-delay products. In
our measurements, we observe that the bandwidth-delay
product of single TCP connections are nearly identical
across different pairs of datacenters, confirming our hy-
pothesis that the default TCP configuration in Linux is
the culprit behind the misleading measurements.

In the rest of our measurements, we modify the TCP
buffer size and window size in /proc/sys/net/core
and /proc/sys/net/ipv4, thus achieving a maximum
TCP window size of 7 MByte in iperf3. Furthermore, we
study the available WAN bandwidth by setting up mul-
tiple TCP connections per VM. We conducted extensive
experiments over multiple weeks on a subset of regions,
and the results are quantitatively similar, without extra
variations due to time of day impact. In the following,
we provide a discussion of the obtained results contrast-
ing them to existing literature.

Aggregate Outbound and Inbound Rates are Limited
by the VM Rate Cap Most existing work for GDA
treat the WAN as a full mesh and assume that band-
width contentions occur at the uplinks or downlinks of
VM pairs. However, our results from Figure 2b show
that TCP connections of different inter-datacenter pairs
will adaptively share the maximum available bandwidth
when TCP connections are created or stopped, though
their aggregate thoughput is always around 2 Gbps. This
means that the aggregate outbound rate of VMs is limited
by the VM cap instead of the rate limiting associated with
links. We have similar observations on the aggregate in-
bound rate of VMs. We hypothesize that all outbound
traffics may travel through the same physical NIC.

Available Inter-Datacenter Bandwidth is Spatially
Homogeneous Measurement results in Figure 2a re-
confirm the rate-limiting on a per-flow basis in inter-

Type Region Tokyo | Sydney | S.Paulo | Frankfurt | Oregon
t2 micro 413 420 432 426 441
m4 16xlarge 4740 4752 4761 4834 4787

Table 3: Throughput to US Center on EC2. (Mbps)

datacenter connections [7]. However, our results high-
light three new aspects. First, although we notice a sig-
nificant increase of per-TCP throughput on Azure and
Google Cloud, such an increase does not show up on our
measured EC2 VMs. We hypothesize that more conser-
vative rate-limiting policies are used on EC2. Second,
while the measured per-flow cap on EC2 is divergent
among different region pairs, the throughput of single
TCP connections across different regions can uniformly
reach up to 1 Gbps on Azure and GCP. It suggests that
changing TCP configurations does not work on our mea-
sured EC2 VMs. Third, if we focus on multiple TCP
connections, the aggregate throughput is capped at the
same limit for various inter-datacenter connections. As
shown in Figure 2a and Table 3, although different VM
types have divergent rate limiting, the maximum avail-
able WAN bandwidth from US Center to other remote
regions is homogeneously capped per-VM.

Available Inter-Datacenter Bandwidth is Temporally
Stable We further investigate the WAN bandwidth
variations on these three cloud platforms. Figure 2b
shows that the available bandwidth on Google Cloud is
stable over 500 seconds. We note that this observation
holds for Azure and EC2 high performance VMs in our
sample measurements over multiple days, with no extra
variations. This reconfirms our hypothesis that available
inter-datacenter bandwidth is capped per-VM.



1.0

>
»’-

0.8 /'/
2
@ 0.6 by
® y”
4 X —— AWS+AZ+GC
5 04 F — . AWS+AZ+GC: Relay
2o.
a
o

0.2

0.0

o 50 100 150 200 250 300 350 400

Latency (ms)

Figure 3: Latency across 40 datacenters.

Discussion The performance assessment presented
above carries advantageous information to the design of
WAN-aware cloud systems. In particular, the simplify-
ing assumption in previous works that the runtime WAN
environment of wide-area data analytics is temporally
stable can be satisfied on some types of VMs, which
makes it possible to ensure expected timely data delivery
for data transfers. However, the VM rate cap on out-
bound traffics motivates us to focus on the bandwidth
contentions inside VMs, instead of link-level optimiza-
tions used in existing GDA work.

3.3 Latency

We now present results of our measurement study of
inter-datacenter latency. Our measurements of WAN
latency span 40 datacenter regions across three cloud
providers. It is worth noting that our measurements in
August 2017 and January 2018 are quantitatively simi-
lar, as RTT mainly depends on the physical distance in
the geo-distributed scenario. Figure 3 shows the mea-
surement results.

WAN Latency Varies Greatly Between Different
Regions Latencies between datacenters vary widely
based on inter-datacenter distances. For example, latency
between remote regions — e.g., Sao Paulo and Mumbai
is up to 390 ms — imposes challenges for interactive cloud
services across regions. Meanwhile, we observe that la-
tency across the WAN is predictable with no significant
variations over time (similar to [12]). The superior per-
formance of inter-datacenter WAN over the public Inter-
net is mainly due to the more manageable backbone net-
works on clouds.

4 To Relay or Not to Relay?

It is time to revisit the question: Can we leverage the
power of relay between clouds? Prior work [12] has sub-
stantiated that detour routing is highly effective for cloud
paths to improve network reliability. Unfortunately, there
is little scope for higher available bandwidth and better

latency performance on the WAN by relaying.

Observations of the VM rate cap show that relay may
not be helpful for higher network throughput. However,
there are two interesting takeaways. First, it is encour-
aging for tenants to use multiple TCP connections for
higher inter-datacenter throughput, because single TCP
connections generally cannot saturate the per-VM rate
cap. It is worth noting that multiple TCP connections
will not result in extra cost for the same amount of inter-
WAN data transfers, since cloud providers charge their
users network traffic in terms of the volume of transfers.
Second, when we consider EC2 applications that rely
on single TCP connections, applications that can afford
to pay extra can relay data transfers through Azure or
Google Cloud to significantly improve network through-
put. This is because the per-flow cap on our measured
EC2 VMs is heterogeneous across different regions but
greatly depends on latency, while the throughput of sin-
gle TCP connections on Azure and Google Cloud are
uniform around 1 Gbps.

On the other hand, there is little room to improve la-
tency by relaying through different regions. Although
the union of datacenters across multiple cloud providers
results in a geographically denser set of datacenters than
any single provider, datacenters on different clouds are
geographically-close in the same continent. Hosting the
service in a datacenter region that is close to users should
be a better way to decrease network latency.

Finally, our measurements on clouds are far from com-
prehensive. Over 40 VM instance types with a variety
of CPU, memory, disk, and network options are avail-
able on EC2 and Azure. Google provides 18 types and
also allows customizing customer requirement for VMs
memory and the number of CPU cores [15]. This flexible
customization makes it pretty difficult to cover the entire
VM-WAN performance landscape. In particular, the re-
cently introduced “burstable” instances (e.g., t2.nano on
EC2) that are significantly cheaper than the regular in-
stances may represent a departure from the WAN perfor-
mance on other regular VMs as their fine-grained token
bucket like mechanisms for resource sharing [16]. Re-
call that the observable bandwidth from a tenant’s per-
spective only occupies a small part of WAN capacity,
so measuring variations in the underlying WAN can be
more challenging; as such, there may be an opportunity
to improve WAN bandwidth by detours when we con-
sider data transfers on large-scale VMs.
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