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Abstract 
There is considerable interest in achieving a 1000 fold 
increase in supercomputing power in the next decade, 
but the challenges are formidable. The need to signifi-
cantly decrease power usage and drastically increase 
energy efficiency has become pervasive in the high 
performance computing community, extending from 
chip design to data center design and operations. In this 
paper the authors present a short summary of early ex-
perience, successes, and lessons learned with respect to 
facilities, operations, and monitoring of the New Mexi-
co Alliance for Computing at Extreme Scale (ACES), a 
collaboration between Los Alamos National Laboratory 
(LANL) and Sandia National Laboratories (SNL), Trin-
ity Supercomputer during the facility preparation and 
pre-acceptance testing phases of the project. The Trinity 
Supercomputer, which is designed to exceed 40 Peta-
flops/s, is physically located at Los Alamos’ Strategic 
Computing Center (SCC) and is a next step toward the 
goal of exascale computing (a million, trillion opera-
tions per second). Discussion topics include facilities 
infrastructure upgrades, Sanitary Effluent Reclamation 
Facility (SERF) water use, adaptive design and installa-
tion approaches, scalability and stability of monitoring 
systems, and early power-capping investigation results. 
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1. Introduction 
The supercomputers of the future will not only be ex-
tremely powerful, but will also need to be much more 
energy efficient and resilient than current designs.  One 
of the most important obstacles to achieving the next 
three orders of magnitude performance increase in 
large-scale computing systems is power, and by exten-
sion, cooling. Gaining efficiencies in data center design 
and operation has become an ongoing focus of interest 
and investment.  Current multi-petascale systems re-
quire several megawatts of power (e.g., Trinity’s design 
specification was not to exceed 12 MW of power).  The 
2008 Exascale computing study projected that Exascale 
systems will consume one to two hundred megawatts if 
the power issues are not addressed. [1] 
 

The installation of powerful supercomputers is no small 
task, and in fact planning and preparations for a new 
platform begin years in advance of its physical arrival. 
The Trinity supercomputer is the first of the NNSA's 
Advanced Simulation and Computing (ASC) Program's 
advanced technology systems. Once fully installed, 
Trinity will be the first platform large and fast enough 
to begin to accommodate finely resolved 3D calcula-
tions for full-scale, end-to-end weapons calculations. 
The Trinity system will reside in the SCC in the Nicho-
las C. Metropolis Center for Modeling and Simulation. 
The SCC is a 300,000-square-foot building. The vast 
floor of the supercomputing room is 43,500 square feet, 
almost an acre in size. [2] 

In order to accommodate Trinity and its successors, 
cooling and electrical subsystems supporting super-
computing in the SCC had to undergo major up-
grades. Recent SCC facility upgrades and projects sup-
porting LANL’s programmatic and institutional super-
computing mission have included a dramatic expansion 
of LANL’s SERF, adding warm-water cooling capabili-
ties (75°F water supplied to the racks, as compared to 
45°F chilled water), increasing overall water cooling 
capacity to the computer room floor to 15 MW, and 
enhancing the electrical distribution to the computer 
room floor to 19.2 MW.   

Additionally, because energy conservation is critical, 
ASC Program staff conducted field trips to observe 
water, power, and cooling operations at supercomputing 
facilities around the country, including ORNL, NREL, 
NCAR, LLNL, and NERSC. Staff from Los Alamos 
visited the largest hybrid cooling tower operation in the 
country in Eunice, New Mexico. The trip to URENCO 
in Eunice aided in the evaluation of hybrid versus 
evaporative cooling tower technologies. The site visits 
inspired design changes in the SCC cooling towers, for 
example: the addition of a strategically located valve 
will save money as a result of cooling without recircu-
lation during months when the outside air temperature 
can provide adequate cooling temperatures. The ulti-
mate goal is to maximize the availability of computing 
platforms to the end users with minimum expense and 
effort required of the computing center. 



In this paper we present a short summary of early expe-
rience, successes, and lessons learned with respect to 
facilities, operations, and monitoring of the ACES Trin-
ity supercomputer during the facility preparation and 
pre-acceptance testing phases of the project.  Section 2 
discusses the success and impact of LANL’s SERF.  
Section 3 discusses three specific examples of adaptive 
design and installation approaches that resulted in either 
increased efficiency, significant cost savings, or both. 
Section 4 discusses the importance of monitoring and 
some early experiences with the vendor-supplied moni-
toring system for Trinity.  Finally, Section 5 outlines 
future work and some key priorities moving forward. 

2. SERF Supplied Water Cooling 
The advantages of using water-cooling over air-cooling 
include water's higher specific heat capacity, density, 
and thermal conductivity, which allow water to transmit 
heat over greater distances with much less volumetric 
flow and reduced temperature difference.  Because both 
water and energy conservation are priorities, the recent 
facility upgrades included a shift to economical warm- 
water cooling technology, as well as a dramatic expan-
sion of LANL’s Sanitary Effluent Reclamation Facility, 
which was completed in 2013, to supply water to the 
SCC.  Figure 1 shows the resulting decrease (approxi-
mately 20% reduction in FY14 and continuing trend in 
FY15) in institutional water use.  

 
Figure 1 Graph showing LANL’s total water use 
measured in Kilo-gallons by fiscal year.  Operational 
upgrades to allow the SERF to supply the SCC were 
completed in 2013 allowing for significant institu-
tional water savings. 
 
LANL diverts treated sanitary wastewater and water 
flushed from cooling towers to the SERF [3], which can 
process up to 100 gallons per minute of sanitary efflu-
ent—or 120,000 gallons of water a day. It can produce 
up to 88 million gallons of water per year.  In FY15, 
LANL set a record, exceeding 30 million gallons of 
SERF water used.  Post upgrade, the SERF is supplying 
all water for the SCC facility, as shown in Figure 2, 
with a few noted exceptions that typically correspond to 
planned facility maintenance or short periods of low 

institutional water use that limit the quantity of water 
available for reclamation.    
 
The immediate impact for the Laboratory of the use of 
SERF water in place of city/well water was an annual 
savings of tens of millions of gallons of well water per 
year.  The longer-term impact is that LANL was poised 
to take delivery of the next large supercomputer, Trini-
ty, and still stay below the site-wide annual limit of 51 
million gallons of potable water. SERF’s new robust-
ness also means that future large supercomputers can be 
sited at Los Alamos with a sustainable water usage 
plan. 
 

 
Figure 2 SCC fiscal years 2013-2015 Potable Water 
Usage graph illustrates the dramatic decrease in 
potable water use.  The SERF is supplying all water 
for HPC in the SCC facility. 

Currently LANL is considering additional options to 
increase capacity of the SERF, including expanding the 
water input beyond the wastewater treatment plant. The 
SERF is also looking into additional water storage at 
the facility and possibly more evaporation ponds.  Fi-
nally, LANL is exploring ways to further increase cy-
cles of concentration in the SCC cooling towers. 

3. Adaptive Design and Installation Ap-
proaches 
The LANL Facilities Team has adopted a philosophy of 
evaluating and incorporating adaptive design and instal-
lation approaches built upon historical best practices to 
realize efficiencies and cost savings when possible and 
advantageous.  The power distribution approach is N+1 
available power with rotary UPS to supply file systems, 
disk storage, and network switches; redundant utility 
power for mechanical systems; and raw utility power 
for compute racks and the building automation system 



(BAS).  In this section, we highlight three specific ex-
amples of adaptive facility design and installation ap-
proaches that resulted in significant cost savings, in-
cluding a junction box design modification, installation 
of smart breakers, and the introduction of TC cable in 
our facility in preparation for Trinity 

3.1. Junction Box (J-Box) Design Modification 

As previously noted, preparation for Trinity included an 
emphasis on building relationships and sharing lessons 
learned and best practices among peer facilities. During 
a visit to NERSC, the LANL Facilities Team realized 
that the vendor design for supplying power to the Cray 
compute racks specified two 100-AMP feeds. Realizing 
the expense that would be associated with this ap-
proach, the LANL team conducted a detailed require-
ments review and proposed a modified single feed de-
sign for the Trinity installation.  Both original and mod-
ified designs are illustrated in Figure 3.  The modified 
(single 150-AMP feed) design was adopted with Cray’s 
approval and resulted in a 50% overall cost reduction 
due to reduced material (i.e., fewer breakers, switch-
boards, bus way, and cabling to be installed) and asso-
ciated labor savings, as well as an estimated 25% 
schedule gain.  The estimated cost savings, due to the 
overall size of the Trinity project was $3M.  One other 
peer facility has adopted this design and at least one 
additional facility is evaluating it for potential use.   

	
	
	

OPTION	1	
Vendor	Request	

OPTION	2	
LANL	Request	

	

 
Figure 3 shows two facility designs for supplying 
power to the Trinity compute racks.  Option 1 is the 
two 100-amp feed, vendor-proposed design.  Option 
2 is the modified J-Box design which uses a single 
150 amp feed per rack. 
 
3.2. Installation of Smart Breakers 

A second example of an adaptive facility design and 
installation approach, the incorporation of smart break-
ers in the 480V Switchboard shown in Option 2, as il-

lustrated in Figure 3, resulted in significant cost sav-
ings, and additionally important new insight.  Smart 
breakers enable rack-level data collection, including 
validation of the integrity of the power supplied to each 
rack, as well as validation and trending of the actual 
per-rack power draw, both of which result in improved 
issue isolation and tracking.  Exploitation of rack-level 
data collection at the smart breakers resulted in the col-
lection of key information during Trinity pre-
acceptance testing with respect to both power draw and 
power distribution, as we will now discuss. 

As part of standard platform acceptance testing proce-
dures, the computing system under test is exercised 
under a variety of conditions and workloads.  The 
LINPACK benchmarks are a measure of a system's 
floating point computing power. They measure how fast 
a computer solves a dense n-by-n system of linear equa-
tions of the form Ax = b, which is a common task in 
science and engineering.  Here A is an n-by-n matrix of 
coefficients, x is a column vector of unknowns with n 
entries, and b is a column vector of constants.  The lat-
est version of these LINPACK benchmarks is used to 
build the TOP500 list, which ranks the world's most 
powerful supercomputers. [4]  

The first example of the impact of adding smart break-
ers to the facility design pertains to collection and mon-
itoring of per-rack power draw data.  During pre-
acceptance testing, in the course of running the work-
load tests and ongoing monitoring and analysis of the 
data collected by means of the smart breakers, we ob-
served incidences of Trinity compute racks exceeding 
the vendor’s maximum power draw specification.  In 
the most egregious instance, 92 kW of power was 
drawn during memory testing against a 74 kW maxi-
mum vendor per-rack specification.  
 
Two benchmarks that were included in the workload 
package were HPL, the MPI implementation of the high 
performance LINPACK benchmark [5] and Cray’s pro-
prietary memory test diagnostic (HSW_MT). A highly 
regular dense LU factorization, HPL is computationally 
intensive and is recognized as an accepted LINPACK 
standard and thus the highest load one can put on a ma-
chine for purposes of exercising and characterizing su-
percomputers. Inquiry into the cause of the anomalous 
power-draw behavior revealed that the Cray diagnostic, 
HSW_MT, also known as "Memtest," has been de-
signed to heavily load both the CPU and the memory. 
Thus, a higher power consumption was observed during 
HSW_MT than HPL, which is light on memory band-
width use.  This behavior (i.e., far exceeding the per-
rack power draw specification) was neither predicted 
nor expected by the vendor and had obvious facility 



design implications, as well as potential operational 
impact, including tripped breakers, node shutdowns, 
etc.  Fortunately, in this instance, these impacts were 
avoided due to the conservative power distribution de-
sign methodologies that were employed.  

A second example of gained insight was a direct result 
of analysis of smart breaker data associated with power 
distribution. During pre-acceptance testing, LANL ob-
served recurring, unexplained incidences of compute 
nodes powering down.  Investigation efforts first fo-
cused on the water-cooling system and associated data 
(e.g., temperature, flow, etc.); however, nothing anoma-
lous surfaced.  Attention was then focused on the elec-
trical system via analysis of the smart breaker data, 
paying specific attention to the measured supply volt-
age feeding each rack.  Cray bench tested their power 
supplies against the LANL smart breaker data and the 
root cause of the behavior was determined to be power 
supply sensitivity on the high end, which resulted in 
node shutdown.  Cray then experimentally determined a 
safe operating range for the chosen power supplies (-
25% to +5%).  LANL responded by adjusting the taps 
on the transformers to guarantee operation within the 
newly specified range and closely monitored system 
response.  The availability of the smart breaker data 
allowed timely issue isolation and resolution with no 
further observed incidences.  Cray was informed of a 
potentially serious issue of which they were previously 
unaware, and they worked collaboratively to resolve 
prior to the arrival of the full Trinity system.  LANL 
was able to adapt its facility design to account for actual 
equipment behavior under LANL load conditions, thus 
avoiding potential operational implications. 

3.3. Introduction of TC Cable 

Historically, LANL has relied upon in-house assembly 
of electrical cable.  In planning for the arrival of Trinity 
and to provide the required 24,000 linear feet of electri-
cal cabling, the Facilities Team investigated alternatives 
that would gain efficiencies against tight construction 
schedules while fully meeting design specifications and 
requirements.  Following analysis, the Team decided to 
pursue a preassembled alternative that would provide 
equivalent functionality and safety performance at a 
significantly reduced cost.  Because the cabling must be 
Information Technology Equipment Room Approved 
per National Fire Protection Association standards 
(NFPA75), the Facilities Team worked through approv-
al processes with the LANL Fire Marshall and other 
authorities having jurisdiction with the favorable out-
comes of saved installation time (approximately a one 
month schedule gain for the team) and reduced labor 
costs resulting in an estimated overall project savings of 
an additional $1M.   

 

Figure 4 The design choice to use pre-assembled 
cabling (TC Cable, as pictured) instead of in-house 
assembled cabling to provide the 24,000 linear feet 
of electrical cable required to connect Trinity result-
ed in an estimated $1M project cost savings. 

Based upon LANL’s analysis and experience, one other 
peer facility has adopted the use of TC Cabling in their 
facility and at least one additional facility is evaluating 
it for potential use. 

4. Monitoring 
As HPC platform scale continues to increase, systems 
are becoming concurrently more heterogeneous in 
computational, storage, and networking technologies. 
Furthermore, as the volume and complexity of critical 
operational information continues to increase, it will 
become impossible to efficiently manage platforms 
without tools that perform real-time run-time analysis 
continuously on all available data and take appropriate 
action with respect to problem resolution and power 
management.   The smart breaker examples in the pre-
vious section illustrate the insight and essential infor-
mation that system monitoring can provide in the de-
sign and operation of large and complex supercompu-
ting platforms as well as the need for sophisticated and 
automated mechanisms for collecting operational data.  
 
Operations management of the ACES Trinity super-
computer will rely on data from a variety of sources 
including System Environment Data Collections 
(SEDC); node level information, such as high speed 
network (HSN) performance counters and high fidelity 
energy measurements; scheduler/resource manager; and 
data center environmental data.  The SEDC data pro-
vides information about voltages, currents, and temper-
atures of a variety of components at the cabinet, blade, 
and node level. This data also includes dew point, hu-
midity and air velocity information. While the system 
utilizes many of these measurements to identify out of 
specification, and hence unhealthy, components, it re-
lies on the crossing of fixed thresholds to trigger 
knowledge of an unhealthy situation. The node-level 



information provides high-fidelity energy measure-
ments, OS (Operating System) level counters, and high 
speed network performance counters. Scheduler/ re-
source manager information provides time windows 
and components associated with user applications. Data 
center environmental data provides fine-grained power 
draw, information about noise on the power feeds, and 
water temperatures and flow rates. The increase in 
power density of HPC components has necessitated the 
use of water-based solutions for heat transport rather 
than traditional air-cooling solutions. This in turn re-
quires feedback mechanisms to maintain proper water 
temperature, pressure, and flow rates as well as active 
fan control in the case of hybrid solutions.  Thus, the 
water-cooled Cray XC platform requires a coordinated 
and comprehensive way to manage both the facility 
infrastructure and the platform due to several critical 
dependencies. As a first step to accomplish this, the 
facility employs multiple building automation systems, 
including a Tracer-Summit BAS to monitor mechanical 
systems, A Schneider Electric Power Management Ex-
pert (PME) system to monitor electrical systems, and an 
Environet BAS to record environmental information in 
the data center, including airflow (supply and return) 
room and rack temperatures, etc.   
 
In February of 2015, LANL obtained an Application 
Readiness Testbed (ART) system known as Trinitite, a 
single cabinet Cray XC40, to prepare for Trinity with 
respect to the applications that will be run. Additional-
ly, Trinitite provides a platform for validation of facili-
ties–platform interaction and comparison.  
 
Early experiences with the Cray monitoring network 
are as follows.  During facility testing, we experienced 
a failure in SEDC data collection.  We found that there 
is currently no mechanism for monitoring the SEDC 
data heartbeat, meaning that a data collection compo-
nent may fail and that there is no knowledge that the 
data in question are no longer being collected, nor any 
mechanism for notification of failure.  Secondly all data 
must pass through the System Management Work-
station (SMW), noted in Figure 5.  This impacts the 
amount of data that can be stored.  

These observations have led ACES to develop a more 
scalable and cohesive infrastructure that includes both 
facilities and platform monitoring at Trinity scale. 
Thus, ACES is developing a mechanism to continuous-
ly remove data from the SMW for monitoring and anal-
ysis to mitigate the bottleneck and try to ensure collec-
tion of all relevant data. 

 
 
 

Figure 5 illustrates the Application Readiness 
Testbed (ART) system monitoring configuration 
 
 
5. Future Work 
Large-scale HPC platforms are continuing to push the 
limits of data center power and cooling infrastructure. 
Modern large-scale platforms with power draw re-
quirements in the 20MW range can stress data center 
and site power infrastructure (e.g., power demands that 
change abruptly can cause power disruption in the data 
center and possibly including the local power grid).  In 
addition, the power supplied to machine rooms tends to 
be over-provisioned because it is specified in practice 
not by workload demands but rather by high-energy 
LINPACK runs or nameplate power estimates. This 
results in a considerable amount of trapped power ca-
pacity—excess power infrastructure. Instead of being 
wasted, this trapped power capacity should be re-
claimed to accommodate more compute nodes in the 
machine room and thereby increase system throughput. 
Thus, the ability to prioritize and manage platform 
power allocations is becoming essential and active 
management of a platform’s average and peak power 
draw through processor frequency management (anoth-
er parameter that affects performance) has become a 
high priority for both HPC data centers and vendors and 
is currently a high priority research topic. 
 
Further, a study entitled the Power-Aware Data Center 
Project, released December 2012, [6] found the follow-
ing.  

• LANL supercomputers contain significant 
trapped capacity, not just on average but even 
in the worst case;  

• Variability in power draw can be quite differ-
ent across different architectures;  

• There is a qualitative difference between pow-
er drawn while running benchmarks and when 
running a production workload;  

• Power capping has the potential to free large 
amounts of power and cooling infrastructure 
with minimal impact on applications; 

• An ability to co-schedule high-power-



consuming jobs with low-power consuming 
jobs would offer the potential to reduce peak 
power draw to further support penalty-free 
power capping;  

• And that “race to halt” appears to be a more 
effective way to run a scientific workload than 
are various power-saving strategies.  

 
LANL has already begun to investigate power capping.  
A detailed description of workload, test methods, and 
early results was presented at the Cray Users’ Group 
(CUG 2015) [7] and these investigations will be contin-
uing.  Concurrently, there is research underway to in-
vestigate methods to enforce a system-wide power cap 
[8].  Additionally, there is ongoing interest around en-
ergy efficiency issues and research in the broader com-
munity.  For instance, a recent paper noted that the Intel 
Xeon E5-1600 v3 and E5-2600 v3 series processors–
codenamed Haswell-EP–implement major changes 
compared to their predecessors. Among these changes 
are integrated voltage regulators that enable individual 
voltages and frequencies for every core. The authors 
analyzed a number of consequences of this develop-
ment that are of utmost importance for energy efficien-
cy optimization strategies such as dynamic voltage and 
frequency scaling (DVFS) and dynamic concurrency 
throttling (DCT). This includes the enhanced RAPL 
(running average power limiting) implementation and 
its improved accuracy as it moves from modeling to 
actual measurement [9].  
 
All of this prior work points to the critical importance 
of building a robust monitoring system that integrates 
data from a variety of sources to promote system under-
standing, to improve system performance, and to diag-
nose problems, as well as the need to evaluate how 
scheduling might impact power reductions.  
 
The Trinity Haswell installation (Trinity Phase I) in late 
FY15 and then the KNL installation (Trinity Phase II) 
in late FY16 will provide for the first time per job pow-
er usage and some power management capabilities 
within the system. We will begin to look at how to use 
this information for management of power usage during 
FY16.  Power interfaces have been defined. Trinity 
Haswell is installed and being accepted 12/2015. Inte-
gration of the Trinity Haswell partition into the power 
management systems is nearly complete. Power man-
agement for jobs and job scheduling will be tested in 
the spring of 2016 and utilization of power management 
of the Trinity Haswell partition will begin in the sum-
mer of 2016. Full utilization of Trinity power manage-
ment for power savings/control will occur in 2017 after 
Trinity’s KNL partition is installed and in production.  
A next step is dynamic facility management informed 
by platform data, including job scheduling and job pro-

file.  Separately, but concurrently, we will need to look 
at how constraints and cost efficiencies can be lever-
aged to drive scheduling (e.g., identifying a set of 
jobs/workloads that may be advantageous to run over-
night when energy costs are reduced). 
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