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Abstract
Machine learning (ML) compilers are effective solutions

for deploying diverse Deep Neural Network (DNN) work-
loads on various hardware platforms automatically. However,
there is a notable lag in existing ML compilers when it comes
to supporting emerging optimization techniques like recent
attention optimizations. These compilers lack the requisite
flexibility to support expert-driven subgraph optimizations
timely, resulting in suboptimal performance compared to man-
ually optimized libraries. Conversely, template-based compil-
ers lack the ability to abstractly express subgraphs, thereby
reducing their adaptability to subtle changes in model archi-
tectures.

In this paper, we present PluS, an end-to-end ML com-
piler that facilitates the deployment of expert-optimized sub-
graph implementations while still preserving compiler flex-
ibility. We rethink the encapsulation of ML compiler and
decouple the burdensome embedded graph transformation
process. PluS provides a lightweight loop-centric subgraph
abstraction for experts to manage a flexible pattern warehouse,
and employs a pattern identification approach for subgraph
generation. As a result, PluS can deploy efficient subgraph
implementations with minimal manual efforts, making it out-
perform the state-of-the-art rule-based embedded compilers
(up to 4.04× speedup) on popular ML models.

1 Introduction

Deep neural networks (DNNs) have achieved remarkable suc-
cess in various ML tasks [16, 25, 29, 33, 34, 41, 50]. In recent
years, key DNN architectures have exhibited the trend of con-
vergence. For instance, notably, the attention mechanism [43]
has become a staple in state-of-the-art DNN designs. Even
so, they continue to evolve with the introduction of novel

*Work was done when Ruofan and Zaifeng interned at Microsoft, advised
by Zhen.

1Currently at the University of Michigan.
2Currently at the University of California, San Diego.

local changes over time, e.g., RMSNorm normalizing func-
tion [48] and SwiGLU activation function [37]. Besides the
above trends of model evolving, new tensor graph optimiza-
tion techniques emerge rapidly, e.g., FlashAttention [13, 14]
and fused Matmul-LayerNorm-Matmul [40]. The partially
convergent model architectures and the rapidly evolved graph
optimizations lead to a new demand for ML compilers.

ML compilers [10, 22, 30, 36, 57] play a crucial role in gen-
erating efficient kernel implementations for deploying ML
models on various hardware platforms automatically. Typi-
cally, ML compilers translate ML models into computational
graphs of operators and leverage graph transformation tech-
niques like operator fusion to enhance performance. However,
many ML compilers [22, 30, 36, 57] rely on predefined rules
hard-written in the compilers for graph transformation. This
approach cannot meet the growing demands of quickly sup-
porting emerging novel and high-performance optimization
techniques, as adjusting the compilers often requires signif-
icant effort. Consequently, ML compilers often lag behind
the state-of-the-art performance due to the need for heavy
modifications to predefined rules and code bases.

Simultaneously, template-based methods have been pro-
posed to optimize computational graphs by matching prede-
fined templates with specific operator compositions. Com-
pared with the compilers with hard-written predefined rules,
these methods allow users to support emerging optimizations
more easily, without the need to modify the compiler imple-
mentation itself. However, this approach often struggles to
support diverse model structures. For instance, the current
AITemplate [45] codebase fails to support models like T5
due to the absence of fused T5LayerNorm composition, even
though the T5LayerNorm consists of very basic operators. To
support this model, users need to define the T5LayerNorm
graph pattern and code generation (codegen) template.

Given the limitations of existing works, ML compilers
face significant demands and challenges in swiftly supporting
emerging graph optimization technologies, especially as ML
model architectures exhibit a convergent yet evolving trend.

In this work, we introduce PluS, a highly efficient and
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Figure 1: Workflow of ML compilers and a comparison between embedded compilers, existing pluggable compilers, and PluS.

expandable ML optimizing compiler with pluggable graph
schedules. PluS decouples the graph transformation and code-
gen schedule definition from the compiler implementation
itself based on the following insights. First, rather than rely-
ing on cumbersome graph transformation rules hard-written
in the compiler itself, PluS offers a pluggable graph trans-
formation module, which allows domain experts to maintain
a warehouse of subgraph patterns. This approach facilitates
the seamless deployment of emerging high-performance opti-
mization techniques. Second, PluS recognizes that the opti-
mized schedules for a subgraph are usually determined by the
loop structure of key operators, such as MatMul and Reduce.
For instance, substituting an Add operator with a Sub operator
does not alter the loop structure of a graph, making it unneces-
sary to regenerate the entire schedule for such modifications.
Therefore, instead of matching the exact graph of operators,
PluS employs a loop-centric pattern matching method for
graph transformation, wherein a pattern represents operators
or subgraphs with similar underlying loop-centric features.

Building upon these insights, PluS proposes +Graph, a
lightweight subgraph abstraction based on the loop-centric
feature (named +Loop) (Sec. 4.1). PluS employs a novel
graph transformation approach by generically matching a
set of predefined subgraph patterns (with +Graph) from the
expert-driven pattern warehouse (Sec. 4.2). Subsequently,
PluS generates code for the subgraph pattern using the prede-
fined code template (Sec. 4.3).

We have implemented PluS on top of PyTorch and con-
ducted evaluations using five mainstream ML models on
NVIDIA A100 GPU and RTX 4090 GPU. In comparison with
TorchInductor [8] and TensorRT [22], PluS demonstrates an
average end-to-end performance improvement of 4.04× and
1.77×, respectively. These performance gains are attributed
to PluS’s ability to integrate high-performance subgraph op-
timization techniques from various vendors and select opti-

mal schedules for different shapes. When compared to the
template-based ML compiler AITemplate [45], PluS excels
in supporting newly developed DNN architectures while still
maintaining a slight performance advantage (approximately
7.8%) on those AITemplate-supported models.

In summary, we make the following contributions:
▶ We pioneer the concept of pluggable graph schedules,

enabling the effortless integration of expert-driven subgraph
optimizations within an ML compiler. This innovation facil-
itates the decoupling of subgraph code generation iteration
from the burdensome compiler infrastructure.

▶ We introduce a novel subgraph abstraction based on the
underlying loop-centric features, providing a robust represen-
tation of subgraph patterns. Leveraging this abstraction, we
devise a novel pattern-matching strategy for graph optimiza-
tion.

▶ We develop PluS, an ML compiler supporting the plug-
gable graph schedule definition, and establish a subgraph
pattern warehouse leveraging optimization schedules from
state-of-the-art vendors. Extensive evaluation demonstrates
the efficacy, portability, and flexibility of PluS.

2 Background and Motivation
2.1 Embedded and Pluggable Compilers
Given a DNN model, an ML compiler typically lowers it
into a computation graph composed of a set of fine-grained
tensor operators. The common workflow of ML compilers
usually involves two key modules: subgraph identification
and code generation (codegen), as shown in the left half of
Fig. 1. The subgraph identification is to identify subgraphs
within the computation graph that can be further optimized.
For example, it identifies groups of operators that can be fused
into a single subgraph, allowing for the generation of higher-
performance code. Codegen is responsible for generating
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codegen schedules for the identified subgraphs, which define
how to map data computation onto hardware [56].

We categorize the optimizing compilers into two types:
embedded and pluggable, based on whether the subgraph
identification process supports user-defined functions or not.
Embedded compilers implement the subgraph identification
within the compiler so that users cannot customize this be-
havior. In contrast, pluggable compilers empower users to
customize the process without modifying the compiler itself.
Fig. 1 shows the characteristics of the embedded compilers
and the existing pluggable compilers.

Embedded mode. Many of the ML compilers adopt
embedded mode, such as XLA [36], TorchInductor [8],
BladeDISC [56], DNNFusion [31] and TensorRT [22]. These
compilers utilize predefined fusion rules to generate sub-
graphs. Users cannot modify the fusion rules without chang-
ing the compiler implementation. For example, TVM [10] has
a set of embedded fusion rules not customizable by users. It
categorizes operators into complex-out-fusable, injective, and
reduction, and proposes three fusion rules: injective can fuse
after complex-out-fusable, injective can fuse before reduc-
tion, and injective can fuse with injective. After generating
the subgraphs, these compilers lower the high-level graph
representations into target-specific code using a low-level in-
termediate representation (IR). For example, BladeDISC [56]
employs the MLIR dialects [26], which encodes computa-
tions as loop constructs that map closely to the underlying
hardware.

However, embedded compilers are not friendly to adopt-
ing the emerging subgraph optimizations. This stems from
the complete reliance on compiler predefined rules for graph
transformation, making it challenging to harness the inno-
vations of the new optimizations fast. To catch up the new
optimizations, it usually requires to modify the cumbersome
graph transformation module in the compiler, demanding sub-
stantial effort and time.

We utilize the subgraph and the corresponding optimized
kernels depicted in Fig. 2 to elucidate the limitations of em-
bedded graph transformation. This subgraph comprises a ma-
trix multiplication (Matmul) followed by a softmax function
(Softmax), and the Softmax is decomposed into several ba-
sic operators by the ML compiler. Existing manually-written
libraries (CUTLASS [40]) can optimize this pattern into 3
kernels as shown in Fig. 2. However, embedded-mode ML
compilers face challenges in leveraging these optimizations.
First, it requires modifying the fusion and codegen rules to
support such subgraphs, which is usually labor-intensive and
cannot be timely. Second, given that the high-level operators
(Softmax) are usually decomposed into smaller and basic op-
erators in the modern ML compilers, it is hard for the existing
compilers to match the intricate subgraph adequately based
on simplistic rules.

Pluggable mode. Some tensor compilers allow users to
customize the subgraph identification. Users do not need

Subtract

ReduceMax

local 
reduce

Matmul

kernel 1

Exp ReduceSum

Divide

global
reduce

kernel 3

kernel 2

Figure 2: A subgraph formed by basic operators consisting of
matrix multiplication followed by the softmax function, and
the corresponding kernel implementation in CUTLASS.

to rewrite the compiler itself to add new fusion or codegen
rules. For example, AITemplate [45] employs operator-level
subgraph matching to optimize ML models. Users can de-
fine desired subgraphs during model definition, and AITem-
plate identifies specific operator-composed subgraphs for
code generation. For instance, AITemplate currently supports
18 types of matrix multiplication-based subgraphs, such as
gemm_rcr_bias_gelu. This particular subgraph represents a
General Matrix Multiply (GEMM) with inputs in row major
and column major, followed by Bias and GELU operations,
with the output in row major.

However, the existing pluggable mode ML compiler re-
lies on operator-level pattern matching to identify subgraphs
and lacks proficiency in handling subtle changes in model
architectures. Users are required to provide corresponding
implementations for the specific operator composition and
specify it during the model definition. For instance, in the case
of AITemplate, it currently supports gemm_rcr_bias_gelu
but not gemm_rcr_gelu. This implies that if a user opts to
exclude the Bias operation, a new backend template and fron-
tend definition must be added to AITemplate. Furthermore,
AITemplate lacks the design for compiling models with dy-
namic shapes, limiting its flexibility in real-world scenarios.
These shortcomings significantly reduce adaptability of plug-
gable ML compiler and hinders its ability to generalize for
broader use cases.

2.2 Opportunities and Insights
We recognize the pressing need for ML compilers to alleviate
manual burdens and overcome the inflexibility of embedded
graph transformations. In this work, we introduce the concept
of pluggable graph transformation to decouple the intricate
graph transformation process from the ML compiler imple-
mentation. By providing a pluggable and flexible approach to
subgraph identification and optimization, we empower users
to define graph transformation patterns flexibly.

Given the limitations of existing pluggable compilers that
rely on operator-level pattern matching for subgraph optimiza-
tion, our insight is to use a general pattern with fundamental
characteristics to map different operator compositions into the
same underlying codegen schedule. We address several key
issues with PluS in Sec. 4.1, Sec. 4.2 and Sec. 4.3 respectively:

USENIX Association 2025 USENIX Annual Technical Conference    649



▶ How is the general pattern defined, and how does it
express the fundamental characteristics of a subgraph?

▶ How does PluS match or identify subgraph patterns?
▶ How do users provide codegen schedules for subgraph

patterns, and how does PluS generate code accordingly?
First, operators and subgraphs can be expressed through

only the loop skeleton of several key operators, which dom-
inate the codegen schedules [56, 57]. PluS introduces a
lightweight subgraph abstraction, +Graph, to define subgraph
patterns with the loop-centric characteristics of key operators
while ignoring trivial operators.

Unlike low-level loop abstractions designed for code gen-
eration like MLIR dialects [26], which are complex and gen-
erally inaccessible to ML optimization experts, +Graph is
specifically designed for subgraph pattern matching, offering
users the concise and necessary representation of a subgraph’s
essential structure.

Second, PluS employs a novel subgraph pattern identifica-
tion method based on +Graph, rather than relying on fusion
rules or matching specific operator compositions. PluS starts
identification from the key operators and iteratively matches
the subgraphs with user-predefined subgraph patterns.

Compared to the operator-by-operator matching approach
employed by AITemplate [45], PluS’s subgraph identifica-
tion algorithm applies a generic matching on subgraph loop
skeletons, which allows subgraphs with the same underlying
loop-centric features but different operator compositions to
be matched to the same +Graph.

Third, PluS offers an interface called +Code for users to
provide the codegen template for any +Graph. The code tem-
plates define the schedules for the loop skeleton of the key
operators, and PluS generates code for other trivial opera-
tions in the subgraph according to the data and computation
information maintained by the compiler.

With this mechanism, PluS can reuse the codegen schedules
for subgraphs with identical +Graph, eliminating the need
to repeatedly define code implementations for every operator
composition like in AITemplate (Fig. 1).

3 System Overview

Building upon the motivation and insights elaborated in Sec. 2,
we introduce PluS to address the challenge of flexible sub-
graph optimization integration with a pluggable graph trans-
formation solution based on loop-centric pattern matching.
The core insight is to map different subgraphs with the same
loop skeleton to a unique identifier and share the same code-
gen schedules for these subgraphs. PluS first designs +Graph
(Sec. 4.1) to serve as an identifier for subgraph pattern match-
ing, which encapsulates the loop-centric characteristics of
subgraphs. PluS develops a pattern warehouse to decouple the
subgraph identification and codegen process from compiler
internals. Users are empowered to manage these processes
by providing mappings of +Graphs to their corresponding
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Figure 3: System Overview of PluS.

code templates using PluS’s interface +Code (Sec. 4.3). The
code template defines the codegen schedules for the skeleton
operations in the subgraphs.

Figure 3 shows the system overview of PluS. To begin the
compilation process, PluS ingests a DNN model from the
framework (e.g., PyTorch). It then automatically translates
the model into a computational graph comprised of operators.
Each operator is essentially expressed as a +Loop (Sec. 4.1),
which serves as the building block of +Graph. Subsequently,
PluS employs a pattern identification methodology to iden-
tify subgraphs that match the pre-defined subgraph patterns
in the pattern warehouse, as detailed in Sec. 4.2. Specifi-
cally, PluS adopts a greedy extension policy to expand the
subgraph scope, obtaining the +Graphs of subgraphs and iter-
atively querying the pattern warehouse to determine whether
the +Graph matches the pre-defined patterns. Finally, PluS
generates code for the identified subgraphs using the code
templates in the pattern warehouse and specific information
within each subgraph, filling in the trivial operations, as de-
tailed in Sec. 4.3.

4 Design Methodology
4.1 Subgraph Identifier: +Graph
In this section, we introduce +Graph, a subgraph representa-
tion designed to serve as an identifier in the subgraph iden-
tification process. +Graph abstracts DNN computation to
its loop structure and key operations. This allows subgraphs
with different operator compositions but similar loop-centric
features to be mapped to the same +Graph, and share the
same codegen schedule. This enhances PluS’s adaptability
to varying model structures. The +Graph consists of mul-
tiple levels of +Loops. Typically, computations on a tensor
can be expressed as nested loops. +Loop is an abstraction
of such loops, with the nested loops of tensor computations
corresponding to the nested +Loops.

As a subgraph identifier for pattern identification, +Graph
must possess two key features: it encapsulates the underlying
characteristics of loops and computations, and it maintains
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loop0 [K, non-parallelizable, (dot)] {input0, input1}:{output0}

+Loop

parallelismsize operations inputs -> outputs

void MergeKeepProperty();
void MergeAlterParallellism();
void CreateNewLoop();
void NestedLoopCoalesce();

Figure 4: The +Loop representation.

uniqueness—each subgraph has a distinct +Graph. In the fol-
lowing content, we first introduce the key properties of +Loop,
which succinctly express essential information of a loop for
the pattern abstraction. We then present a comprehensive list
of transformation primitives of +Loop. When multiple op-
erators are grouped into a single subgraph, the +Loops are
interconnected and undergo transformations based on these
primitives, forming the unique +Graph of the subgraph.

Properties. As shown in Fig. 4, +Loop is characterized by
three main properties: size, parallelism, and operation.

Size describes the size of a +Loop, encompassing two types:
integer and symbolic. When the size is known at the compile
time, it will be a constant integer, otherwise it will be repre-
sented symbolically (i.e., dynamic shape).

Loop-level Parallelism assumes paramount significance for
mapping +Loop computations onto hardware execution units.
It can be classified into two categories: parallelizable and
non-parallelizable +Loop. A parallelizable +Loop indicates
that there are no data dependencies between consecutive loop
iterations, allowing for parallel execution. Conversely, in the
non-parallelizable +Loop, statements in an iteration of the
+Loop depend on statements in another iteration of the +Loop,
which necessitates serial execution or synchronization efforts.
For instance, the innermost +Loop of a reduction operator (Re-
duceOp) is non-parallelizable, while each level of the +Loop
in an elementwise operator is parallelizable.

Operation is an optional property that records compu-
tational operations within a +Loop. When users provide
+Graph in the pattern warehouse, they need to specify only
the crucial operations that determine codegen schedules in
the subgraph pattern, such as dot product, reduce-max, etc.,
rather than specifying all trivial operations. PluS will identify
subgraph patterns by leveraging the information within the
Operation property. If an operation is defined in a +Graph,
only subgraphs whose corresponding +Loop contains this
operation will match the pattern (detailed in Sec. 4.2). Other
trivial operations not specified by users will be ignored in the
subgraph’s +Loop. For instance, users can specify the permu-
tation (transpose) operation in +Graph to determine whether
the permutation operator can be included in a subgraph.

In addition to the three properties mentioned above, +Loops
in a subgraph also carry input and output tensors. However,
this information does not affect pattern matching as this does
not affect the underlining codegen schedule design. This
means that subgraphs with different inputs and outputs might
still map to the same +Graph, depending on the key oper-
ations within the subgraph. We will discuss the input and

output features in the code generation section in Sec. 4.3.
Transformation primitives. As an identifier of a subgraph,

the +Graph representation should be deterministic and unique
for a given subgraph. Our insight is to merge the loops in a
graph as much as possible while maintaining correctness to
simplify the representation of the subgraph, making pattern
identification easier. To achieve this, we design three primi-
tives to guide the transformation of +Loops across different
operators when forming a subgraph. After the +Loops of the
subgraph are transformed, a fourth primitive collapses nested
+Loops for final standardization.

Assuming operator B follows operator A, i.e., B’s input
corresponds to A’s output, we define the tensor connecting
these two operators as the hub tensor. The +Loop associated
with this hub tensor in operator A is referred to as prev_loop.
The corresponding loop of operator B is denoted as cur_loop.

Primitive 1: Merge without Altering Properties. This prim-
itive involves merging prev_loop and cur_loop when they
share identical sizes and are both parallelizable.

For example, consider merging MatmulOp [M, N, K] and
AddOp [M, N] into a +Graph, where axes M and N can be
seamlessly merged without altering their properties. Before
the merge, the computation of MatmulOp is illustrated in
Fig. 5(1)(a). After the merge, the computation of MatmulOp
and AddOp is depicted in Fig. 5(1)(b). The final +Loop struc-
ture of the subgraph is determined as shown in Fig. 5(1)(c).

Primitive 2: Merge with Parallelism Modification. In
cases where prev_loop and cur_loop share identical sizes,
and prev_loop is parallelizable while cur_loop is non-
parallelizable, when merging the two loops, the Parallelism
property is adjusted to non-parallelizable.

For instance, consider the fusion of AddOp [M, N] and
ReduceOp [M, N], where the reduction axis is N. Since the N
axis of AddOp is parallelizable while the N axis of ReduceOp
is non-parallelizable, these +Loops can be merged into a non-
parallelizable +Loop. The computation of AddOp and this
fused subgraph, and the +Loop structure of this subgraph are
shown in Fig. 5(2).

Primitive 3: Transition to a New Loop. If the prev_loop is
non-parallelizable, cur_loop cannot be merged and instead
forms a distinct new +Loop, irrespective of the size and par-
allelism of cur_loop.

For instance, consider the fusion of ReduceOp [M, N] and
AddOp [M, N], shown in Fig. 5(3)(a) and (b). Given that the
N axis of ReduceOp is non-parallelizable, it results in the
creation of a distinct new +Loop for the N axis of AddOp in
Fig. 5(3)(c). This subgraph is represented as Fig. 5(3)(d).

Primitive 4: Nested loops collapsing. After the +Loops in
different operator are transformed, PluS collapses consecutive
nested +Loops that belong to the same categories within the
subgraph to achieve the simplest representation under equiv-
alent conditions. For instance, a BatchMatmulOp [B, L, M,
N, D] can be simplified to BatchMatmulOp [B x L, M, N, D]
because axes B and L both represent batch dimensions in this
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for m in range(M): 
for n in range(N): 

for k in range(K): 
output0[m,n]+=input0[m,k]*input1[k,n] 

(a) MatmulOp

for m in range(M): 
for n in range(N): 

for k in range(K): 
output0[m,n]+=input0[m,k]*input1[k,n]

output1[m,n]=output0[m,n]+1.0f 

(b) MatmulOp + AddOp

(c) +Loop

loop0 [M, para]
loop1 [N, para, (add)] 

loop2 [K, non-para, (dot)] 

for m in range(M): 
for n in range(N): 

output0[m,n]=input0[m,n]+1.0f 

(a) AddOp

for m in range(M): 
for n in range(N): 

output0[m,n]=input0[m,n]+1.0f 
output1[m]+=output0[m,n] 

(b) AddOp + ReduceOp

(c) +Loop

loop0 [M, para]
loop1 [N, non-para, (add, reduceSum)]

for m in range(M): 
for n in range(N): 

output0[m]+=input0[m,n]

(a) ReduceOp

for m in range(M): 
for n in range(N): 

output1[m,n]=output0[m]+input1[m,n]

(b) AddOp

(d) +Loop

loop0 [M, para]
loop1 [N, non-para, (reduceSum)] 
loop2 [N, para, (add)]

for m in range(M): 
for n in range(N): 

output0[m]+=input0[m,n]
for n in range(N): 

output1[m,n]=output0[m]+input1[m,n]

(c) ReduceOp + AddOp

(3) An example for Primitive 3.(2) An example for Primitive 2.(1) An example for Primitive 1.

Figure 5: Examples for transformation primitives of +Loop.

scenario and can be collapsed.
Specifically, PluS determines the collapsibility of a +Loop

and its next +Loop sequentially, adhering to three conditions
for collapsing: First, the next +Loop must be the only +Loop
nested inside the current +Loop. Second, the next +Loop must
possess the same parallelism as the current +Loop. Third, the
input tensors involved in both the next +Loop and the current
+Loop must be exactly the same. For instance, consider the
BatchMatmulOp [B x L, M, N, D]. Here, axes B and L are
both parallelizable and present in all input tensors, whereas
the parallelizable M axis exists only in the first input tensor,
and the parallelizable N axis exists only in the second input
tensor. The D axis is non-parallelizable.

4.2 Subgraph Identification
Based on the subgraph identifier +Graph, PluS employs a
pattern identification method to generate subgraphs. This
process is guided by two key insights. First, PluS begins
subgraph identification with a skeleton operator. The concept
of a skeleton operator, as proposed in [57] and [56], denotes a
crucial operator that determines the data layout and codegen
schedule within the computational graph, such as MatmulOp
and ReduceOp. Most advanced optimized subgraphs are now
built around these skeleton operators.

Second, PluS uses a greedy extension strategy to expand
the subgraph scope when identifying subgraph patterns. This
approach aims to match the largest possible range of sub-
graph patterns, including the maximum number of operators.
Through subgraph extension, PluS iteratively matches the
subgraph with pre-defined +Graphs in the pattern warehouse.
The greedy extension strategy provides users with the greatest
flexibility in code planning to decide the best implementation
of the subgraphs. Unlike conventional ML compilers that map
each subgraph into a single kernel, PluS allows users to freely

determine the number of kernels in the code template of a
+Graph. By expanding the range of subgraphs from the skele-
ton operator, PluS can identify most of the current mainstream
subgraph optimizations.

In this section, we first present the steps of PluS’s pattern
identification method, which continually expands the sub-
graph and queries the pattern warehouse to match +Graphs.
We then propose the match conditions to determine whether
to continue or stop the extension.

Algorithm 1: Main steps of subgraph identification.
Input :un f used_ops initialized by the computational graph of

operators
Output :computational graph of fused subgraphs

1 while un f used_ops.IsEmpty() ̸= True do
2 skeleton_op = FindSkeletonOp(unfused_ops);
3 if skeleton_op then
4 MatchFromSkeletonOp(skeleton_op);
5 else
6 root_op = FindRootOp(unfused_ops);
7 MatchFromSkeletonOp(root_op);

Subgraph identification process. The main steps of PluS’s
subgraph identification are outlined as Algo.1. The variable
unfused_ops denotes the operators that have not yet been
fused into a subgraph and is initialized by the computational
graph. When the list of unfused operators is not empty (line
1), PluS attempts to identify a skeleton operator from unfused
operators (line 2) and initiates pattern matching from that
point (line 4). In PluS, we define the skeleton operator as the
operator possessing at least one non-parallelizable +Loop,
including MatmulOp and ReduceOp. If there is no skele-
ton operator in the unfused operators, PluS will start pattern
matching from the root operator (lines 7-8), defined as the
operator without a producer operator in the list in this paper.
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x2[M,N] = MatmulOp(x0[M,K], x1[K,N]) 
x3[M,1] = ReduceMaxOp(x2[M,N])
x4[M,N] = SubtractOp(x2[M,N], x3[M,1]) 
x5[M,N] = ExpOp(x4[M,N])
x6[M,1] = ReduceSumOp(x5[M,N]) 
x7[M,N] = DivideOp(x5[M,N], x6[M,1])

(a) Operators

(b) MatmulOp

for m in range(M):      // [para]
for n in range(N): // [para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n]

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,0]=max(x3[m,1],x2[m,n])

(c) MatmulOp + ReduceMaxOp

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,0]=max(x3[m,0],x2[m,n])
for n in range(N):    // [para] 
x4[m,n]=x2[m,n]-x3[m,0]

(d) MatmulOp + ReduceMaxOp + SubtractOp

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,0]=max(x3[m,0],x2[m,n])
for n in range(N):    // [non-para] 
x4[m,n]=x2[m,n]-x3[m,0]
x5[m,n]=exp(x4[m,n]) 
x6[m,0]+=x5[m,n]

(e) MatmulOp + ReduceMaxOp + SubtractOp
+ ExpOp + ReduceSumOp

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,0]=max(x3[m,0],x2[m,n])
for n in range(N):    // [non-para] 
x4[m,n]=x2[m,n]-x3[m,0]
x5[m,n]=exp(x4[m,n]) 
x6[m,0]+=x5[m,n]

for n in range(N):    // [para]
x7[m,n]=x6[m,0]/N

(f) MatmulOp + ReduceMaxOp + SubstractOp
+ ExpOp + ReduceSumOp + DivideOp

(g) +Graph (+Loops)

loop0 [M, para]
loop1 [N, non-para, (reduceMax)] 
loop2 [K, non-para, (dot)]

loop3 [N, non-para, (sub, exp, reduceSum)]
loop4 [N, para, (div)]

Figure 6: Case study for the subgraph identification workflow of PluS.

Algorithm 2: The steps of MatchFromSkeletonOp.
Input :subgraph initialized by skeleton operator
Input :Boolean flags: allow_prologue, allow_epilogue

1 if allow_prologue then
2 while prologue = FindPrologueOp(subgraph) do
3 if Matching(subgraph, prologue) then
4 FusePrologueOp(subgraph, prologue);
5 if allow_epilogue then
6 while epilogue = FindEpilogueOp(subgraph) do
7 if Matching(subgraph, epilogue) then
8 FuseEpilogueOp(subgraph, epilogue);
9 while producer = GetProducerOp(epilogue) do

10 if Matching(subgraph, producer) then
11 FusePrologueOp(subgraph, producer);

The steps of MatchFromSkeletonOp are outlined in Algo.2.
First, PluS initializes the current subgraph with a skeleton op-
erator. Each skeleton operator has two boolean properties pre-
defined by experts in the pattern warehouse: allow_prologue
and allow_epilogue, which determine the fusion direction of
the skeleton operator. Specifically, if the skeleton operator
allows prologue fusion (line 1), PluS continuously attempts
to find a prologue operator of the current subgraph (line 2),
which produces one of the input tensors of the current sub-
graph. PluS then assesses whether the subgraph meets the
match conditions if the prologue operator is fused (line 3). If
the conditions are met, PluS fuses this prologue operator into
the subgraph (line 4). The criteria for determining whether the
subgraph meets the match conditions will be detailed later.

Additionally, if the skeleton operator allows epilogue fusion
(line 5), PluS continuously attempts to find an epilogue oper-
ator of the current subgraph that utilizes the output tensor of
the current subgraph (line 6). PluS then evaluates whether the
subgraph meets the match conditions if the epilogue operator
is fused (line 7). If the conditions are met, PluS incorporates
this epilogue operator into the subgraph (line 8). Moreover,
unlike prologue operators, after an epilogue operator is fused,

PluS endeavors to find the producer operator of this operator
that is not in the subgraph (line 9) and assesses whether it
can be fused (lines 10-11). For instance, after fusing a Mat-
mulOp and a binary AddOp, PluS will also fuse the producer
operator of another input tensor in the AddOp, such as the
DivideScalarOp.

PluS applies the following prioritization to avoid ambiguity
in subgraph matching. First, if an operator can serve either
as an epilogue to a skeleton operator or as a prologue, PluS
prioritizes epilogue fusion. This is because prologue fusion
sometimes introduce redundant computations due to repeated
input loading across multiple thread blocks, whereas epilogue
operations do not, as the output is computed and written only
once, such as the data processing in MatMul. Second, if an
operator A produces two outputs, and each output could be
fused with different downstream operators (B and C), but
not both together, PluS does not enforce a fusion priority
between them. PluS applies a greedy matching strategy: if
B is encountered first during traversal, PluS fuses A with
B, saves A’s intermediate output, and computes C separately
using that output. From a performance standpoint, fusing A
with either B or C yields comparable efficiency, as the key
benefit—avoiding redundant memory accesses and kernel
launches—is achieved in both cases.

PluS fuses operators only to generate +Graphs as iden-
tifiers to match the pre-defined patterns and corresponding
codegen schedules in the pattern warehouse. This approach
differs from conventional compilers, which use hard-written
fusion rules to generate code of subgraphs.

Case study for subgraph identification. We use Fig. 6 to
illustrate how the +Graph of a subgraph is transformed during
subgraph identification based on the transformation primitives.
It is assumed that at each step the subgraph satisfies the match
conditions. To exemplify, we consider the subgraph shown
in Fig. 6, which consists of a subgraph comprising a GEMM
operation followed by a Softmax operation. This subgraph
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Figure 7: Workflow of match conditions.

encompasses six basic operators, as shown in Fig. 6(a).
Initially, PluS identifies a skeleton operator, MatmulOp [M,

N, K], within the un f used_ops. The MatmulOp permits epi-
logue fusion while disallowing prologue fusion. The +Loop
of MatmulOp [M, N, K] is shown in Fig. 6(b), where the M
axis and N axis are parallelizable +Loops, while the K axis is
a non-parallelizable +Loop.

Subsequently, PluS identifies an epilogue operator, Reduce-
MaxOp [M, N], and attempts to incorporate it into the sub-
graph. During the fusion of MatmulOp and ReduceMaxOp,
the properties of the M axis remain unaltered, following
Primitive 1. However, the N axis is modified to be non-
parallelizable in accordance with Primitive 2. The results
are shown in Fig. 6(c).

Following that, PluS identifies an epilogue operator, Sub-
tractOp [M, N]. The M axis can be merged according to
Primitive 1 since the M axis in the subgraph and SubtractOp
are both parallelizable. However, the N axis in the subgraph
is non-parallelizable, while in SubtractOp, it is parallelizable.
Hence, after fusing SubtractOp based on Primitive 3, the sub-
graph requires a new N axis, depicted in Fig. 6(d).

Similarly, as depicted in Fig. 6(e), PluS fuses injective Ex-
pOp [M, N] where axes M and N are merged following Prim-
itive 1, and ReduceSumOp [M, N] where M axis is merged
following Primitive 1 and N axis is merged following Primi-
tive 2. Additionally, a new N axis emerges within the subgraph
during the fusion of DivideOp [M, N], according to Primi-
tive 3. Finally, the computation of the resulting subgraph is
depicted in Fig. 6(f), and can be represented by Fig. 6(g).

Match conditions. During the pattern matching process,
PluS generates subgraphs represented by +Graph and evalu-
ates them against match conditions with the patterns stored
in the pattern warehouse to determine whether to extend fur-
ther. Fig. 7 shows the workflow of this assessment process
in PluS. Initially, it verifies whether each pattern in the ware-
house perfectly aligns with the +Graph of the subgraph. If
there is a complete match, PluS archives the subgraph as the
most recently successfully matched subgraph corresponding
to that skeleton operator and proceeds with the extension.
This aligns with the principle of PluS, which is to expand
subgraphs within the broadest scope possible.

In cases where there’s no perfect match, PluS investigates
whether the current subgraph represents a partial or intermedi-
ate state of a +Graph pattern in the warehouse. This involves
determining if the current subgraph could potentially evolve
into a specific +Graph pattern in the future. PluS accom-
plishes this by recursively traversing the multi-level +Loop
tree, considering the following criteria for each +Loop: First,
if the +Loop in the warehouse pattern is non-parallelizable,
the corresponding +Loop in the current subgraph can be either
parallelizable or non-parallelizable, as parallelizable +Loops
might transform into non-parallelizable ones in subsequent
extension as per Primitive 2. Second, if the +Loop in the
warehouse pattern is parallelizable, the corresponding +Loop
in the current subgraph must also be parallelizable. Third, the
number of +Loops nested within one +Loop in the warehouse
pattern must be greater than or equal to the number of +Loops
nested within the corresponding +Loop in the current sub-
graph, as subsequent extension operations might introduce
new +Loops. Fourth, if the warehouse pattern includes an op-
eration, such as dot product and max-reduction, the subgraph
must match it exactly.

Finally, two outcomes emerge: First, if the current subgraph
doesn’t align with any +Graph pattern in the pattern ware-
house in its partial or intermediate state, the pattern matching
process for the current skeleton operator is halted. The last
archived subgraph, i.e., the most recently matched subgraph
corresponding to a warehouse pattern, becomes the final sub-
graph for the current skeleton operator. Second, if the current
subgraph represents the partial or intermediate state of a spe-
cific pattern in the pattern warehouse, the pattern matching
process continues.

Case study for match conditions. Taking the subgraph in
Fig. 6(d) as an example, which includes MatmulOp, Reduce-
MaxOp, and SubtractOp, its +Graph (+Graph0) can be rep-
resented as follows.

loop0 [M, parallelizable]
loop1 [N, non-parallelizable , (reduceMax)]

loop2 [K, non-parallelizable , (dot)]
loop3 [N, parallelizable , (sub)]

While this subgraph does not perfectly match the +Graph
pattern in Fig. 6(g) (+Graph1), it can be identified as a partial
state of that pattern. First, loop0 in +Graph1 is parallelizable,
and loop0 in +Graph0 is also parallelizable. Second, loop3
in +Graph1 is non-parallelizable, whereas loop3 in +Graph0
can be parallelizable. Third, the number of +Loops nested
within +Graph1-loop0 (loop1, loop3, loop4) is greater than
those nested within +Graph0-loop0 (loop1, loop3). Finally,
the skeleton operations involving in +Graph0, specifically
reduceMax and dot, are the same as those in +Graph1.

4.3 Code Generation
In this section, we describe how PluS generates code for
subgraphs. Subgraph optimization experts first provide map-
pings between a +Graph and the code template in the pattern
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x2[M,N] = MatmulOp(x0[M,K], x1[K,N]) 
x3[M,1] = ReduceMaxOp(x2[M,N])
x4[M,N] = SubtractOp(x2[M,N], x3[M,1]) 
x5[M,N] = ExpOp(x4[M,N])
x6[M,1] = ReduceSumOp(x5[M,N]) 
x7[M,N] = DivideOp(x5[M,N], x6[M,1])

(a) Operators

(b) MatmulOp

for m in range(M):      // [para]
for n in range(N): // [para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n]

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,1]=max(x3[m,1],x2[m,n])

(c) MatmulOp + ReduceMaxOp

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,1]=max(x3[m,1],x2[m,n])
  for n in range(N):    // [para] 
    x4[m,n]=x2[m,n]-x3[m,1]

(d) MatmulOp + ReduceMaxOp + SubtractOp

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,1]=max(x3[m,1],x2[m,n])
  for n in range(N):    // [non-para] 
    x4[m,n]=x2[m,n]-x3[m,1]
    x5[m,n]=exp(x4[m,n]) 
    x6[m,n]+=x5[m,n]

    

(e) MatmulOp + ReduceMaxOp + SubtractOp
      + ExpOp + ReduceSumOp

for m in range(M):      // [para]
for n in range(N):    // [non-para]
for k in range(K):  // [non-para]
x2[m,n]+=x0[m,k]*x1[k,n] 

x3[m,1]=max(x3[m,1],x2[m,n])
  for n in range(N):    // [non-para] 
    x4[m,n]=x2[m,n]-x3[m,1]
    x5[m,n]=exp(x4[m,n]) 
    x6[m,n]+=x5[m,n]
  for n in range(N):    // [para]
    x7[m,n]=x6[m,n]/N

(f) MatmulOp + ReduceMaxOp + SubstractOp
      + ExpOp + ReduceSumOp + DivideOp 

(g) +Graph (+Loops)

loop0 [M, para]
  loop1 [N, non-para, (reduceMax)] 
  loop2 [K, non-para, (dot)]
  loop3 [N, non-para, (sub, exp, reduceSum)]
loop4 [N, para, (div)]

loop0 [M, para] {x0,x1}:{x7}
  loop1 [N, non-para, (reduceMax)] {x2}:{x3}
  loop2 [K, non-para, (dot)] {x0,x1}:{x2}
  loop3 [N, non-para, (sub, exp, reduceSum)] {x2,x3}:{x6}
loop4 [N, para, (div)] {x6}:{x7}

Figure 8: An example for loop bodies.

warehouse. The +Graph encapsulates the loop skeleton of the
subgraph with key operations, while the code template defines
the codegen schedules for this skeleton, leaving the code for
trivial operations to fill by compiler. PluS compiler will main-
tain every detailed information during subgraph identification
and generate the remaining code for the subgraph.

PluS compiler. During actual compilation, PluS retains
information about all the data dependencies and operations of
each +Loop, including the input tensors, output tensors, and
computations involved in each loop. When the PluS compiler
fills the code template of the +Graph with specific code, it
traverses from the leaf nodes of the +Loop tree and gener-
ates the corresponding data and operation code, because the
+Loop body of each leaf node can be implemented as an inde-
pendent code segment. For instance, consider the subgraph in
Fig. 6(g). PluS compiler will generate code for four +Loop
bodies in turn: loop0-loop1-loop2, loop0-loop1, loop0-loop3
and loop0-loop4. The inputs, outputs, and operations involved
in each of these +Loops are illustrated in Fig 8.

+Code interface. Each matched subgraph pattern has a
expert-provided code template in the pattern warehouse. Ex-
perts can create these templates by adding +Code statements
in the code. +Code includes three types: data placeholder,
compute, and data write-back, as shown in Fig 9. A data
placeholder can represent any number of input and output
tensors in the code. The compiler will complete the code
for pointers to the data at this position based on the specific
+Loop information. Compute-type statement tells the com-
piler where the data computation occurs in the code. If the
data has not been loaded before computation, the compiler
will automatically generate the code to load the data based on
the addressing information in the +Loop, followed by the cor-
responding computation code. Data write-back usually occurs
after all +Loop body computations are completed, indicating
to the compiler to generate code that writes the computa-
tion results back to global memory. Typically, the compiler
needs to address computations and write-backs. PluS has
also implemented a compilation path compatible with CUT-
LASS, which is widely used by many ML compiler backends.
Since CUTLASS provides a wrapper for implementing high-
performance linear algebra on CUDA, PluS’s compiler does
not need to handle those details in code generation.

Case study for code generation. Continuing with the sub-
graph from Fig. 6 as an example, an expert might want to de-
fine a codegen schedule for subgraphs with this skeleton. First,
they would define the pattern of this subgraph, or +Graph, in
the pattern warehouse, retaining only the skeleton operations
in the pattern. This allows the compiler to reuse the codegen

// data placeholder
plus::InputList input_list;
plus::OutputList output_list;
// compute
plus::compute </*DataType*/float>(input_list ,

/*Result*/local_out);
// data write -back
plus::writeback(local_out , output_list);

Figure 9: +Code statements.

schedule for any subgraph that matches the same structure.
Then, in the code template, the expert defines the code de-

sign for the loop0-loop1-loop2 structure, which corresponds
to a matrix multiplication pattern. The expert has the flexibil-
ity to use a simple cuBLAS interface, the Matmul templates
from CUTLASS, or even custom handwritten code. Since
MatmulOp is a skeleton operator that allows epilogue fusion,
the expert uses the compute statement in the code to reserve a
placeholder for epilogue operations. Next, the expert imple-
ments the schedule logic for loop0-loop1 and loop0-loop2,
handling the reduction logic by designing parallel execution
and synchronization operations as needed. They can also de-
cide whether to integrate this logic with the previous dot
operation to achieve the most efficient schedule. Similarly,
compute placeholders for prologue operations are reserved
before reduction operations. Finally, since the loop0-loop4
loop body does not contain skeleton operations, the expert
only needs to reserve a placeholder with a compute statement
for this loop body. After all the loops are completed, a data
write-back statement is added to the code.

Dynamic shape. PluS is capable of compiling models with
dynamic shapes. It uses symbolic types to represent shapes
during subgraph identification. These symbolic dimensions
are carried through the compilation process, and the corre-
sponding code templates treat shapes as runtime variables.
Experts can then autonomously decide dynamic schedules
based on the actual input sizes. PluS enables broad flexibility
in handling dynamic shapes by allowing multiple implementa-
tions for the same subgraph pattern. For example, if different
shapes require different fusion or scheduling strategies, ex-
perts can define a subgraph pattern with maximal scope, and
encode shape-based routing logic within the code template.

5 Implementation
Recalling the overview of PluS outlined in Sec. 3, PluS has
the capability to compile model representations compatible
with various mainstream deep learning frameworks, and our
current implementation is specifically based on PyTorch [32].

Pattern warehouse. PluS incorporates an expert-defined
pattern warehouse that facilitates the dynamic insertion and
deletion of patterns at any given time. This warehouse serves
as a mapping between +Graphs and their corresponding
kernel implementations. Users can define subgraph patterns
through two methods. The first method allows them to de-
ploy optimized code for a specific subgraph by providing a
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torch.nn.Module and the corresponding code. For instance,
deploying the FlashAttention optimization for the attention
mechanism. In such cases, PluS automatically generates a
+Graph and stores the provided code as a template in the
pattern warehouse. Nevertheless, this approach may lack the
desired flexibility and universality.

Meanwhile, PluS offers a second method where users can
articulate the +Graph, as detailed in Sec. 4.1. Users also
provide the associated code template to the pattern warehouse
with +Code detailed in Sec. 4.3. Subgraphs with the same
data layout share identical +Graph, minimizing the need for
additional deployment efforts. PluS automatically generates
codes for various operations.

Workflow. We implement a complete TorchDynamo-based
backend. Initially, PluS takes a torch.fx.GraphModule as in-
puts and leverages Hidet [17]’s API to parse the graph module,
resulting in a computational graph composed of low-level op-
erators represented by the +Graph outlined in Sec. 4.1. Subse-
quently, PluS generates subgraphs through a pattern matching
method explained in Sec. 4.2. Finally, PluS utilizes a code gen-
eration module detailed in Sec. 4.3 to produce codes for each
subgraph. The code generation module maps the +Graph to
codes using the templates stored in the pattern warehouse. In
our current implementation, we seamlessly integrate kernels
from CUTLASS, ByteTransformer, FlashAttention, and other
sources.

Applicability discussion. PluS can support all DNN mod-
els, as all DNN computations are fundamentally loop-based
computations involving multi-dimensional tensors. The sub-
graph abstraction introduced by PluS is built on this loop-
based nature, which allows various types of operators to be
supported through this abstraction.

6 Evaluation
6.1 Experimental Setup
Methodology. We compare PluS against mainstream DNN
compilers and framework including TorchInductor [8] v2.4.0,
TensorRT [22] v10.5.0 (in ONNX Runtime [15] v1.18.0), and
AITemplate [45] v0.3.dev0. In our evaluation, we initially
evaluate the end-to-end inference latency (Sec. 6.2). The ef-
fectiveness of PluS’s +Graph-matching fusion strategies is
demonstrated by presenting the layer count before and after
fusion. Subsequently, we conduct several case studies to high-
light the advantages of PluS in two aspects (Sec. 6.3). First,
we report the subgraph inference latency to showcase PluS’s
ability to leverage efficient expert-optimized subgraph imple-
mentations. Second, we compare the size of code required
by experts to add a new subgraph implementation against
AITemplate, demonstrating that PluS can accommodate new
subgraph implementations with minimal effort.

Platforms. We conduct experiments on two GPUs with
different architectures: an NVIDIA A100 PCIe 80GB and an
NVIDIA GeForce RTX 4090. The servers are equipped with

AMD EPYC 7V13 CPUs and Intel Xeon Gold 5318Y CPUs,
running Ubuntu 22.04 with CUDA 11.8 installed.

Workloads. We use five typical DNN models for evalua-
tion, including BERT-base [16], ALBERT [25], GPT-2 [33],
T5 [34] and ViT [18], encompassing popular transformer ar-
chitectures in both natural language processing and computer
vision. For the experiments, we set the batch sizes to 1 and
16, with a default sequence length of 128 for language models
and an input image size of 224×224 for vision models.

6.2 End-to-End Evaluation
Performance. We first evaluate the end-to-end performance
of PluS by comparing it against TorchInductor, TensorRT,
and AITemplate. For TorchInductor, we employ the TorchIn-
ductor compiler provided by TorchDynamo to compile the
PyTorch models, but dynamic shape support is disabled due
to its poor performance. To evaluate TensorRT, we utilize
the TensorRT provider in the Onnx Runtime with dynamic
shape enabled, defining a batch size range of 1 to 32 and a
sequence length range of 64 to 256 for the TensorRT engine.
Furthermore, AITemplate does not support dynamic shape,
whereas PluS supports the compilation of PyTorch models
with dynamic shape. For each experiment, we measure the
average end-to-end latency over 10 executions, repeated three
times after 10 warm-up executions. One exception is that we
observe unusually long GPU-to-CPU memory transfer time
when running the T5 model in TensorRT, resulting in the
end-to-end runtime exceeding 300 ms. Therefore, we perform
additional profiling of the T5 model in TensorRT using Nsight
Systems [1] and use the pure kernel execution time from the
profiling data as the end-to-end runtime for the T5 model.

Fig. 10 shows the end-to-end inference latency on all work-
loads for batch sizes 1 and 16. PluS, when compared to state-
of-the-art deep learning compilers with embedded graph trans-
formation, outperforms TorchInductor by an average of 4.04×
and TensorRT by 1.77× on A100 GPU. On the RTX 4090
GPU, it achieves an average speedup of 4.59× over TorchIn-
ductor and 2.01× over TensorRT. In Sec. 6.3, we delve into
a subgraph performance analysis to showcase PluS’s advan-
tages in supporting highly optimized subgraph implementa-
tions.

Additionally, as a pluggable graph transformation solu-
tion, PluS demonstrates comparable end-to-end performance
with AITemplate, even exhibiting an average 7.8% perfor-
mance improvement on the A100 and 7.2% on the RTX 4090.
This achievement stems from PluS’s ability to leverage all
subgraph optimization techniques available in AITemplate,
alongside additional techniques from various vendors, such as
ByteTransformer [47] and FlashInfer [46]. Notably, the per-
formance of the T5 model in AITemplate is not reported, as
we cannot define the T5LayerNorm module using the AITem-
plate interface. Meanwhile, AITemplate is designed solely for
static shapes, limiting its flexibility in deployment. A case
study in Sec. 6.3 further illustrates the portability of PluS in
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(b) A100, batch size = 16.
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(c) RTX 4090, batch size = 1.
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Figure 10: End-to-end inference latency on different GPU platforms.

Table 1: Fusion rate evaluation. #Ops represents the number
of fundamental operators comprising the DNN model, and
#Layers denotes the number of layers after graph transforma-
tion within DNN compilers.

Model #Ops #Layers
TorchInductor TensorRT AITemplate PluS

BERT 635 195 107 88 87
ALBERT 637 195 107 89 88

GPT2 630 171 126 89 87
T5 1460 364 247 - 220
ViT 655 201 105 90 87

comparison to AITemplate.
Fusion rate. In this section, we report the number of fun-

damental operators and the number of layers after subgraph
identification (i.e., fusion) in PluS, TorchInductor, TensorRT,
and AITemplate across all evaluated models. We define the
fusion rate as the ratio of the original operator count to the
fused layer count as [31]. As illustrated in Tab. 1, PluS demon-
strates an average 2.08× and 1.25× fusion rate improvement
compared to TorchInductor and TensorRT, respectively. This
is due to PluS’s capability to generate fused subgraphs with a
larger scope, facilitated by its flexible pattern warehouse, in
contrast to TorchInductor and TensorRT’s rule-based embed-
ded graph transformation module. Moreover, PluS exhibits
subgraph fusion behavior similar to that of AITemplate, as
both are ML compilers equipped with pluggable graph trans-
formation modules, sharing advanced capabilities for deploy-
ing state-of-the-art subgraph optimizations. However, PluS
can identify subgraphs with broader operator variations and
leverage the reuse of codegen schedules, enabling it to support
a wider range of models than AITemplate, such as T5.

Runtime overhead. We analyze the compilation time and

memory overhead of PluS. PluS incurs a compilation over-
head of 18 to 25 seconds when the model is cached, which is
dominated by NVCC compilation. It takes 1 to 2 minutes to
compile the model for the first time. The memory overhead of
PluS includes the memory consumption of pattern warehouse
and the intermediate representations, all of which reside on
the CPU. After excluding memory consumed by other Python
modules such as torch andtransformers, PluS introduces a
memory overhead of 130 to 190 MB.

6.3 Case Studies
Subgraph optimization. In this section, we utilize the bench-
mark BERT on A100 GPU to dissect why PluS outper-
forms other frameworks. Tab.2 delineates the configurations
of subgraphs that consume over 95% of end-to-end execu-
tion time, detailing the operators constituting each subgraph
along with shape information. The final column specifies
the implementation vendor PluS utilizes for each subgraph.
PluS integrates highly optimized kernel implementations
from CUTLASS [40], ByteTransformer [47], and FlashAtten-
tion [13, 14]. We dynamically select the optimal solution for
different configurations during the pattern definition phase. It
is noteworthy that we adopt the implementation from FlashAt-
tention for multi-head attention in batch size 16 (S1) and the
implementation from ByteTransformer for multi-head atten-
tion in batch size 1 (S6). Both implementations demonstrate
optimal performance within their respective configurations
during our evaluation.

We utilize Nsight Systems [1] to measure the latency of
subgraphs. Comparisons of subgraph latency between PluS,
TensorRT, and AITemplate are presented in Fig. 11. The re-
sults demonstrate that PluS achieves an average speedup of
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Table 2: Dominant subgraph configurations in BERT.
Note Operators Configuration PluS vendor

S0 Matmul+Bias M=2048,N=2304,K=768 CUTLASS

S1
Split+Permute+Matmul+

Div+Add+Softmax+
Matmul+Permute

M0=2048,N0=128,K0=64
M1=2048,N1=64,K1=128 FlashAttention

S2 Matmul+Bias+
Add+LayerNorm M=2048,N=768,K=768 ByteTransformer

S3 Matmul+Bias+Gelu M=2048,N=3072,K=768 CUTLASS

S4 Matmul+Bias+
Add+LayerNorm M=2048,N=768,K=3072 ByteTransformer

S5 Matmul+Bias M=128,N=2304,K=768 CUTLASS

S6
Split+Permute+Matmul+

Div+Add+Softmax+
Matmul+Permute

M0=128,N0=128,K0=64
M1=128,N1=64,K1=128 ByteTransformer

S7 Matmul+Bias+
Add+LayerNorm M=128,N=768,K=768 ByteTransformer

S8 Matmul+Bias+Gelu M=128,N=3072,K=768 CUTLASS

S9 Matmul+Bias+
Add+LayerNorm M=128,N=768,K=3072 ByteTransformer
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Figure 11: Subgraph latency.

1.53× over TensorRT and 1.07× over AITemplate. Moreover,
PluS retains the ability to reduce their latency by incorporat-
ing superior optimizations subsequently.

Ablation study. We then compare PluS with a configura-
tion that disables optimized kernel sources (i.e., CUTLASS,
ByteTransformer, and FlashAttention), falling back to generic
implementations. PyTorch eager mode is used as the default
baseline. Experimental results on the ten subgraphs show that
PluS achieves an average speedup of 4.79× and 13.27× over
the baseline with batch size of 16 and 1, respectively.

We further analyze why flexibly supporting a variety of sub-
graph patterns is necessary. Take the subgraphs S1 and S6 as
examples. If these subgraphs are executed in PyTorch’s eager
mode—where each operator is executed separately—the total
runtime for S1 and S6 is 0.221 ms and 0.209 ms, respectively.
This demonstrates the poor performance that results from a
lack of operator fusion. Next, when using TorchInductor, it
excutes three kernels for this subgraph, fusing the element-

wise operators with MatmulOp and implementing SoftmaxOp
as a whole. Under this mode, the runtime for S1 and S6 be-
comes 0.0183 ms and 0.0078 ms. Furthermore, TensorRT,
AITemplate and our PluS go a step further by implementing
S1 and S6 as a single subgraph, generating one large kernel
to execute the entire subgraph [13, 14]. They achieve better
performance due to the tighter integration, with execution
times of 0.015 ms and 0.0077 ms in PluS. The results demon-
strate that different graph optimization techniques can lead to
significant changes in model performance.

Portability. In this section, we use the T5 model as an
example to showcase the portability of PluS compared to
AITemplate, which does not support T5. Assuming that both
frameworks can already support models like BERT, ALBERT,
and GPT2, it becomes evident that PluS exhibits superior
adaptability to minor alterations in DNN models, thereby
reducing deployment complexities when compared to other
pluggable ML compilers.

First, we observe that all Linear layers utilized in the T5
model lack bias operations, leading to the emergence of nu-
merous new subgraphs not present in models like BERT, AL-
BERT, and GPT2. Intuitively, this subgraph should share the
same code generation schedule as the subgraph with bias oper-
ations found in BERT, ALBERT, and GPT2, given their shared
loop structure and data layout. However, to accommodate this
fused subgraph in AITemplate, a new template must be added.
This entails a developer writing both frontend and backend
code for the Matmul+Relu module, comprising over 250 lines
of code (LoC), and registering it in the pipeline. As similar
subgraphs continue to arise, programmers must repetitively
perform this task. In contrast, leveraging the +Graph and code
templates previously added by experts in the pattern ware-
house, PluS can seamlessly generate code for these subgraphs
without additional efforts.

x1[M,N] = Pow(x0[M,N])
x2[M,1] = ReduceMean(x1[M,N])
x3[M,1] = AddScalar(x2[M,1])
x4[M,1] = Rsqrt(x3[M,1])
x5[M,N] = Multiply(x1[M,N], x4[M,1])
x6[M,N] = Multiply(x5[M,N], c[1,N])

Another case arises with T5 introducing a novel layer nor-
malization method, T5LayerNorm [49], leading to a distinct
subgraph composition as depicted above. To support this sub-
graph in AITemplate, developers must invest additional effort
in writing an end-to-end pipeline, including frontend and
backend components, due to the lack of inheritable similar
subgraphs defined previously. This process involves 1701
LoC to accommodate all components related to layer nor-
malization, including 453 LoC for frontend registration and
1248 LoC for backend implementation. Similarly, in PluS, a
new subgraph pattern must be incorporated into the pattern
warehouse due to the absence of subgraphs sharing the same
subsequent +Loop structure. In total, PluS requires 18 LoC
to define the +Graph and an additional 129 lines to provide
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the necessary code template. In contrast, when new variants
of this algorithm emerge, such as adopting a zero-centered
gamma, PluS supports them seamlessly without requiring any
additional effort.

loop0 [M, parallelizable]
loop1 [N, non-parallelizable]
loop2 [N, parallelizable]

Sensitivity analysis. PluS is designed as a functional com-
piler, where subgraph matching and operator fusion does not
change the computation semantics. The code generation pro-
cess in PluS strictly follows the data dependencies between
operations, ensuring correct implementation of the backend
kernels. Therefore, accuracy degradation is not expected un-
der correct pattern definitions.

To validate the correctness and robustness of PluS, we com-
pare the accuracy of subgraph outputs between the optimized
and unoptimized execution paths using randomly initialized
inputs from a standard normal distribution. We use PyTorch
eager mode as the baseline. Experimental results show that the
maximum absolute difference between the outputs is 1.9e-3,
and the average absolute difference is 3.57e-5.

7 Related Works
Graph-level optimization. Graph-level optimization tech-
niques are crucial for enhancing model execution in ML com-
pilers [8, 10, 19, 22, 23, 30, 31, 36, 39, 45, 51, 52, 56, 57]. ML
compilers can be categorized into two classes based on the
approach to graph transformation. Embedded mode ML com-
pilers [8,22,23,30,31,36,39,51,52,56,57], such as TensorFlow
XLA [36] and TorchInductor [8], employ a rule-based strat-
egy for graph enhancement. In particular, FractalTensor [28]
employs nested loops to express DNN operator, breaking
the optimization boundaries of traditional operator functions.
However, they often overlook opportunities for expert-driven
subgraph optimizations due to the complexities of their em-
bedded graph transformation modules. In contrast, pluggable
mode ML compilers like AITemplate [45] utilize fixed opera-
tor patterns for graph-level optimizations, sacrificing adapt-
ability to structure-similar subgraphs. PluS offers a novel
approach supporting flexible integration of pluggable graph
schedules with an adaptable pattern-matching strategy based
on loop-centric features. Additionally, FlexAttention [20] sup-
ports the implementation of different attentions variants as
FlashAttention optimizations; however, its scope is limited to
attention-specific adaptations. While TVM [10] and Tensor-
Flow Grappler [19] allow users to catch and modify the entire
computational graph with customized passes, they require
developers to define complicated graph transformation rules
from scratch. In contrast, PluS allows users to define graph
optimization easily, providing a mapping of loop-centric sub-
graph pattern with associated code templates. It is also possi-
ble for us to implement PluS on top of TVM and TensorFlow
Grappler, and integrate FlexAttention in the future.

Kernel-level optimization. Many deep learning frame-
works [4, 5, 32] rely on ad-hoc kernels libraries [2, 3, 7, 13,
14, 27, 40, 47] to efficiently execute specific operators or sub-
graphs. NVIDIA’s libraries like cuBLAS [2], CUTLASS [40],
and cuSPARSE [3] provide high-performance implementa-
tions for operators and subgraphs, and frameworks like Byte-
Transformer [47], FasterTransformer [4], xFormers [27] and
FlashInfer [46] offer optimized GPU kernels for transformer-
based models. FlashAttention [13,14] is a novel attention ker-
nel implementation with fewer memory accesses. Meanwhile,
ML compilers [6,9,11,12,17,21,24,38,42,44,52–55,58] focus
on different operator-level scheduling strategies to improve
efficiency. TVM [10], for instance, leverages Halide [35]’s
scheduling principles to map tensor expressions to low-
level code. AutoTVM [11] and Ansor [54] employ heuristic
algorithms to automatically search optimal configurations.
Tiramisu [9], AKG [52], and Tensor Comprehensions [42] au-
tomate scheduling space exploration using polyhedral models.
PluS is a compiler that supports pluggable graph schedules,
making it compatible with these manually-optimized and auto-
scheduled approaches, and capable of accommodating various
tensor program scheduling within its pattern warehouse.

8 Conclusion
ML compilers encounter new challenges in the face of par-
tially convergent model architectures and the rapid evolu-
tion of graph optimization techniques. PluS addresses this
challenge by offering pluggable graph scheduling based on
the +Graph abstraction, enabling rapid deployment of high-
performance subgraph implementations. Unlike existing ML
compilers burdened by cumbersome embedded graph trans-
formation rules, or limited by matching fixed operator com-
position, PluS introduces a pioneering loop-centric pattern-
matching solution. Consequently, PluS outperforms state-of-
the-art embedded ML compilers, achieving up to a 4.04×
speedup, owing to its superior expandability for graph opti-
mizations. Moreover, it demonstrates improved adaptability
to model evolution while still preserving minor performance
benefits (about 7.8%) compared to template-based solutions.
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