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Abstract
Deploying large language models (LLMs) on edge devices is
crucial for delivering fast responses and ensuring data privacy.
However, the limited storage, weight, and power of edge de-
vices make it difficult to deploy LLM-powered applications.
These devices must balance latency requirements with energy
consumption and model accuracy. In this paper, we first quan-
tify the challenges of deploying LLMs on off-the-shelf edge
devices and then we present CLONE, an in-depth algorithm-
hardware co-design at both the model- and system-level that
intelligently integrates real-time, energy optimization while
maintaining robust generality. In order to maximize the syner-
gistic benefits of these algorithms in always-on and intermedi-
ate edge computing settings, we specialize in a 28nm scalable
hardware accelerator system. We implement and extensively
evaluate CLONE on two off-the-shelf edge platforms. Experi-
ments show that CLONE effectively accelerates the inference
process up to 11.92×, and saves energy up to 7.36×, while
maintaining high-generation.

1 Introduction

Large language models (LLMs) [19, 80, 96, 109, 132] are
reshaping artificial intelligence for their remarkable perfor-
mance to comprehend human language and handle language-
related tasks [120, 129, 136]. Though born from the cloud,
deploying LLMs on edge devices such as personal PC, smart-
phones, robots, and even IoT devices is becoming an impor-
tant trend [81,119]. First, on-device LLM can be widely used
to support different kinds of applications, including chatbots
[6, 114], robotics [61, 162], and autonomous vehicles [144].
Moreover, directly accessing the LLM on the edge not only
preserves data privacy but also can provide instant service
without relying on a stable internet connection. Despite the po-
tential benefits, deploying LLMs on commercial-off-the-shelf
(COTS) edge devices faces stringent space, weight, and power
(SWaP) constraints [10,138] due to the billion-parameter size
coupled with intensive computing costs. For instance, the

widely used Llama-7B model [132] requires approximately
14GB of memory for inference, even when utilizing 16-bit pre-
cision (FP16) format. However, the available RAM on typical
edge devices only ranges from 4GB to 12GB [125]. Further-
more, inferring a single token with Llama-7B requires approx-
imately 14 TFLOPs for an 11-token prompt [25], which is
roughly 360× the 39 GFLOPs needed by VGG-19 to process
a single image with an input resolution of 224× 224 [36].
Moreover, LLMs’ inference process demands substantial en-
ergy consumption. For instance, GPT-3 [31] consumes 300
J/response [20] on an NVIDIA A100 GPU, which is 400× the
0.75 J/response required by ResNet-50 [72]. Thus, intensive
memory footprint, high computational demands, and signifi-
cant energy costs pose severe bottlenecks to deploying LLMs
at the edge.

Limitation of Prior Arts. To break the SwaP constraints,
several optimization techniques have been proposed. Tech-
niques such as model architecture search [54, 60, 88], quan-
tization [26, 55, 57, 91, 143], and pruning [27, 30, 32, 84]
help to reduce the size of models while preserving their
performance. However, these methods typically focus on
optimizing the model itself and may not fully address the
system-level trade-offs related to storage and weight. Addi-
tionally, recent improvements in LLM compilers and soft-
ware stacks [56, 99, 113, 128] have facilitated the adoption
of co-processors to sustain high performance by leverag-
ing co-processors or near-sensor processing alongside GPUs
[4, 44, 57, 74, 74, 86, 107, 111, 118, 122, 148, 159]. However,
they incur additional computational/communication overhead
that significantly reduces the edge device lifecycle and in-
terferes with the smooth execution of other applications. To
address power constraints, Dynamic Voltage and Frequency
Scaling (DVFS) [10, 47, 48, 65, 112] has been widely adopted
to adjust the power usage of processors by dynamically chang-
ing their voltage and frequency. However, most existing ap-
proaches are designed for discriminative CNN or RNN and
treat the entire network as a black box during tuning. Genera-
tive LLMs have not undergone the necessary scrutiny due to
the auto-regressive inference schemes and the heterogeneity
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of stochastic requests and generated outputs. Thus, an edge-
tailored LLM system that intelligently coordinates model- and
system-level optimizations, balancing energy efficiency, la-
tency, and model performance is urgently required.
Challenge. Designing such a customization system is not
straightforward and faces the following critical challenges.
First, the “billion-parameter” poses a significant barrier to
deployment on resource-constrained edge devices due to the
high memory footprint and computation cost. How to cus-
tomize the LLM according to the hardware profile of a spe-
cific edge device to effectively meet the memory constraint
and reduce the computing latency while ensuring the gen-
erating capability is the first critical challenge. In addition,
when deploying customized LLMs on edge devices, LLM-
powered applications feature stochastic and dynamic I/O, un-
like traditional models with stable inputs. Moreover, tailored
layers introduce unique approximation characteristics, while
interference from co-running applications during mobile exe-
cution can cause runtime variance. Therefore, designing an
efficient system-level controller to meet latency targets while
optimizing energy consumption is another challenge. Fur-
thermore, model-level (accuracy/latency) and system-level
(energy/latency) optimizations in isolation can be naive, often
resulting in unnecessary energy consumption or reduced accu-
racy. Effectively coordinating these optimizations to balance
accuracy, latency, and energy efficiency is the third challenge.

In this work, we present CLONE, a comprehensive sys-
tem that intelligently customizes LLM for efficient latency-
aware inference on commercial-off-the-shelf edge devices. It
adopts a hierarchical structure to jointly handle model- and
system-level optimization in a unified manner to consider
real-timeliness, model accuracy, and energy efficiency jointly.
Specifically, CLONE consists of two main phases: offline
device-specific model tailoring and online latency-aware sys-
tem optimization. Within the offline tailoring process, for
a specific device, CLONE reformulates the tailoring of tar-
get LLMs for a specific device as a generative task within a
continuous representation space. Using an encoder-evaluator-
decoder architecture, it generates optimal pruning configura-
tions through gradient-based optimization, effectively bridg-
ing the gap between resource constraints and model perfor-
mance. To support diverse edge applications [6, 138, 146],
CLONE performs parameter-efficient fine-tuning on the cus-
tomized LLM using multiple plug-and-play Low-Rank Ap-
proximation (LoRA) [52] adapters, ensuring adaptability and
optimized performance. Once the customized model is ported
to edge devices, during online inference, CLONE employs
a Mixture-of-Experts (MoE) [59, 131] router to dynamically
integrate optimal LoRA adapters, enabling more precise re-
sponses to stochastic, complex, or mixed-task end-user re-
quests. At the system level, CLONE applies Dynamic Voltage
and Frequency Scaling (DVFS) to the per-token, autoregres-
sive inference process of LLMs, optimizing the supply voltage
(VDD) and operating frequency (Freq) to minimize energy con-

sumption while meeting real-time constraints. Recognizing
the LLM layer characteristics, especially post-pruned uneven
parameter, CLONE enhances the granularity of DVFS ad-
justments at layer boundaries. This provides greater flexibil-
ity and adaptability for power-sensitive systems compared
to traditional workload-level (whole model) black-box opti-
mizations. While existing vanilla DVFS on edge devices are
typically discrete, CLONE introduces a learning-based DVFS
approach to reduce budget gaps that maximize system effi-
ciency and model performance. To fully harness the benefits
of these technologies, we have developed a specialized 28nm
scalable hardware accelerator system. It contains a LoRA
Processing Unit (LPU) for hot-swapping adapters, enabling
dynamic model performance adjustments through dedicated
data paths, and a Special Function Unit (SFU) designed for
fine-grained and continuous DVFS adjustments equipped with
a fast-switching low-dropout (LDO) voltage regulator and an
all-digital phase-locked loop (ADPLL). The LPU supports the
runtime MoE router algorithm to handle stochastic requests,
eliminating bottlenecks of general-purpose processors and
boosting computational efficiency. The SFU implements the
learning-based DVFS algorithm to effectively manage run-
time variance and swiftly achieve the desired VDD and Freq.
Specifically, we make the following key contributions:

• We propose CLONE, an efficient software-hardware
co-design system for customized LLM inference on
resource-constrained edge devices, where the model- and
system-level coordinators cooperate to intelligently bal-
ance the inference speed and energy efficiency while
maintaining robust generative performance.

• We design hierarchical offline/online optimization
phases that effectively coordinate customization by ad-
dressing static model weights, hardware characteristics,
stochastic I/O patterns, and runtime variance. Addition-
ally, a 28nm accelerator with specialized datapaths sup-
ports these algorithms for optimized performance.

• To evaluate the effectiveness of CLONE, we conduct ex-
tensive experiments based on commercial-off-the-shelf
edge devices, representative LLMs and benchmarks.

2 Background and Related Work

2.1 Large Language Models
LLM Architecture. In contrast to traditional deep neu-
ral networks (DNNs) and convolutional neural networks
(CNNs) [38, 76], which integrate diverse types of layers (e.g.,
convolutional (CONV), fully connected (FC), recurrent (RC),
pooling, etc.) designed for specific tasks, large language mod-
els (LLMs) predominantly consist of a uniform stack of trans-
former decoder layers. For instance, Llama-7B [132] adopts
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Figure 1: Overview of LLMs autoregressive inference.

a homogeneous architecture composed of 32 identical Lla-
maDecoderLayers. Each decoder layer encompasses two core
components: LlamaAttention and LlamaMLP. Despite the
structural uniformity across decoder layers, their contribu-
tions to model efficiency and effectiveness vary significantly
[26, 137]. Consequently, optimizing the inference execution
of LLMs necessitates a detailed analysis of the individual
impact of each layer (§3.1).

LLMs Inference. LLMs process a structured sequence in-
volving multiple forward passes through the model to se-
quentially generate each output token. Figure 1 shows the
inference process with a simple example. Typically, this pro-
cess mainly contains two stages [3,75,118]. 1) Pre-fill takes a
prompt sequence and generates the key-value (KV) cache for
each Transformer layer of LLM. Upon receiving the prompt

“Usenix ATC is no more?”, the tokenizer embeds input as to-
kens, denoted as Xin ∈Rn×d , where d is the hidden size and n
is the length of input token. Then, the LLM handles all input
tokens in parallel during a single forward iteration to gener-
ate a KV cache. The output of attention is sent to MLP to
generate the first output token “Legacy”. Large-scale matrix
multiplications are required to generate the KV cache, which
makes the pre-fill computing intensive. 2) Decoding utilizes
and updates the KV cache to generate tokens step-by-step.
Following the generation of the first token, the LLM leverages
the KV caches prepared earlier and adds new information to
them. The creation of each new token is influenced by the to-
kens generated before it. During each token generation, for the
input Xdec ∈ R1×d , attention layers load the previously stored
KV cache, and new KV pairs are computed and concatenated
to the existing cache. The output of the last decoder layer
is sent to the final prediction layer to predict the next token
sequentially. It executes iteratively until an End of Sequence
(EOS) token is encountered or a predefined termination crite-
rion is met. Unlike traditional models with fixed input formats
and structured workflows [38,76], LLM inputs and outputs are
highly non-deterministic. This stems from the diverse, open-
ended nature of user prompts, which vary widely in structure,
intent, and context [15, 87, 89]. Additionally, autoregressive
token generation is inherently probabilistic, driven by sam-
pling methods [50, 111, 115, 132] and variability in training
datasets [11, 13, 134], making outputs context-sensitive.

2.2 Bottlenecks of Deploying Edge LLMs

Table 1 lists specifications for server-level and edge-level
processors commonly used for ML workloads, highlighting
resource collapse. Despite the potential benefits, including
privacy preservation and instant responses without depending
on a stable internet connection [42, 105], deploying LLMs on
the edge faces the following critical bottlenecks.
1) High Memory Footprint. The main contributors of
“billion-parameter” LLMs are model weights (memory is
occupied by the model parameters) and KV cache (mem-
ory is occupied by the caching of self-attention tensors
to avoid redundant computation). For example, Llama-7B
in 16-bit precision requires approximately 14GB memory
(7B× sizeof(FP16)). Its architecture with 32 layers, 32 heads
per layer, and a head dimension of 128 incurs a memory cost
of 0.5MB per token, accounting for K and V matrices. Con-
sequently, processing 4096 tokens demands 2GB, limiting
the size of models that can be deployed on edge devices with
4–12GB memory [125] and often causing Out-of-Memory
(OOM) errors.

Table 1: Popular ML hardware specifications.
GPU Types Peak Perf. Memory Bandwidth Peak Power

Server-level
NVIDIA A100 312 TFLOPS 80GB 1935 GB/s 300W
NVIDIA A40 149.7 TFLOPS 48 GB 696 GB/s 300W

Edge-level
Jetson Orin NX 100 TOPS 16GB 102.4GB/s 25W

Jetson Orin Nano 40 TOPS 8GB 68 GB/s 15W

2) High Inference Latency. Inference latency is a crucial
metric for mobile optimization because if the latency of a
service exceeds the human-acceptable thresholds (e.g., 33.3
ms for a 30 FPS video frame rate [28, 161] or 50 ms for
interactive applications [29, 92]), end-users will abandon the
service [161]. To evaluate inference QoE for LLMs, there are
three main metrics: 1) Time To First Token (TTFT) latency
from input to the output of the first token (prefill). Low TTFT
means fast response, which is essential for user experience
in real-time interactions. 2) Time Per Output Token (TPOT)
latency to track the auto-regressive process of each token
generated serially. TPOT refers to how each user perceives
the “speed” of the model. 3) End-to-end (E2E) latency, the
overall time it takes for the model to generate the full response
for a user, denoted as: E2E = (T T FT )+(T POT )∗N, where
N is the generated token number. Figure 2 (a) illustrates the
latency across different processors running the same LLMs,
representative Gemma-2B/7B [96], on the Wikitext2 [95]
dataset. While Gemma-7B is OOM for edge device. For the
same user request on Gemma-2B, the Orin Nano experiences
15.18× more latency than the NVIDIA A100, significantly
impacting the Quality of end-user Experience (QoE) [53, 68,
69, 90]. Additionally, LLMs operate with an auto-regressive
and probabilistic inference process [121]. Figure 2 (b) shows
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(a) Server/edge latency. (b) Latency breakdown.

Figure 2: LLMs inference latency analysis. (a) Latency effi-
ciency of two common LLMs (Gemma-2B/7B) inference use
cases over server-level and edge-level processors. (b) Infer-
ence latency with different prompt and output tokens.

as prompt sizes increase (128 → 512 → 1024) inference
Gemma-2B on Orin NX. We can observe that the number
of pre-filled tokens increases significantly (255→1935ms)
due to parallel processing capabilities. Conversely, the TPOT
remains relatively stable (180∼200ms) due to serial decoding
generation. However, the E2E is more than 100s, which fails
to serve the end-user demands, indicating opportunities for
optimizing practical inference performance.
3) High Energy Consumption. In server-level GPU deploy-
ments, it is typically assumed that these units are plugged into
wall power due to the substantial energy demands of LLMs
inference [4, 64, 74, 107, 111, 141]. However, this assump-
tion does not hold for edge-level devices such as robots and
autonomous vehicles, where energy availability is severely
restricted [66]. In contrast to conventional on-device tasks,
LLM inference consumes an order of magnitude more energy.
For example, a Google search driven by a large AI model
expends 8.9 watt-hours (Wh) of energy, approximately 30
times the 0.3 Wh required by a standard Google search [124].
Importantly, “Scaling Laws” [21, 63] suggest that as model
parameters scale up, there is a corresponding increase in both
performance and energy consumption. Transitioning from
Gemma-2B to 7B, for instance, boosts accuracy from 42.3%
to 64.3% on the MMLU benchmark [46]—a comprehensive
evaluation platform—at the cost of tripling energy usage. Con-
sequently, there is a pressing need to optimize the energy
efficiency of LLM inference at edge to meet QoE.

3 Motivation

In this section, we present key observations from model-
intrinsic dimensions (layer characteristics (§3.1)), stochastic
I/O (§3.2)) and system factors (hardware and runtime vari-
ance (§3.3)) for practical LLM inference on edge devices. The
design space is analyzed across three critical axes: generation
quality, latency, and energy efficiency.

3.1 Heterogeneity of Model Characteristics

In order to investigate the contribution of different decoder
layers, we conduct an in-depth analysis of the inherent sen-
sitivity of the stacked transformer architecture across three
critical dimensions: generative ability, energy efficiency, and
latency. For general-purpose, we employ zero-shot perplexity
(PPL) [14, 96, 132], a common metric, to evaluate generative
abilities, lower PPL indicates higher model adeptness in pre-
dicting sequence tokens. Figure 3 (a) presents the PPL on the
WikiText2 [95] dataset after removing specific decoder lay-
ers in the Llama-7B, Llama2-7B [133], and Vicuna-7B [160]
models. The results show that the front and back layers have
higher PPL values than the middle layers. Because the front
layers play a critical role in feature extraction, while the back
layers significantly influence output generation, both con-
tribute markedly to model performance. while LLMs maintain
a homogeneous layer structure, the generative impact varies
by layer due to input and output data stream heterogeneity.
To evaluate the system effectiveness, we infer LLMs on Wiki-
Text2, monitoring energy consumption and duration using
CodeCarbon [24]. Figure 3 (b, c) shows that removing differ-
ent decoder layers yields non-uniform changes in end-to-end
energy and latency. This suggests that, beyond nominal pa-
rameter counts, each layer contributes heterogeneously to
practical resource usage. We attribute this to (i) varying
sequence-length–dependent workloads, (ii) hardware-level
cache and parallel-sync effects, and (iii) non-linear inter-layer
interactions typical of deep networks.

▶ Motivation 1: LLM layers contribute unevenly to effec-
tiveness and efficiency, underscoring opportunities for model
customization by pruning non-essential components and sys-
tem optimization through fine-grained layer-wise tuning.

3.2 Heterogeneity of Stochastic Input/Output

As discussed at §2.1, inference serving systems exhibit signif-
icant non-deterministic due to the diversity of input prompts,
and LLM auto-regressive output exhibit distinct execution
behaviors. Case study. As shown in Figure 5 (a), we first il-
lustrate the distribution of prompt input and generated output
tokens on an Azure LLM inference services trace [111]. These
long-tail patterns and the unpredictability of token generation
lengths highlight the need for dynamic resource allocation to
manage varying computational demands. Performance im-
pact. To analyze the inherent patterns of mixed-task end-user
requests, we visualized the task embedding similarities of the
Flanv2 dataset [135] using a heatmap, as shown in Figure
4. Each axis enumerates the individual subtasks within the
dataset, and each matrix cell quantifies the pairwise corre-
lation between subtasks. The results reveal significant data
heterogeneity across tasks. System impact. Otherwise, re-
quests of different input and output lengths possess different
compute and energy characteristics. As shown in Figure 5
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(a) Generative-ability (b) Energy (c) Latency

Figure 3: Layer sensitivity analysis: removing specific layers one-by-one to mea-
sure each layer’s impact on Llama-7B (•), Llama2-7B (⋆), and Vicuna-7B (▲).

Figure 4: Task embedding simi-
larity heatmap.

(a) Practical inference traces. (b) Memory consumption. (c) Latency analysis. (d) Energy consumption.

Figure 5: Comprehensive analysis of LLM inference system using Gemma-2B on NVIDIA Orin NX. (a) Analysis of practical
LLM inference traces., while (b-d) highlight memory, latency, and energy consumption w.r.t. input and generated length.

(b-d), we measure Gemma-2B [96] on Nvidia Orin NX with
different input and generated length to evaluate the memory
footprint, latency and energy consumption. Memory consump-
tion is influenced by both static model parameters and the
dynamic KV cache, which grows as the number of tokens to
be processed increases. E2E latency is primarily impacted
during the decoding phase, as it is step-by-step, whereas the
prefill phase computes all prompts in parallel. Consequently,
an increase in generated tokens significantly impacts over-
all latency. Energy consumption is higher during the prefill
phase due to large-scale matrix operations, while the decod-
ing phase, processing one token at a time, has lower power
demands. Inefficient system performance degrades QoE, mak-
ing it critical to meet diverse LLM request demands without
compromising output quality.

▶ Motivation 2: Stochastic I/O with mixed-task requests
underscores the need for precise inference services to improve
model performance. Similarly, significant resource slack sug-
gests potential for fine-grained, LLM-specific system opti-
mizations to improve utilization efficiency.

3.3 Heterogeneity of Runtime Platform
Practical system heterogeneity encompasses performance and
energy variations arising from platform diversity (static het-
erogeneity, Table 1), diverse LLM application demands, and

interference from co-running applications (dynamic hetero-
geneity). Table 2 lists LLM requests from various applications
or tasks, each with distinct QoE demands [83, 130, 139, 140,
142, 147, 152, 161]. To investigate the impact of edge de-
vice hardware and concurrent running apps, we deployed the
Gemma-2B model on two NVIDIA platforms—Jetson Orin
NX and Orin Nano—and processed a workload comprising
128 prompt tokens and 242 generated tokens (the first scenario
in Figure 2(b)). We profiled the resulting inference behavior,
and Figure 6 reports the TTFT, TPOT, and E2E inference
latency for both devices, alongside the corresponding per-
formance degradation observed in a foreground web-search
application [78, 161]. We find that 1) Due to the varying pro-
cessing capabilities of different edge devices, the response
time to the same end-user request can differ significantly.
For instance, when both are in an idle state, the Orin NX,
with its superior computational power, provides more timely
feedback (TTFT: 255; TPOT: 198 ms) compared to the Orin
Nano (TTFT: 268ms; TPOT: 231ms). 2) Resource contention
caused by user interaction with the concurrent running app
prominently slows down the model inference progress. For
instance, the E2E inference latency on Orin NX is 42.6s when
there is no user interaction in the foreground. However, it in-
creases to 61.4s with a website searching application running
in the foreground. This highlights the impact of latency on
user experience, as service abandonment occurs when latency
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Figure 6: Impact of different hardware de-
vices (Nano/NX) and concurrently running
apps (web search) on edge LLMs inference.

Figure 7: Impact of different token lengths and GPU frequencies on a) end-to-
end (E2E) latency, b) time per output token (TPOT), and c) energy efficiency.

Table 2: SLOs of various LLM applications. Time To First
Token (TTFT): refers to the latency from input to the first
token output (prefill), while Time Per Output Token (TPOT)
is the latency for each subsequent token (decode).

LLM Application Service-Level Objective
Chatbot [5, 108] Readable TTFT/TPOT

Search Engine [97] Low TTFT, Medium TPOT
Event Logger [1, 58, 110] Tolerable TTFT, Medium TPOT

Smart Reply [40, 98] Low TTFT, Low TPOT
Code Generator [37] Medium TTFT, High TPOT

Virtual Assistant [7, 39] Low TTFT, Medium TPOT

exceeds the human-acceptable threshold [83, 161]. Figure 7
demonstrates that higher GPU frequencies reduce E2E la-
tency and TPOT by accelerating token processing (a, b) while
supporting energy-efficient control via frequency scaling (c).
Dynamically adjusting processor frequencies based on work-
load size enhances efficiency with minimal performance im-
pact, where the optimal frequency is determined by the LLM
architecture and output length. Although DVFS [47, 48, 65]
is commonly used to scale voltage and frequency for low-
intensity workloads, existing schemes often rely on coarse-
grained, black-box, workload-level adjustments with heuristic
methods [10, 47, 48, 65, 112].

▶ Motivation 3: Hardware type and LLM application
SLOs significantly impact end-user QoE, while resource pre-
emption from foreground applications exacerbates runtime
system heterogeneity. Accurate runtime estimation of appli-
cation demands and device capabilities is crucial for guiding
DVFS and optimizing LLM inference system efficiency.

4 CLONE: Design

4.1 System Overview

Figure 8 presents the architecture of CLONE which can
be mainly divided into the following two phases: 1) offline
device-specific tailor and 2) online latency-aware optimiza-
tion. The overall workflow of CLONE can be represented as

Vanilla LLMs Deployable LLMs Edge Device

Tailoring Porting

End-User

Mixed-task 
Requests

Offline Device-specific Tailoring Online Latency-aware Inference

1 2 3

4

Figure 8: The overview of CLONE, including offline device-
specific tailoring and online latency-aware inference.

the following main steps. ➊ CLONE leverages edge hardware
profiles and LLM architecture using an encoder-evaluator-
decoder framework to reframe LLM compression as a data-
driven generative task. This approach addresses memory con-
straints, meets latency and energy requirements, and preserves
generation performance. Plug-and-play LoRA adapters fur-
ther fine-tune the tailored LLM for diverse edge applications.
➋ The deployable model is then ported onto the edge de-
vice. ➌ During runtime inference, to handle stochastic and
mixed-task user requests, CLONE integrates a MoE router to
dynamically select optimal LoRA adapters, enhancing model
performance. ➍ At the system level, CLONE incorporates
a learning-based DVFS controller to adjust device voltage
(VDD) and frequency (Freq) dynamically at layer boundaries
during per-token autoregressive inference. This minimizes
energy consumption while ensuring target latency is met. Fur-
thermore, in order to fully leverage the synergistic advantages
of these algorithms, we develop a specialized 28nm scalable
hardware accelerator system designed to further boost energy
efficiency through customized hardware integration.

4.2 Offline Device-specific Tailoring

According to Motivation 1, LLMs demonstrate considerable
parameter redundancy, especially within their intermediate
layers. This variance in contribution across layers not only
affects performance but also system efficiency, facilitating
tailored adaptations for edge deployment. To meet heteroge-
neous hardware constraints, CLONE redefines LLM pruning
as a generative task, surpassing traditional manually designed
discrete heuristic optimizations to identify and remove non-
essential structures in a system-efficient manner. Specifically,
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Figure 9: Hardware-aware tailor workflow. Four key components: “ratio-score” data collection, continuous space for tailoring,
gradient-based tailoring optimization, and optimal tailoring generation.

it employs a data-driven tailor that identifies the optimal prun-
ing configuration through gradient-based optimization within
a continuous representation space. As illustrated in Figure 9,
the generative tailor comprises four key modules:

1) “Ratio-score” Data Collection. Considering the memory
constraints of the edge device and the dimensions of the model
to be deployed, we initially establish the overall reduction ra-
tio for the LLMs. For fine-grained optimization, we develop
an exploration-exploitation strategy to determine layer-wise
level pruning ratios ri. This approach utilizes heuristic-based
pruning methods [8,30,94] to produce high-quality ratios and
incorporates random pruning ratios as part of the exploration
process. In contrast to prior works [45, 55, 102] primarily
focus on reducing the model size and computational over-
head, CLONE integrates broader criteria including genera-
tion ability, inference latency, and energy cost. We define a
holistic metric function f to characterize overall performance
for a given ri, aiming for optimization suitable for resource-
constrained edge devices:

si = f(ri) =
1

ppli
×
(

E
ei

)1(E<ei)×α

×
(

T
ti

)1(T<ti)×β

, (1)

where ppl is the zero-shot perplexity [14], quantifies the gen-
erative capabilities, with lower values indicating more precise
model predictions. T and E denote the latency and energy
budgets specific to edge, respectively. ti and ei represent the
latency and energy consumption for a given ratio ri. 1(x) is an
indicator that returns 1 if condition x holds, and 0 otherwise.
Thus, configurations that exceed the thresholds T and E are
penalized by developer-specified factors α and β, both set to
2 in our implementation. Finally, we obtain comprehensive
ratio-score pairs, denoted as P = (ri,si).

2) Continuous Space for Tailoring. Traditional approaches
[8, 30, 94] often employ discrete pruning spaces, resulting
in heuristic and incomprehensive pruning ratios. In order to
characterize the continuous tailoring optimization space of
edge devices, we implement an encoder-evaluator-decoder
framework. This architecture includes a single-layer LSTM

network [49] functioning as both encoder and decoder, along-
side a feed-forward neural network serving as the evaluator.
This setup effectively embeds ratio-score pairs (ri,si) into a
continuous representation space Θ.

3) Gradient-based Tailoring Optimization. With the well-
trained representation space Θ, we utilize a gradient-based
optimization method to identify the optimal pruning config-
uration. We select top-K collected pairs serving as starting
points to ensure effective initialization. Denoting such start-
ing points as Er, we initiate the optimization process along
the gradient direction driven by the evaluator π:

E∗
r = Er +η

∂π(Er)

∂Er
, (2)

where E∗
r denotes the optimal pruning configuration repre-

sentation, and η is step size used in the gradient update.
4) Optimal Tailoring Generation. Based on the optimal

pruning representation E∗
r , the optimal pruning configura-

tion r∗ is identified by the trained decoder ξ, denoted as
r∗ = ξ(E∗

r ). To generate r∗ iteratively without pre-specifying
the ratios, we employ a beam search strategy [33], allowing
for a systematic exploration of potential configurations to
achieve the best possible performance. The generation pro-
cess continues until the stop token ⟨EOS⟩ is encountered,
enhancing the adaptiveness of the model configuration. Fi-
nally, remove non-essential groups through structural pruning,
guided by the generated optimal pruning ratio.

According to Motivation 2, the patterns of user application
usage and the inter-dependencies among tasks offer oppor-
tunities for optimization in downstream tasks, which can re-
duce the costs of fine-tuning and improve model performance.
Therefore, plug-and-play LoRA adapters are utilized to en-
hance the tailored LLM generalization capabilities across
diverse downstream applications. For n downstream appli-
cations, a set of LoRAs, Φ = {φ1,φ2, . . . ,φn}, is initialized,
where each LoRA φi = BA is trained per task. The forward
computation is:y′ = y+∆y = W0x+BAx, where y′ ∈ Rd is
the output, x ∈ Rk is the input, B ∈ Rd×r, A ∈ Rr×k with
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Figure 10: Online latency-aware inference workflow. Left (Software): CLONE employs a request-wise MoE router for dynamic
LoRA configuration to manage layer-wise DVFS, optimizing energy efficiency within the specified latency targets. Right
(Hardware): The hardware accelerator system features a request-wise LoRA Processing Unit (LPU) designed for LoRA
adaptation, and a Special Function Unit (SFU) tailored for pre-token DVFS at token layer boundaries.

r ≪ min(d,k), and W0 are frozen LLM parameters. B is ini-
tialized to zero and A with Gaussian values.

4.3 Online Latency-aware Inference

Motivation 2 & 3 reveals that current approaches to real-time
inference are constrained to workload-level resource adjust-
ments, resulting in energy wastage. It identifies a crucial po-
tential for system optimization via fine-grained management
of performance and energy. While offline device-specific tai-
loring effectively reduces memory constraints and enhances
downstream performance, the achieved latency can fluctuate
significantly due to diverse user requests and runtime vari-
ability, potentially violating real-time latency constraints and
increasing energy consumption. As shown in Figure 10, at
the model level, a MoE-based router dynamically selects the
optimal LoRA adapter based on stochastic user prompts, im-
proving the accuracy of LLM-powered application responses.
At the system level, CLONE integrates a token predictor to
estimate the output token count, guiding a learning-based
DVFS controller to adjust frequency and voltage for each
token at layer boundaries. This minimizes per-request en-
ergy consumption while adhering to real-time latency targets.
Additionally, CLONE embeds these efficient algorithmic en-
hancements into a 28nm on-chip accelerator architecture.
Request-wise MoE-based Router. In practice, end-user re-
quests cover a diverse range of prompts, each associated with
different tasks. Consequently, as shown in Figure 10 (a), an
MoE (Mixture-of-Experts) [59, 117] router has been devel-
oped to dynamically and effectively merge LoRA modules
for each mixed-task prompt. This development significantly

extends the plug-and-play capabilities of CLONE. A set of
experts E = (E1,E2, . . . ,EN), where each expert Ei represents
a tuned LoRA module. For input xi, the output yi:

yi = Woxi +
N

∑
j=1

ωi j ·E j (xi) , (3)

where ωi j modulates the contribution weights of each ex-
pert. Unlike traditional methods [131, 150] that incur extra
computation and storage from trainable gate functions, we
propose a parameter-free soft MoE method leveraging dy-
namic prompts. Using a sentence-embedding model, Γ (here
adopting BGE [17]), the input embedding is formulated as
Γ(x). For each LoRA module φ, the embedding is obtained
from randomly selected domain-specific samples k, expressed
as Γ(φ) = 1

k ∑
k
i=1 Γ(ki·φ). To measure the similarity between

the LoRA module φ and the prompt x, we leverage the cosine
similarity, denoted as σ, as follows:

σ(x,φ) = cos(Γ(x),Γ(φ)), (4)

Followed by a softmax function which takes an intermediate
token representation as input and combines the output of each
expert based on the gating weight Ω = (ω1, . . . ,ωN):

Ω = softmax(sx), (5)

Learning-based DVFS Controller. To further improve sys-
tem effectiveness for LLM inference at the edge, a learning-
based DVFS is developed to reduce per-generated token en-
ergy consumption while satisfying the real-time latency target
at the layer-wise level. Among various reinforcement learning
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(RL) methods [18, 62, 79, 85, 101], CLONE employs a simple
two-layer MLP to efficiently learn policies within an episodic
Markov decision process, ensuring minimal latency overhead.
RL involves three core components:

State: Edge inference efficiency is heavily influenced by
the processor intensity of co-running applications, denoted
as Spro. For runtime SLO constraints, inference efficiency is
tightly coupled with frontend prefill time TTFT (TPRE ) and
per-token decoding latency TPOT target (TDEC).

Action: In RL, actions represent the adjustable control pa-
rameters of the system. For LLM inference at the edge, we
define these actions as the selectable execution settings, specif-
ically the energy-optimal supply voltage (VDD) and the opti-
mal running frequency (Freq) for each layer. Provided that the
QoS constraints are met, it is feasible to lower the processor
frequency, thereby conserving energy.

Reward: In RL, a reward models the optimization objective
of the system. We encode energy optimization within the
execution target as the reward, Renergy, which is calculated
using the power model [67, 70]:

Renergy = ∑
f
(P f

DEC ×TDEC +P f
PRE ×TPRE) (6)

where P f
PRE and P f

DEC , representing the power consumption
of the CPU/GPU at each frequency during the prefill and
decoding states respectively, are determined through power
measurements. These values are subsequently stored in a
lookup table (LUT) within CLONE for efficient retrieval.

4.4 Hardware Accelerator System.

As illustrated in Figure 10 (b), acknowledging the limitations
inherent in purely software-based approaches, CLONE intro-
duces a scalable 28nm hardware accelerator specifically de-
signed for edge-based LLM inference, effectively translating
software optimizations into concrete performance improve-
ments. This system integrates a LoRA Processing Unit (LPU)
for dynamic adapter hot-swapping, enabling adaptive model
performance optimization via dedicated data paths. Comple-
menting this, a Special Function Unit (SFU) is equipped to
perform continuous, fine-grained DVFS adjustments. The
LPU executes a request-wise MoE router algorithm to ef-
ficiently manage stochastic requests, mitigating the limita-
tions of general-purpose processors and enhancing computa-
tional throughput. Unlike conventional LoRA weight stored
in on-chip SRAM, which either require frequent reloads from
DRAM during wake-up cycles or keep SRAM active, wast-
ing leakage power [73, 77, 90], we utilize an embedded non-
volatile memory (eNVM) buffer to retain LoRA modules,
eliminating reload overhead upon power-on. Simultaneously,
the SFU employs a learning-based DVFS mechanism to adapt
to runtime variability, ensuring rapid convergence to the de-
sired voltage (VDD) and frequency (Freq) settings. The SFU

employs a lightweight predictor and DVFS model imple-
mented as lookup tables (LUTs) for efficient hardware opera-
tion and action determination. The generated voltage (VDD)
and frequency (Freq) are realized using a fast-switching low-
dropout (LDO) voltage regulator [9, 16] and an all-digital
phase-locked loop (ADPLL) [2, 51], ensuring rapid runtime
adjustments. Communication between the LPU and SFU is
facilitated via a custom-built bi-directional streaming channel.
An AXI splitter arbitrates the control flow of instructions and
data bound for the LPU and SFU AXI-slave partitions.

5 EVALUATION

5.1 Experimental Setup
Infrastructure. In order to comprehensively evaluate the effi-
ciency and effectiveness of CLONE, We perform our experi-
ments on two heterogeneous edge devices: Orin Nano [104]
and Jetson Orin NX [106]. Table 1 summarizes their specifi-
cations. To emulate heterogeneous deployment models, we
utilize Llama-7B [132], Llama2-7B [133], Llama2-13B and
Vicuna-7B [160] as baseline models. To simulate the hetero-
geneous performance requirements of multiple tasks at the
edge, we employ the Flanv2 [135] dataset, which comprises
46 tasks across 10 domains, serving as the edge downstream
dataset. Devices run stochastic web-search to simulate run-
time variance. CodeCarbon [24] is utilized to measure runtime
duration and the power consumption.
Baselines. To evaluate the effectiveness of CLONE, we com-
pare CLONE with 7 representative approaches, including: A.
Vanilla: (1) Vanilla assess the effectiveness of the original
LLMs as the baseline criterion. B. Model compression: (2)
Random randomly selects certain groups for pruning. (3) LLM-
Pruner [30] removes connected structures of dependent multi-
head attention from LLMs based on gradient information. (4)
ShortGPT [94] defines the Block Influence metric to guide
redundant subset removal. (5) SliceGPT [8] replaces each
weight matrix in the network with a smaller, dense matrix,
thereby reducing the network embedding dimension. C. Com-
putation optimization: (6) FlexGen [118] retains all model
parameters on CPU DRAM. During inference, the demand
weights are loaded from the CPU to the GPU. D. Small size
model: (7) OpenLLaMA-3B [35], an open reproduction of
Llama with 3B parameters, trained on 1T tokens.
Evaluation Metrics. In order to comprehensively evaluate
the efficiency and effectiveness of CLONE, we conduct eval-
uations from three perspectives. A.Generation ability. We
measure the zero-shot perplexity (PPL) analysis on Wiki-
Text2 [95] and PTB [93], two of the most commonly used
evaluation datasets, to evaluate the generation capabilities of
the customized model. Lower PPL values signify stronger
generation ability. B. General-purpose task solving ability.
To demonstrate the world knowledge and problem-solving
skills of the customized model, we utilize three benchmarks:
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Figure 11: 28nm physical layout and area breakdown of the
energy-optimal CLONE accelerator system.

Figure 12: Test system. Integration of the CLONE accelerator
into the Jetson platform via a PCIe interface to facilitate high-
performance data exchange.

1) BBH [123], which includes 23 challenging tasks such as
Q&A, natural language reasoning, and sentiment analysis. 2)
MMLU [46], covering 57 tasks across diverse domains like
mathematics, history, law, and ethics. 3) Commonsense rea-
soning tasks used in Llama paper [132], featuring BoolQ [22],
PIQA [12], OBQA [100], ARC-c [23], ARC-e [23], Wino-
Grande [116], and HellaSwag [151]. C. System effectiveness.
We evaluate the system effectiveness of CLONE from two per-
spectives: latency and energy consumption, which are defined
as the duration and energy cost to infer the WikiText2 [95].
Hyperparameter and Reproducibility. For offline device-
specific tailoring, we first execute classic approaches for 100
epochs to collect training data, and use 25× randomly shuf-
fled client selection as data augmentation for tailoring training.
Both Encoder and Decoder use a single-layer LSTM configu-
ration, while the Predictor has a dual-layer feed-forward setup.
Hidden state dimensions are 64 for Encoder and Decoder, and
200 for the Predictor, with all layers having an embedding
size of 32. The hyperparameters include a batch size of 1024,
a learning rate of 0.001, and η = 0.8. For optimization, we
start with the top 25 model pruning ratio records. The LoRA
rank r and the scaling hyperparameter α are set to 8 and 16,
respectively, with 3 training rounds.

Figure 13: Generation ability comparison of various schemes
on WikiText2 and PTB dataset across 3 representative LLMs.

5.2 Test System
Figure 11 presents the layout of the energy-optimal 28nm
CLONE accelerator system. After place-and-route, the core
footprint is only 1.588 mm2; the figure also delineates
module boundaries and reports the post-layout power- and
area-breakdowns. Due to the high cost and time require-
ments of a full tape-out, the CLONE accelerator was vali-
dated through post-layout simulation. The physical layout
was generated from Cadence Innovus synthesis results, fol-
lowing a complete design flow: behavioral modeling, RTL
design, synthesis, P&R, and physical verification, ensuring
simulation fidelity to actual fabrication. Figure 12 illustrates
the integration of the CLONE accelerator into the Jetson plat-
form via a PCIe interface to facilitate high-performance data
exchange. The data flow initiates with the AI-Chip (CLONE),
which interfaces with the Jetson GPU through a PCIe con-
nection. An interface board bridges the PCIe endpoints of
the CLONE accelerator and the Jetson GPU. This architec-
ture is supported by the host CPU and RAM, where the CPU
handles top-level data flow control, ensuring that requests are
efficiently managed and routed. The CLONE is responsible
for executing tasks based on user inputs, such as selecting
the most efficient LoRA group and performing edge real-
time DVFS control to optimize performance. By bypassing
system software dependencies, this hardware-centric setup
ensures seamless communication and data transfer between
the CLONE and the Jetson device, achieving high levels of
performance and energy efficiency.

5.3 Evaluation Results and Analysis
Generation Ability. To evaluate the customized model gener-
ation ability, we use the WikiText2 and PTB datasets to mea-
sure the zero-shot PPL (lower values correspond to stronger
text generation capability) across different models on the
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Figure 14: Downstream task performance of different customization approaches of Llama-7B on 3 representative benchmarks,
including BBH (zero-shot), MMLU (3-shot), and Commonsense (zero-shot).

(a) Llama2-7B (b) Vicuna-7B (c) Llama2-13B

Figure 15: Zero-shot performance (commonsense) of Llama2-7B, Vicuna-7B and Llama2-13B.

Orin NX. Figure 13 shows the zero-shot PPL values that
compare CLONE with the baselines. In order to effectively
demonstrate the characteristics of different schemes, we nor-
malize the measured PPL values to the vanilla model. Com-
pared to baselines, CLONE preserves the most generation
ability, achieving up to 5.1× generating capacity of Random
on WikiText2 and up to 3.4× on PTB. This can be attributed
to CLONE using PPL as a pruning metric to construct a con-
tinuous pruning selection space. It then utilizes gradient-based
optimization to identify the optimal pruning configuration that
minimally impacts generation ability.

Downstream Task Performance. Figure 14 illustrates the
downstream task performance of CLONE across three rep-
resentative benchmarks (BBH, MMLU, and Commonsense),
covering 87 tasks. We observe that CLONE significantly out-
performs other baselines across various domains and tasks.
Specifically, for BBH, CLONE improves the average accuracy
by 15.1% over Random and by 2.37% over others on average;
for MMLU, it increases average accuracy by 6.0% over Ran-
dom and by 2.96% over others on average; for commonsense
tasks, CLONE enhances average accuracy by 10.1% over
Random and by 6.1% over others on average. The principle
as discussed in §3, CLONE implements task-aware tailor-
ing for specific devices by considering end-user usage pat-
terns and task specificity and relevance. It selects appropriate
types and quantities of LoRA for fine-tuning. Moreover, we
note that baseline performance varies across different down-
stream tasks. For instance, in BBH, ShortGPT is the sub-
optimal model, whereas in Commonsense, LLMPruner is the
sub-optimal. This variability stems from the heuristic and in-
complete nature of baseline approaches. In contrast, CLONE
utilizes a request-wise MoE-based router to effectively man-
age the properties of diverse real-world requests, resulting
in superior LoRA module fusion. Overall, this experiment

demonstrates CLONE’s practical and robust ability to scale
to complex workloads and applications.
Robustness and Scalability. Figure 15 details the zero-shot
performance of the pruned model across a variety of down-
stream tasks, as well as its zero-shot perplexity on the Wiki-
Text2 and PTB datasets, utilizing diverse pruning configu-
rations. Our observations confirm that CLONE consistently
outperforms established baselines across all metrics.1) Differ-
ent types of models: Comparing Llama2-7B and Vicuna-7B,
the results indicate that CLONE exhibits a strong general-
ization capability, outperforming baselines by an average of
23.85%. 2) Different model sizes: Evaluating Llama2-7B and
Llama2-13B, it is evident from Figure 15 that CLONE main-
tains 91.13% of the performance of the unpruned (vanilla)
models, underscoring its scalability. These results collectively
affirm that CLONE is scalable to different LLMs in general,
not limited to specific LLMs, so it is not a one-off “software-
ASIC”.

Request 1

������� = 10 � ������� = 10 � ������� = 10 �

Wakeup

Request 2 Request 3

Prefilling

Idle

Decoding with opt. F/V

Figure 16: Simulations of LDO dynamic VDD adjustments.

System Effectiveness. Then, we evaluate the system effi-
ciency of CLONE from latency and energy consumption dur-
ing the LLMs inference process on the WikiText2 dataset
at the off-the-shelf devices Orin NX and Nano. As shown
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Figure 17: Comparison of the model pruning configuration.

in Table 3, we can see that CLONE effectively speeds up
the inference process up to 11.92×, and achieves significant
energy saving up to 7.36×. Figure 16 shows the spice-level
simulation of the DVFS for runtime inference. There are two
possible reasons 1) As shown in Equation 1, CLONE jointly
considers the latency and energy budgets as metrics to gen-
erate optimal pruning configuration. 2) CLONE decouples
prefill and decoding phases, applying request-level DVFS
to boost effectiveness. In contrast, FlexGen trades high la-
tency and energy for full-parameter LLMs, while methods
like LLMPruner and ShortGPT focus on static, one-off com-
pression without considering system-level optimization.

Table 3: System efficiency (latency and energy) comparison
of various schemes to inference WikiText2 dataset.

Energy (Wh) Latency (s)Method Jetson NX Jetson Nano Jetson NX Jetson Nano
Random 7.27 8.26 842.40 1145.07

SliceGPT 5.47 7.54 661.65 929.39
OpenLLaMA 5.67 7.70 506.73 662.73
LLMPruner 6.01 6.91 622.92 1023.51
ShortGPT 5.67 8.56 555.14 698.02
FlexGen 21.12 26.04 3166.27 4674.42

CLONE−HW 4.81 5.56 462.72 552.18
CLONE 3.46 3.54 322.76 392.15

Study of the Generative Pruning Configuration. To ex-
amine how CLONE adaptively generates the optimal model
pruning configuration, we compare the generative pruning
approach to the layer-wise method used by ShortGPT and
the uniform direct average method employed by LLMPruner
on Llama-7B to illustrate the strategic disparities in their
decision-making processes. As presented in Figure 17, LLM-
Pruner remains static from the 5th to 30th layer. In contrast,
ShortGPT uses only binary values of 0 or 1. We note that
the layer-level pruning configuration determined by CLONE
dynamically varies across layers. This adaptability reflects
a more nuanced decision-making process, where the contri-
butions of individual layers are recognized as heterogeneous,
as discussed in Motivation 1. This indicates that CLONE’s
generative decision-making is more adaptive and tailored to
the specific contributions of each layer.
Effectiveness of the Hardware Accelerator. The accelerator
boosts efficiency by exploiting dedicated hardware resources;
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Figure 18: MMLU performance and parameter size across
LoRA ranks.

it does not itself alter generation quality or task-specific accu-
racy. Disabling it forces the workload onto general-purpose
compute units, eliminating these hardware-level gains. As
Table 3 shows, energy rises from 3.46Wh to 4.81Wh and
end-to-end latency from 322.76s to 462.72s without the
accelerator CLONE−HW . Even in this regime, our offline,
metric-guided generative pruning (Eq. 1) still surpasses all
baselines, underscoring its robustness.
Effectiveness of Request-wise MoE Router. Figure 19 illus-
trates the performance of different LoRA adapter fusion meth-
ods during runtime inference for dynamic end-user requests.
w/o MoE indicates direct averaging of all LoRA modules
for all requests, which typically results in suboptimal perfor-
mance due to the fact that not all stochastic multi-tasks benefit
each other. MoE (Top-1) means based on the request to select
the most similar LoRA for LLM inference. However, from
Figure 19, we can see that w/o MoE Simply combining Lo-
RAs results in worse performance because not all stochastic
multi-tasks are beneficial to the others. Though MoE (Top-1)
signifies that the most similar LoRA is selected based on the
request for LLM inference. Although this approach enhances
overall performance, it can still be sub-optimal in practice, as
even a single request may involve multiple tasks, and merely
considering task differences is insufficient. This observation
highlights the critical importance of both the request-wise
MoE router in maintaining CLONE performance within di-
verse data and task demands.
Impact of the Rank of LoRA Adapters. The rank r controls
the number of trainable parameters, where larger values of r
provide greater adapter capacity at the expense of increased
training overhead. As illustrated in Figure 18, performance
initially improves with higher ranks but eventually saturates,
offering diminishing returns despite the rapidly growing pa-
rameter size.
Overhead Analysis. Offline tailoring utilizes a single-layer
LSTM encoder-decoder and a dual-layer feed-forward net-
work, adding minimal overhead and enhancing accuracy with-
out affecting online inference. During online inference, the
soft MoE router introduces no additional trainable parame-
ters and performs a single probabilistic routing computation.
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Figure 19: Performance magnitudes of w/o MoE, MoE (Top-
1) and CLONE. a-j represent different downstream tasks.

Implemented as a two-layer MLP with under 1K parameters,
the DVFS controller imposes negligible overhead relative to
billion-parameter LLMs. Both modules first execute concur-
rently (< 10ms) with the prefill stage (> 100 ms; see Figure 2),
then the DVFS decision for token t + 1 is generated while
token t is being decoded, keeping the controller off the critical
path. Meanwhile, the incremental energy cost of CLONE is
on the milliwatt-hour scale, rendering it negligible compared
with the watt-hour-level consumption of full-model inference.

6 Related Work

LLMs are highly memory-, compute-, and energy-intensive [5,
19, 96, 109, 132, 133], driving most "billion-parameter" infer-
ence to the cloud [6, 34, 81, 122, 124, 145, 149]. However,
as edge devices become more powerful, there is increas-
ing interest in executing LLM inference on the edge [4, 6,
34, 57, 74, 81, 107, 111, 122, 145, 149], which enhances data
privacy and enables real-time service delivery. To address
edge resource constraints, techniques such as model archi-
tecture search [54, 60, 88], quantization [26, 55, 57, 91, 143],
pruning [27, 32, 91, 103], and knowledge distillation [41, 71]
have been proposed. However, most approaches focus solely
on model-level optimization, neglecting system-level trade-
offs like storage and weight efficiency. Advances in LLM
compilers and software stacks [56, 99, 113, 128] have en-
abled integration with co-processors and near-sensor pro-
cessing [4, 43, 57, 74, 107, 111, 118, 122, 148, 155–158], but
these often add computational and communication overhead,
reducing edge device longevity and hindering concurrent
application execution. Existing model customization meth-
ods [82, 126, 127, 153, 154] cannot directly address task-
agnostic LLMs, where generalization is crucial. The unique
characteristics of LLM decoder layers and stochastic outputs
present untapped opportunities for hardware optimization. For
system-level optimization, DVFS [10,47,48,65,112] has been
widely used to dynamically adjust processor voltage and fre-
quency. However, most DVFS strategies are designed for dis-
criminative models like CNNs and RNNs, treating networks
as black boxes. Generative LLMs, with their auto-regressive

inference and stochastic prompt variability, remain underex-
plored in this context.

Edge–cloud collaboration offers a pragmatic middle ground
between fully local and fully cloud-based inference. In prac-
tice, the edge should remain the first line of execution for
latency-critical or privacy-sensitive workloads, running com-
pact SLMs that fit the device’s power and memory envelope.
When a request exceeds local capacity—e.g., requires deeper
reasoning, broader context, or larger knowledge—CLONE
can transparently escalate the call to a cloud-resident LLM.
This selective offloading preserves real-time responsiveness,
keeps private data on-device whenever possible, and amor-
tizes bandwidth and compute costs by invoking the cloud only
for the fraction of tasks that truly need it.

7 Conclusion

CLONE integrates offline generative pruning and online
latency-aware optimization to enhance edge deployment
of LLMs. Offline, it dynamically generates device-specific
pruning configurations via a generative framework. Online,
CLONE employs a layer-wise DVFS strategy to optimize
energy efficiency within latency constraints, using an MoE
router with multiple LoRA adapters to support diverse tasks.
Supported by a dedicated 28nm hardware accelerator, includ-
ing specialized units for rapid LoRA adapter switching and
fine-grained DVFS control, benchmarks confirm that CLONE
significantly improves inference speed and energy efficiency
while maintaining robust task performance, ideal for latency-
sensitive, energy-constrained edge scenarios.
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