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Abstract
Text-to-image (T2I) generation using diffusion models has

become a blockbuster service in today’s AI cloud. A produc-
tion T2I service typically involves a serving workflow where a
base diffusion model is augmented with many ControlNet and
LoRA adapters to control the details of output images, such
as shapes, outlines, poses, and styles. In this paper, we present
KATZ, a system that efficiently serves a T2I workflow with
many adapters. KATZ differentiates compute-heavy Control-
Nets from compute-light LoRAs, where the former introduces
significant computational overheads while the latter is bottle-
necked by loading. KATZ proposes to take ControlNet off the
critical path with a ControlNet-as-a-Service design, in which
ControlNets are decoupled from the base model and deployed
as a separate, independently scalable service on dedicated
GPUs, thus enabling ControlNet caching, parallelization, and
sharing. To hide the high LoRA loading overhead, KATZ
employs bounded asynchronous loading that overlaps LoRA
loading with initial base model execution by a maximum of
K steps, while maintaining the same image quality. KATZ fur-
ther accelerates base model execution across multiple GPUs
with latent parallelism. Collectively, these designs enable
KATZ to outperform the state-of-the-art T2I serving systems,
achieving up to 7.8× latency reduction and 1.7× through-
put improvement in serving SDXL models on H800 GPUs,
without compromising image quality.

1 Introduction

Text-to-image (T2I) generation using diffusion models is a
transformative AI technology that enables the creation of
high-quality, contextually accurate images from textual de-
scriptions. This technology has gained immense popularity,
with a plethora of commercial T2I services available in the
cloud, such as DALL·E [9], Midjourney [5], and Firefly [11].

A production T2I service is typically deployed as a work-
flow consisting of multiple components. At its core is a base
stable diffusion model [19, 32, 39]. This model is trained to
produce a coherent image through a reverse diffusion pro-
cess [40]: it starts with an image composed of random noises

∗Equal contributions.
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Figure 1: Effects of ControlNet and LoRA in image gener-
ation with SDXL under the same prompt: racing game car,
yellow Ferrari. Left: without ControlNet, the generated im-
ages can have different compositions. Center: ControlNet
uses a reference image to control the composition. Right:
using LoRA to generate image in a papercut style.
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Figure 2: ControlNets and LoRAs introduce additional la-
tency overhead. In each workflow, a base SDXL [39] model is
augmented with m ControlNets and n LoRAs (mC/nL), served
by DIFFUSERS [50] and KATZ on H800 GPUs.

and progressively denoises this random input in iterations,
until the output image aligns with the provided text descrip-
tion. A base diffusion model is often augmented with various
adapters to better control the details of the output images,
such as shapes, outlines, poses, and styles. Fig. 1 illustrates
the effects of using ControlNet [69] and LoRA (Low-Rank
Adaptation [28]), the two most popular adapters used in pro-
duction. ControlNet allows users to input a reference image to
guide the spatial composition of the generated image; LoRA
produces an image with customized stylistic effects. In our
production platform, over 98% of requests demand at least
one ControlNet, and over 95% utilize at least one LoRA (§3).

However, the use of adapters poses new performance chal-
lenges. To illustrate this problem, we configure a T2I work-
flow where a base SDXL model [39] is augmented with a
varying number of ControlNets and LoRAs. We depict in
Fig. 2 the serving latency of these workflows (blue bar). Com-
pared with serving the base model alone (zero ControlNet and
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LoRA, or 0C/0L), serving it together with many adapters re-
sults in significant delay, which is increasing as more adapters
are in use. This delay comes from two sources. First, as the
desired ControlNets and LoRAs vary across requests, they
must be fetched from storage and loaded into GPU memory,
introducing non-trivial loading overhead. In our platform,
on average each request undergoes loading one ControlNet
and one LoRA, which accounts for 37% of the end-to-end
serving latency (§3). Given the large population and sizes of
these adapters, pre-caching all of them in GPU memory is
infeasible: our production trace reports nearly 150 distinct
ControlNets (∼3 GiB each) and 14,500 LoRAs (hundreds of
MiB each) requested by users for the SDXL model [39]. Sec-
ond, ControlNet serving is compute-intensive: on an H800
GPU, adding one ControlNet to the serving workflow extends
the generation latency by 1.6 seconds, which is 1.6× longer
than serving the base SDXL model alone (Fig. 2). As more
ControlNets are utilized, their computational overhead accu-
mulates, leading to a significant latency increase (Fig. 2).

Despite these challenges, efficiently serving a T2I work-
flow with many adapters has been largely unexplored; prior
works [12, 30, 50, 56] primarily focus on improving the serv-
ing latency and image quality of a single diffusion model. In
this paper, we propose KATZ1, a system that efficiently serves
a T2I workflow where a base diffusion model is augmented
with many ControlNets and LoRAs, a typical setting in pro-
duction deployment. Driven by a characterization study in a
production platform (§3), KATZ employs three key designs
to optimize the per-request serving latency [9, 12].

ControlNet-as-a-Service. Efficient ControlNet serving re-
quires addressing the GPU loading and computational over-
head. Our characterization study reveals that ControlNets
exhibit the skewed popularity; that is, a small number of Con-
trolNets (9–11%) are invoked frequently by a large number
of user requests (95–98%). Caching these popular Control-
Nets in GPU memory largely eliminates the loading overhead,
with only modest memory footprint. To accelerate computa-
tion, KATZ concurrently executes ControlNet(s) with the base
model on multiple GPUs, achieving close-to-ideal speedup
compared to the current sequential execution scheme [50].

KATZ proposes ControlNet-as-a-Service to enable Con-
trolNet caching and parallelization. It decouples ControlNets
from the base model and deploys them as a separate, inde-
pendently scalable service on dedicated GPUs. It only caches
a small number of top popular ControlNets in GPU memory,
eliminating the loading overhead by a large degree. To request
certain ControlNets, users simply invoke this service, which
executes the requested ControlNets in parallel with the base
model. This design additionally enables ControlNet sharing,
where a single ControlNet can be multiplexed by multiple
base models.

1Our system is named after Morris Katz, the world’s fastest painter ac-
cording to the Guinness World Record.

Bounded asynchronous LoRA loading. Unlike Control-
Net, LoRA is compute-light and LoRA loading is the main
performance bottleneck. Given their large populations, LoRA
adapters are usually maintained in storage (local disk or re-
mote memory) and must be brought into GPU memory on-
demand. Caching top popular LoRAs offers limited benefits as
LoRA popularity exhibits a heavy-tailed distribution (§3.2).

To address this challenge, we analyze the T2I generation
process and find that LoRA computations take effect largely
in the later stages of the denoising process (§6). Based on this
observation, we propose to hide the LoRA loading overhead
through bounded asynchronous loading (BAL). That is, while
the requested LoRAs are being loaded into GPUs, KATZ
simultaneously executes the base model to early start the
image generation process by up to K steps, after which the
LoRA adapters must be patched to the base model to continue
the remaining generation steps. By tuning the asynchronous
bound K, KATZ effectively overlaps LoRA loading with base
model execution, while achieving the same image quality as
synchronous loading (§9.2).

Latent parallelism for CFG computation. KATZ also ex-
ploits parallelization opportunities to accelerate base model
execution. As mentioned earlier, T2I generation is essentially
a denoising process, where the diffusion model progressively
refines a latent tensor through multiple steps [19, 32, 39].
Each step performs classifier-free guidance (CFG) [27], where
the input latent tensor is duplicated and the two replicas are
respectively denoised, one guided by the text prompt (con-
ditioned denoising) and the other unguided (unconditioned
denoising); the two denoised latent tensors are then aggre-
gated by computing a weighted sum. As conditioned and
unconditioned denoising have no dependency, KATZ paral-
lelizes them on two GPUs. This technique, which we call
latent parallelism, is also applied to accelerate CFG computa-
tion in ControlNet serving. Latent parallelism, together with
kernel-level optimizations, collectively accelerate base model
execution by 1.8× (§9.5).

We have implemented KATZ on top of HuggingFace
Diffusers [50] and evaluated its performance using text
prompts from PartiPrompts [64]. Our evaluation encompasses
SDXL [39], a popular UNet-based diffusion model [42] in
production [12,46], and two diffusion transformer (DiT) mod-
els [19, 32, 38]. Evaluation results demonstrate that KATZ
outperforms the state-of-the-art T2I serving systems, includ-
ing Diffusers, Nirvana [12], and DistriFusion [30], reducing
the average serving latency by up to 7.8× and improving
the throughput by up to 1.7× (§9.2). To comprehensively
assess the quality of the generated images, we engaged 75
human users and confirmed that KATZ produces images of
the same quality as Diffusers [50], a lossless baseline. Our
contributions are summarized as follows:
• We present the first characterization study in a production

T2I platform and identify new challenges of serving base
diffusion models with ControlNet and LoRA adapters.
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Figure 4: Serving a diffusion model with ControlNet (Left)
and LoRA (Right).

• We propose a holistic approach with three key designs to
systematically optimize the T2I serving workflow, includ-
ing ControlNet-as-a-Service, bounded asynchronous LoRA
loading, and latent parallelism for CFG computation.

• We develop KATZ, an optimized serving system for T2I
applications that achieves significant speedup without com-
promising image quality (Fig. 15).

KATZ and the production trace have been open-sourced at
https://github.com/modelscope/Katz.

2 Background

In this section, we give a primer to diffusion-based T2I gen-
eration and the use of two popular adapters, ControlNet and
LoRA, for enhanced generation control.

Diffusion model. A typical stable diffusion model [15, 39,
41] consists of three main components: a text encoder [40],
a convolutional UNet model [42], and a decoder-only vari-
ational autoencoder (VAE). The model generates images
through an iterative denoising process illustrated in Fig. 3.
Given a text prompt, the text encoder encodes the prompt
into token embeddings. The image generation process then
begins by initializing a latent tensor filled with random noise
( 1 ), which is progressively refined by the UNet over multiple
denoising steps guided by the token embeddings. To steer
the image generation towards the desired outcome, the UNet
employs classifier-free guidance [27] (CFG). Specifically, at
each denoising step, the UNet duplicates the latent tensor
into two replicas ( 2 ); one replica is denoised conditionally,
taking into account the token embeddings, whilst the other
is denoised unconditionally. Intuitively, the unconditioned
latent representation captures the general image distribution,
whereas the conditioned representation incorporates specific
context given by the text prompt ( 3 ). The two latent tensors
are then combined by computing a weighted sum, yielding an

interpolated latent representation for further refinement in the
next step ( 4 ). Upon completion of the denoising process, the
final interpolated latent tensor is sent to the VAE decoder to
render the output image ( 5 ).

ControlNet. Users often find it challenging to control the
details of output images because text prompts alone are in-
sufficient to precisely specify complex layouts, compositions,
and shapes. ControlNet addresses this issue by augmenting a
base diffusion model with additional input conditions, such
as edge maps and depth maps, which specify the desired spa-
tial composition of the generated images. As illustrated in
Fig. 1-Center, ControlNet enables users to provide a reference
edge map, allowing the base model to generate a Ferrari that
adheres to the specified spatial composition.

Fig. 4-Left illustrates a simplified workflow of applying a
ControlNet in the image generation process. ControlNet has
a similar architecture to the UNet encoder blocks and middle
block, with additional zero convolution operators [69]. It is
applied to each encoder level of the UNet backbone. In each
denoising step (Fig. 3), ControlNet takes as input the text
prompt, the encoded reference image, and the latent tensor.
The outputs, which contain the processed features of the ref-
erence image, are then incorporated into the skip-connections
and middle block of the UNet backbone, guiding the image
generation process to conform to the reference image. In prac-
tice, users can apply multiple ControlNets to a single base
model, in which the outputs of these ControlNets are simply
summed up and applied to the corresponding backbone UNet
blocks [69].

Low-Rank Adaptation (LoRA) is another popular adapter
that allows for generating images in a customized style (Fig. 1-
Right). LoRA is a parameter-efficient approach to adapting
the base model for domain-specific tasks [28]. Specifically,
given a pre-trained base model with weight matrix W ∈
RH1×H2 , LoRA introduces two low-rank matrices A ∈ RH1×r

and B ∈ Rr×H2 , where r ≪ min{H1,H2} is the LoRA rank.
One can simply patch the LoRA weights to the base matrix,
i.e., W′ =W+AB, and use the adapted diffusion model W′ to
generate stylized output with the desired visual characteristics,
as illustrated in Fig. 4-Right.

Other adapters. Our work primarily focuses on Control-
Net [69] and LoRA [28], the two most popular adapters in pro-
duction environments (§3). Meanwhile, there are many emerg-
ing adapters [29, 52, 62, 68, 70] introduced by the research
community to enhance image generation. These adapters
can be broadly categorized into two classes. The first com-
prises adapters that operate in tandem with the base model
during inference, akin to ControlNet. Examples include IP-
Adapter [62] and BrushNet [29]. The second class consists
of adapters that augment the base model by incorporating
parameter-efficient patches, similar to LoRA [28], including
Fooocus Inpaint [68] and IC-Light [70]. Because of the simi-
larity, the techniques developed for expedited ControlNet and
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Adapters Number Service A Service B

ControlNet

0 0 1.9%
1 30.5% 25.1%
2 69.5% 69.9%
3 0 3.1%

LoRA
0 0.2% 7.2%
1 8.8% 73.6%
2 91% 19.2%

Table 1: The distribution of the number of ControlNets and
LoRAs used by each request in two production services.

LoRA serving can be easily extended to the two classes of
emerging adapters, which we discuss in §10.

Limitations of current T2I serving systems. Diffusion-
based T2I workflow serving should provide low latency to
allow real-time user interaction to better support multi-round
prompt editing and image fine-tuning [9, 12]. DIFFUSERS is
the state-of-the-art system that supports T2I serving workflow
with ControlNets and LoRAs [50]. It generates images of
original quality but incurs significant latency overhead, es-
pecially as more adapters are being used (Fig. 2). Recently
proposed T2I serving systems, such as NIRVANA [12] and
DISTRIFUSION [30], focus solely on optimizing base diffu-
sion model inference. NIRVANA [12] proposes to skip the
first κ denoising steps by using a pre-cached image gener-
ated from a similar prompt to replace the randomly initialized
noise latent (Fig. 3). DISTRIFUSION [30] uses multiple GPUs
to a diffusion model to accelerate image generation. It splits
the latent ( 2 in Fig. 3) into small patches and parallelizes the
computation on multiple GPUs, outperforming tensor paral-
lelism [44] with improved communication efficiency [30]. We
will show in §9 that these systems, though efficient in base
model inference, fall short in workflow serving with many
adapters, resulting in extended latency and quality loss.

3 Characterization Study

In this section, we present a characterization study on a 20-day
workload trace collected in May and June 2024 on a produc-
tion platform2. The trace contains more than 500k inference
requests to two core T2I services for online retailing applica-
tions. Our characterization not only reflects the deployment
scenarios of diffusion models in production, but also reveals
the inefficiency of current T2I serving systems.

3.1 ControlNet Characterization
Prevalence. Table 1 shows the distribution of the number
of ControlNets utilized by each request in two services. Con-
trolNet is used by almost all requests for image generation
control; approximately 70% of these requests utilize two or
more ControlNets simultaneously.

2https://modelscope.cn/datasets/mental2008/T2I-Model-Serving-Request-Trace
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Figure 5: Left: ControlNet has a small population and exhibits
a skewed popularity; the long tail of the graph is truncated for
a better presentation. Right: LoRA has a large quantity and
exhibits a long-tailed distribution in popularity.
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Figure 6: Configuring a larger LRU cache effectively elimi-
nates the adapter loading overhead for ControlNets, but not
for LoRAs. Left: Service A; Right: Service B.

Skewed popularity. Compared to a large quantity of re-
quests, only 141 ControlNets are used in two services, where
Service A offers 47 distinct ControlNets and Service B pro-
vides 94. These ControlNets exhibit a severe skewness in
access frequency. As shown in Fig. 5-Left, the top-5 most
popular ControlNets (11% in population) account for 98%
of total invocations in Service A. When it comes to Service
B, the top-8 most popular ControlNets (9% in population)
contribute to 95% of total invocations.

The need for ControlNet caching. ControlNets are large in
size (3 GiB each) and usually maintained in remote storage,
introducing significant loading overhead. Given that Control-
Nets have a limited quantity and skewed popularity, caching
a small number of top popular ControlNets in GPU memory
effectively eliminates the loading overhead for most requests.
To illustrate this, we configure an LRU cache of varying size
for ControlNet caching. We replay the trace and measure
the average number of times that the desired ControlNets
are not resident on GPU and must be fetched from storage
(i.e., cache miss) when serving two consecutive requests that
desire different ControlNets. As illustrated in Fig. 6 (blue
curves), caching only a handful of top popular ControlNets
is sufficient to eliminate the loading overhead for both ser-
vices (top-5 for Service A and top-8 for Service B). Similar
results are observed if we replace the LRU cached with an
LFU (Least Frequently Used) cache.

Computational overhead. ControlNet is compute-heavy as
it shares a similar architecture to the UNet encoder and middle
block (§2). As illustrated in Fig. 2 (blue bars), augmenting the
base diffusion model with one ControlNet increases the serv-
ing latency by 1.6× (up from 2.9 seconds to 4.5 seconds). As
more ControlNets are utilized, their computational overhead
accumulates because current T2I serving systems [50] se-

1040    2025 USENIX Annual Technical Conference USENIX Association

https://modelscope.cn/datasets/mental2008/T2I-Model-Serving-Request-Trace


quentially compute the outputs of the requested ControlNets
before executing the base model at each denoising step.

3.2 LoRA Characterization

Prevalence. Similar to ControlNet, the majority of T2I re-
quests utilize one or two LoRAs to stylize the generated
image, as summarized in Table 1. Specifically, over 90% of
requests in Service A desire two LoRAs, while nearly 93%
of requests in Service B demand at least one LoRA.

Long-tailed popularity distribution. Compared to Control-
Nets, LoRAs have a significantly larger population but smaller
sizes. Our trace reports 6,980 distinct LoRAs for Service A
and 7,463 LoRAs for Service B. Each LoRA is a few hun-
dreds of MiB. Unlike ControlNets, the popularity of LoRAs
follows a long-tailed distribution; that is, a significant portion
of LoRA invocations are contributed by a large number of
less popular adapters, as illustrated in Fig. 5-Right. In Service
A, 6,968 LoRAs (99.8% of the total 6,980) each account for
less than 1% of invocations. Similarly, in Service B, 7,449
LoRAs (99.8% of the total 7,463) each contribute to less than
1% of invocations.

Ineffective LoRA caching. Given the long-tailed popularity
distribution of LoRAs, caching the top popular LoRA adapters
offers limited benefits. To demonstrate this, we configure an
LRU cache of varying sizes for LoRA caching. We replay
the trace and measure the average number of times that the
desired LoRAs are not available on GPU and must be brought
from storage (i.e., cache miss) when serving two consecutive
requests that demand different LoRAs. As illustrated in Fig. 6
(orange curves), configuring a larger LRU cache only slightly
reduces the loading overhead caused by cache misses. We
also measure the cache misses with an LFU cache and observe
similar results. For Service B with a cache size of 10, LRU
and LFU achieve comparable average loading times due to
cache misses, at 0.54 and 0.57, respectively. Intuitively, LFU
favors LoRAs with high long-term popularity and LRU prior-
itizes LoRAs with high short-term popularity. However, due
to the dynamic nature of LoRA invocation patterns and their
long-tailed distribution, predicting invocation traffic remain
challenging, making approaches fall short.

As another evidence, Fig. 7 depicts a scatter plot illustrating
the number of requests served on each node in the trace and
the number of unique LoRAs utilized by those requests on
that node. We observe the linear correlation between the two
numbers, invalidating the benefits of LoRA caching. Our
production system hence chooses not to cache LoRAs but
loads them from storage in an on-demand fashion.

LoRA loading and patching overhead. Compared to Con-
trolNets, LoRAs are compute-light and LoRA serving is bot-
tlenecked by the loading and patching overhead (Fig. 4-Right).
Our measurements show that fetching two LoRAs (total size
of approximately 800 MiB) from a remote distributed cache
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Figure 7: Scatter plots illustrating the number of requests
received on each worker node (X-axis) against the number
of unique LoRAs required by those requests (Y-axis). Left:
Service A; Right: Service B.
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3C/2L request, using Diffusers [50] and KATZ on H800.

takes more than one second, delaying the base model serving
by 34% (up from 2.9 seconds to 3.9 seconds). In addition,
simply patching LoRA weights to the base model, as imple-
mented in existing systems [37, 50], incurs high overhead,
which we elaborate in §6.

3.3 Characterizing Base Model Serving
Currently, UNet-based diffusion models, such as SDXL [39],
are predominately deployed to handle the majority of requests
in production platforms. These models are supported by a
plethora of well-trained ControlNets [69] and LoRAs [28].
In the meantime, there is an emerging trend of deploying
transformer-based diffusion models (DiT) [19,32], but the de-
velopment of corresponding adapters remains lagging behind
at the moment. In this paper, we primarily focus on UNet-
based models; our observations and optimization designs also
apply to the transformer backbone.

Ineffectiveness of batching. Diffusion model serving is
computationally intensive, as evidenced by our experiments
with varying batch sizes for a standard SDXL model [39] on
NVIDIA A10, A100, and H800 GPUs (Fig. 8-Left). Across
all three GPUs, doubling the batch size results in an approx-
imately 2× in serving latency, indicating minimal benefits
from batching. In fact, generating a single image already
saturates the computational resources of a high-end GPU.
According to [30], the computational cost of generating a
1024×1024 image with SDXL requires 676T FLOPS, where
the token length involved in SDXL’s transformer computa-
tions can reach up to 4096, resulting in a high computational
load. Consequently, production T2I services typically con-
figure a constant batch size of 1 to minimize serving latency.
That being said, we expect more performance gains from
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Notation Description
S Number of denoising steps
M Number of ControlNets used
N Number of LoRAs used

T Load
Ci

, T Comp
Ci

Time to load and compute ControlNet Ci

T Load
L j

, T Patch
L j

Time to load and patch LoRA L j

T Comp
Enc Time to compute the text encoder inference

T Comp
VAE Time to compute the VAE decoder inference

T Comp
B Time to compute the base model inference

T Comp
B∗ Optimized base model inference time

Table 2: Notations used to model T2I inference latency.

batching when using more powerful GPUs.

Dominated CFG computation. To understand the computa-
tion of the base diffusion model, we break down its execution
and find that over 90% of the inference time is spent on CFG
computation (§2). Current CFG implementation employs la-
tent batching. That is, at each denoising step, the latent tensor
is duplicated and the two replicas are fed into the base model
to perform conditional and unconditional denoising in one
batch on a GPU. However, as the two denoising operations
are compute-heavy, batch-executing them yields minimal ben-
efits. In fact, latent batching results in up to 1.7× slowdown in
base model serving compared to our optimized design (§9.5).

3.4 Latency Overhead of Current Systems

To sum up, current T2I systems serve the base model and the
associated adapters in a sequential execution pipeline. Specif-
ically, assume a request utilizing m ControlNets and n LoRAs.
Upon request arrival, the system loads all the desired Control-
Nets and LoRAs into GPU memory, followed by patching the
n LoRAs to the base model. The system then encodes the text
prompt and proceeds to the denoising process in S steps. At
each step, it sequentially executes the m ControlNets and the
LoRA-patched base model to generate a latent representation.
The final latent representation is then sent to the VAE de-
coder to generate the output image. The end-to-end workflow
serving latency is given by Eq. (1), where the notations are
defined in Table 2:

T =
M

∑
i=1

T Load
Ci

+
N

∑
j=1

(T Load
L j

+T Patch
L j

)︸ ︷︷ ︸
time to load and patch adapters

+T Comp
Enc +(

M

∑
i=1

T Comp
Ci

+T Comp
B )×S+T Comp

VAE .︸ ︷︷ ︸
computation time for multi-step image generation

(1)

Our characterization identifies efficiency issues concern-
ing ControlNet loading (∑M

i=1 T Load
Ci

), sequential ControlNet
execution (∑M

i=1 T Comp
Ci

), slow LoRA loading (∑N
j=1 T Load

L j
) and

patching (∑N
j=1 T Patch

L j
), and inefficient latent batching in base

model execution (T Comp
B ), collectively accounting for up to

99% of end-to-end serving latency (Fig. 8-Right).
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Figure 9: KATZ utilizes 4 GPUs to serve a base model with
1C/1L, two for the base and two for the ControlNet (C.N.).

4 Design Overview

To address the efficiency issues identified in §3, we propose
KATZ, a system that efficiently serves a T2I workflow with
many adapters. KATZ employs three key designs. First, to
reduce the overhead of ControlNet loading and computa-
tion, KATZ introduces ControlNet-as-a-Service, enabling Con-
trolNet caching and parallelization in a unified design (§5).
Second, to mitigate LoRA loading and patching overheads,
KATZ overlaps LoRA fetching with base model execution for
a bounded steps (bounded asynchronous LoRA loading or
BAL), and uses an efficient method to quickly patch LoRA
adapters (§6). Third, KATZ accelerates CFG computation by
concurrently executing conditional and unconditional denois-
ing operations on two GPUs, a technique called latent paral-
lelism, together with kernel-level optimizations (§7). Fig. 9
illustrates an example of serving a base diffusion model with
one ControlNet and one LoRA (1C/1L). Latent parallelism is
applied to accelerate both the base model and the ControlNet,
each using two GPUs; LoRA is asynchronously loaded, in
parallel with initial base model execution for up to K steps
before patching to hide the loading overhead.

In practice, the loading and computational overhead asso-
ciated with ControlNets and LoRAs are virtually eliminated
in KATZ (Fig. 8-Right), reducing the end-to-end workflow
serving latency from Eq. (1) to

T = T Comp
Enc +T Comp

B∗ ×S+T Comp
VAE . (2)

Collectively, our designs achieve up to 7.8× reduction in
latency (Fig. 8-Right) and 1.7× throughput improvement,
without compromising image quality (more in §9.2).

While we present KATZ primarily based on diffusion mod-
els with the UNet backbone, our designs also apply to the
recently proposed diffusion transformers (DiTs) [19, 32, 38].

5 ControlNet-as-a-Service

For ControlNet serving, the main overhead comes from
adapter loading and computation, which is tightly coupled
with base model execution: as more ControlNets are utilized,
their overheads accumulate (§3.1). We address this problem
with a principled ControlNet-as-a-Service approach.
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ControlNet-as-a-Service. Unlike existing systems, KATZ
decouples ControlNet execution from the base diffusion
model and deploys ControlNets as a separate, independently
scaled service on dedicated GPUs. This design provides three
benefits. First, by deploying ControlNets as an independent
service, multiple ControlNets can execute in parallel with the
base model on multiple GPUs and synchronize only at the end
of each denoising step (details to come), effectively hiding
their computational overhead. Second, the service can easily
track the popularity of each ControlNet and cache a small
number of top popular ones in GPU memory, which is suf-
ficient to eliminate the loading overhead given their skewed
popularity as identified in §3.1. Third, the separated Con-
trolNet service can be shared among many T2I workflows
in a multi-tenant system, enabling a single ControlNet to be
multiplexed by many base models and scaled out according
to the request load.

ControlNet parallelization. Without changing the data flow
between ControlNets and the base model, KATZ partitions the
entire compute graph of image generation into a serial part
and a parallel part. For the UNet-based SDXL model [39],
the serial part consists of the one-time computation of the
text encoder, one-time computation of the VAE decoder, and
UNet decoder computations of denoising steps (§2). The par-
allel part consists of the computations of UNet’s encoder and
ControlNet(s) at each denoising step (Fig. 4-Left). KATZ dis-
tributes the computation of the parallel part across multiple
GPUs. As illustrated in Fig. 9, it deploys the base UNet model
on one set of GPUs and each ControlNet on a different set, op-
erated as a separate service. At each denoising step, the UNet
encoder and ControlNet(s) initiate computation concurrently.
Upon completion of the UNet middle block inference, the
UNet decoder synchronously awaits the outputs from Control-
Net(s) before its computation, thereby preserving the original
data dependencies (Fig. 4-Left). The ControlNet(s) then be-
comes idle for next invocation.

Performance analysis and optimization. To achieve max-
imum speedup for parallel computing, it is important to (1)
balance the load of concurrent computing tasks and (2) min-
imize their communications to reduce the synchronization
overhead. The first requirement is naturally met in ControlNet
parallelization: given that ControlNet shares the same model
architecture as the UNet’s encoder block and middle block,
with the only difference being the additional zero convolu-
tion operators [69], their computation load is well balanced,
leading to almost the same execution time when running on
homogeneous GPUs. Regarding the second requirement, we
measure a medium to low data transfer between the base
model and the associated ControlNet, e.g., only 108 MiB for
SDXL. With high-speed interconnect, such as NVLink [7]
and InfiniBand [6], the communication overhead is negligi-
ble (e.g., less than 1 ms for SDXL over NVLink). In this
scenario, ControlNet parallelization achieves 1.42× speedup
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Figure 10: Left: Image generation latency using various Con-
trolNet execution schemes on AWS g5.2xlarge instances
with 10 Gbps network bandwidth (Serial: no paralleliza-
tion; Sync: synchronous ControlNet parallelization; Pipeline:
pipelined asynchronous parallelization). Right: Average co-
sine similarities of ControlNet outputs between two adjacent
steps, which are calculated across the channel dimension.
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Figure 11: An illustration of ControlNet parallelization (Left)
and its asynchronous pipeline implementation over slow links
(Right). The middle blocks are omitted for simplicity.

over NVLink and 1.34× speedup over InfiniBand 400 Gbps
link, either on A100 or H800 GPUs, closely matching the
ideal speedup of 1.45× given by Gustafson’s law [24].

However, when high-speed GPU interconnections are un-
available, communication may become a bottleneck (Fig. 10-
Left). In this scenario, we propose pipelined asynchronous
parallelization to hide the communication overhead. Our key
observation is that the output tensor generated by a Control-
Net in two adjacent denoising steps are nearly identical, with
cosine similarity over 0.99 almost all the time, as illustrated
in Fig. 10-Right. Based on this observation, we can relax
the synchronization requirement between the base model and
ControlNets to establish an asynchronous pipeline, while still
achieving the same image quality. That is, at each denoising
step t, the base model performs computation based on the stale
ControlNet output generated at step t −1, which have already
been transferred to the base model’s GPU during the previ-
ous step. Fig. 11 illustrates ControlNet parallelization and its
asynchronous pipeline implementation over slow links, where
the latter achieves close-to-ideal speedup in our experiments
(Fig. 10-Left). We will show in §9.3 that slightly relaxing the
synchronization requirement for ControlNet parallelization
leads to no quality loss.

Applicability to DiT. ControlNet parallelization is a generic
technique that also applies to the emerging DiT-based models,
such as SD3 [19] and Hunyuan-DiT [32]. This is because
ControlNets for the DiT backbone share the same model
architecture as the base model and their data dependencies
are analogous to that of their UNet counterparts. One can
hence expect the same efficacy for DiT-based models (§9.7).
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Figure 12: Left: Cosine similarities between the latents gen-
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step. Right: Bounded asynchronous LoRA loading.
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Figure 13: Images generated every 10 steps from the first
step using a papercut LoRA [48]. Prompt: an owl standing
on a wire. Top: Inference w/o LoRA. Middle: Inference
w/ LoRA. Bottom: Inference w/o LoRA during semantics-
planning stage and w/ LoRA during artistic-planning stage.

6 Efficient LoRA Serving

Motivation. As discussed in §3.2, LoRAs are stored in an
external storage (e.g., local disk or remote cache). To apply
a LoRA for stylizing the image generation, the system first
fetches the adapter from storage and loads it into host memory.
After that, it patches the adapter to the base diffusion model
by merging its weights with the parameters of the base model.
Both LoRA loading and patching incur significant overhead,
which accumulates as more LoRAs are utilized (Fig. 2). We
address these two problems in this section.

Bounded asynchronous LoRA loading (BAL). We analyze
image generation with LoRA and observe a general trend: the
effect of LoRA computation is initially imperceptible but, af-
ter certain steps, becomes increasingly significant. We empir-
ically validate this by executing the image generation process
twice, with and without LoRA. We calculate the cosine simi-
larity between the output tensors generated with and without
LoRA at each denoising step and depict the result in Fig. 12-
Left. The cosine similarity consistently exceeds 0.99 in initial
steps, indicating that LoRA exerts minimal effects during this
stage. However, after a certain step (20 steps in this case),
the similarity starts to plunge, a turning point at which LoRA

effects kick in and become increasingly significant moving
forward. Fig. 13 further visualizes the denoising process of im-
age generation with and without LoRA. The initial denoising
steps constitute a semantics-planning stage [12, 34, 45, 72],
wherein the model determines the image composition and
layout, generating visual semantics aligned with the text con-
ditions [12, 72]. LoRA computation is less relevant and can
be safely excluded during this stage (Fig. 13-Bottom). The re-
maining generation steps constitute an artistic-planning stage
with image details gradually emerging, e.g., color, texture,
and artistic style [12, 72]. LoRA plays a crucial role in this
stage and must be included (Fig. 13-Bottom).

Driven by this observation, KATZ proposes overlapping
LoRA loading with base model execution in the initial
semantics-planning stage, as shown in Figures 12-Right and
13-Bottom. When a request arrives, KATZ asynchronously
loads the requested LoRA(s). In the meantime, it early-starts
the base diffusion model inference to perform image genera-
tion without LoRA. To ensure no quality loss, KATZ imposes
an asynchrony bound K for overlapping LoRA loading with
base model inference: in the worst case, if the requested Lo-
RAs have not been loaded at the (K + 1)th denoising step,
the base model waits until the loading completes. The loaded
LoRAs are then patched to the base model to continue the
remaining generation steps.

Determining the asynchrony bound. Ideally, we should
choose a large asynchrony bound K to maximally overlap
LoRA loading with base model inference, subject to no qual-
ity loss. KATZ employs a profiling method to optimally de-
termine the asynchrony bound K. Given a base model and a
LoRA, KATZ offline calculates the cosine similarity between
the latent tensors generated with and without LoRA at each
denoising step, akin to those in Fig. 12-Left. It then sets K to
the step at which the similarity starts to drop below a prede-
fined threshold, e.g., 0.99. In our evaluation, we profile and
set K = 10. Our experiment on A100 and H800 GPUs shows
that LoRA loading completes mostly before the predefined
step K, effectively hiding the adapter loading overhead (c.f.
0C/0L and 0C/1L in Fig. 2).

Efficient LoRA patching. Existing systems [50] use the
PEFT [37] framework to merge LoRA weights with base
model parameters. For a layer in the base stable diffusion
model that will be patched with LoRA, PEFT creates a new
LoRA layer to replace the original layer in the base model.
The newly created LoRA layer augments the corresponding
base model layer by incorporating LoRA weights and config-
urations. However, this create-and-replace operation incurs
high overhead, taking 2 seconds for a LoRA of 341 MiB and
occupying additional GPU memory. Although maintaining a
separate copy of LoRA weights in the new augmented layer fa-
cilitates convenient LoRA training and efficiently patching off
LoRA weights after image generation, we find it unnecessary.
As a serving system, KATZ does not require the capability to
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support LoRA training. Besides, our characterization study re-
veals that the time interval between two consecutive requests
is long enough (over 1 second) to patch off LoRAs. Therefore,
KATZ chooses to merge LoRA weights with base model pa-
rameters in place. This design eliminates the latency overhead
caused by the create-and-replace operation and saves GPU
memory without storing separate LoRA weights.

Applicability to DiT. Our design for efficient LoRA load-
ing and patching is agnostic to the architecture of the base
model, and can hence be applied directly to accelerate image
generation in DiTs [19, 32].

7 Optimized Base Model Execution

With the overhead of adapters effectively addressed in §5
and §6, we now turn to accelerating base model inference,
the last bottleneck in image generation. Given that diffusion
model serving is computationally intensive that saturates a
high-end GPU even with a small batch size of 1 (§3.3), we
explore parallelization opportunities to accelerate CFG com-
putation on multiple GPUs. We also incorporate kernel-level
optimizations tailored for diffusion model computation and
its interaction with adapters to further enhance performance.

Latent parallelism for diffusion model. As explained in
§2, diffusion model uses the CFG technique to better align
image generation with textual descriptions at each denoising
step, where an input latent tensor is duplicated and undergoes
two denoising operations, one conditioned on the texts and
the other unconditionally. The two latents are then combined
by computing a weighted sum, yielding an interpolated latent
as the output. As conditioned and unconditioned denoising
have no dependency, they can be performed in parallel on
two GPUs, which we call latent parallelism. As illustrated in
Fig. 9, KATZ maintains two instances of the base diffusion
model on two homogeneous GPUs. At each denoising step,
KATZ duplicates the input latent tensor ( 2 in Fig. 3) and
feeds the two replicas into the two base model instances to
perform conditioned and unconditioned denoising in parallel.
As the two computations have balanced load, they complete
at the same time, and their outputs are then interpolated as a
weighted sum through a synchronous communication.

The simple yet effective latent parallelism strategy can
accelerate the base diffusion model inference of a request
by 1.4–1.9×, depending on the GPU capability and model
size. The performance gains are more pronounced with larger
base models and lower-end GPUs (details in §9.5). Latent
parallelism incurs little overhead because 1) computations
on different GPUs are uniform and finish at almost the same
time, and 2) the communication overhead is minimal, mainly
comprising the transfer of a small latent (< 1 MiB). How-
ever, the speedup achieved by latent parallelism may come
at the expense of per-GPU throughput when the denoising
computation of a single latent does not saturate a GPU. Latent

parallelism also applies to the emerging DiT models as they
employ the same CFG technique in image generation.

Compatibility with adapter optimizations. Latent paral-
lelism can be naturally applied to accelerate CFG computation
in ControlNet serving, as ControlNets are architecturally simi-
lar to the base model (§5). Fig. 9 illustrates an example where
KATZ utilizes 4 GPUs to serve a base diffusion model and
one ControlNet, both with latent parallelism. Meanwhile, the
base model also utilizes BAL to overlap LoRA loading with
base model computation at each denoising step.

Kernel-level optimizations. KATZ includes several kernel-
level optimizations to further enhance performance, including
a customized CUDA Graph [21] implementation and spe-
cialized CUDA kernels tailored to diffusion models. CUDA
Graph is particularly suitable for T2I inference, as it uses a
constant batch size of 1 (§3.3). Given the nearly homoge-
neous requested image resolutions in our production platform,
we only need to maintain a small number of CUDA Graphs
resident in GPU memory. Furthermore, we adapt the origi-
nal CUDA graph to accommodate ControlNet parallelization.
Specifically, we tailor the base model and segment it as dis-
tinct CUDA Graphs according to its data dependencies with
ControlNets. Beyond existing optimized attention kernels [1],
KATZ provides kernel optimizations specific to UNet-based
diffusion models, including an optimized GEGLU activation
operator by fusing GELU and matrix multiplication operations,
and a fused operator that combines GroupNorm and SiLU op-
erators to mask the latter’s overhead.

8 Implementation

We have implemented KATZ on top of Diffusers [50], a
PyTorch-based diffusion model inference framework that inte-
grates state-of-the-art model optimization techniques. KATZ
is written in 5.5k lines of Python and 2.4k lines of C++/CUDA
code, where ControlNet-as-a-Service, BAL, and latent paral-
lelism are implemented in Python, whilst customized CUDA
operators are written in C++/CUDA. KATZ performs LoRA
loading in separate processes and utilizes shared memory to
transfer LoRA weights from the loading processes to the base
model serving process for efficient (parallel) data transfer.

9 Evaluation

We evaluate KATZ’s performance in terms of serving latency
and image quality. Evaluation highlights include:
• KATZ achieves efficient serving performance without de-

grading image quality, accelerating T2I generation by up to
7.8× compared with state-of-the-art baselines (§9.2).

• KATZ’s ControlNet-as-a-Service design decouples Control-
Nets from the critical path of a T2I workflow, achieving a
close-to-ideal speedup (§9.3).
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• KATZ effectively eliminates the LoRA loading and patch-
ing overheads, leading to consistent serving latency that
matches LoRA-free execution (§9.4).

• With latent parallelism and kernel optimizations, KATZ
achieves 1.7× speedup in base model inference (§9.5).

• KATZ increases the per GPU-minute throughput by up to
1.7× (§9.6) and generalizes to DiT-based models (§9.7).

9.1 Experimental Setup

Model and serving configurations. Unless otherwise spec-
ified, we use SDXL [39] as the base diffusion model. SDXL
and its variants are widely deployed in production sys-
tems [12], including ours, and have comprehensive support
for adapters. We use the default settings to generate images,
where the number of denoising steps is set to 50 and the
image resolution is 1024×1024. The ControlNets [3] and Lo-
RAs [47–49] used are provided by HuggingFace. By default,
we run experiments on NVIDIA H800 GPUs and configure
synchronous ControlNet parallelization for KATZ (§5).

Baselines. We consider the following three baselines:
• DIFFUSERS is a standard baseline for T2I workflow serving

with support of ControlNets and LoRAs [50].
• NIRVANA [12] is a strong baseline that skips the first κ de-

noising steps by using a pre-cached image given by a similar
prompt. We use two configurations, κ = 10 (NIRVANA-10)
and more aggressively κ = 20 (NIRVANA-20).

• DISTRIFUSION [30] is a strong baseline that utilizes multi-
ple GPUs to accelerate base diffusion model inference. We
extend it to support ControlNets on multiple GPUs. For a
fair comparison, we configure DISTRIFUSION to use no
fewer GPUs than KATZ.

Serving metrics. Our evaluation mainly concerns two met-
rics, serving latency and image quality. For serving latency,
we measure the end-to-end latency of generating an image
based on a given text prompt. For image quality, we use the
following quantitative metrics, which are considered essential
and widely used in measuring image quality [12,39,64,71,73].
• CLIP [25, 40] score evaluates the alignment between gener-

ated images and their corresponding text prompts. A higher
CLIP score indicates better alignment (↑).

• Fréchet Inception Distance (FID) score [26] calculates the
difference between two image sets, which correlates with
human visual quality perception [12]. A low FID score
means that two image sets are similar (↓).

• Structural Similarity Index Measure (SSIM) score [55] mea-
sures the similarity between two images, with a focus on
the structural information in images. A higher SSIM score
suggests a greater similarity between the images (↑).

Like [12, 39], we conducted a user study with 75 participants
to evaluate the image quality based on their visual perception.

Workloads. KATZ is designed to reduce the serving latency
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Figure 14: End-to-end serving latency with m ControlNets
and n LoRAs (mC/nL). GPU allocation for DISTRIFUSION
and KATZ is as follows: 0C/0L and 0C/1L configurations use
two GPUs, 1C/0L and 1C/1L use four GPUs, and 3C/0L and
3C/2L use eight GPUs. For the 2C/2L configuration, KATZ
uses six GPUs, while DISTRIFUSION requires eight GPUs.
All other baselines use a single GPU across all configurations.

of text-to-image requests associated with many adapters. To
evaluate this, we measure per-request serving latency across
different adapter configurations on provisioned instances,
eliminating the impact of request queuing and model scal-
ing due to load spikes. We configure the batch size to 1 due
to the limited batching effect (§3.3). The requests use text
prompts in Google’s PartiPrompts (P2) [64], a popular bench-
mark for image generation tasks [36, 39, 64]. P2 provides a
rich set of prompts, including simple and complex prompts
across various categories (e.g., Animals, Scenes, and World
Knowledge) and challenging aspects (e.g., Detail, Style, and
Imagination). We serve each request with several adapters,
following our production trace (Table 1).

9.2 End-to-End Performance
Serving latency. We vary the number of adapters in a work-
flow and compare the average serving latency of KATZ and
each baseline in Fig. 14. KATZ outperforms existing systems
in all settings, achieving up to 7.8× speedup over DIFFUSERS
and 5.7× speedup over DISTRIFUSION, the strongest base-
line. Compared to the four baselines, KATZ exhibits a largely
stable latency as more adapters are utilized in a workflow, the
result of its design that decouples adapters from the critical
path. In the absence of adapters (0C/0L), KATZ’s latent paral-
lelism and kernel optimizations (§7) accelerate base model
inference by 1.7× and 1.3× compared to DIFFUSERS and the
aggressive NIRVANA-20, respectively. Note that KATZ even
outperforms DISTRIFUSION, a system that also parallelizes
diffusion model inference on multiple GPUs, by 1.1× thanks
to the kernel optimizations. We further compare DISTRIFU-
SION’s parallelism with KATZ’s ControlNet parallelism with
the same number of GPUs in the settings of 1C/0L and 3C/0L.
KATZ outperforms as the ControlNet parallelism design is
based on the computation and communication characteristics
of ControlNets while DISTRIFUSION is adapter agnostic.

Image quality. We compare the quality of images gener-
ated by KATZ and each baseline. Since our ControlNets-as-a-

1046    2025 USENIX Annual Technical Conference USENIX Association



A helicopter 
flies over 
Yosemite

a peaceful 
lakeside 

landscape

a squirrel 
driving 

a toy car

an old-fashioned 
windmill surrounded 

by flowers

Katz
(ours)

Diffusers

Nirvana-10

Prompts

DistriFusion

Figure 15: Examples of images generated by each baseline.

Service design with synchronous parallelism makes no modi-
fication to image generation, we focus on evaluating the LoRA
effects. Two settings are considered: the first uses a single
LoRA to generate images in a papercut style [48], while the
second employs two LoRAs to generate images in a com-
bination of William Eggleston photography style and filmic
style [47, 49]. We use the prompts in P2 [64] that emphasize
vivid details in images.

1) Quantitative evaluation. Table 3 shows the CLIP, FID,
and SSIM scores achieved by each baseline. CLIP scores
measure the alignment between generated images and their
corresponding prompts [8]. The results indicate that DISTRI-
FUSION and KATZ exhibit good performance in terms of
alignment, rivaling DIFFUSERS’s standard lossless workflow.

FID and SSIM scores focus on comparing the generated im-
ages with the standard images (“ground truth”). Therefore, we
use the images generated by DIFFUSERS as the ground truth,
as it represents the original T2I serving workflow. We include
the NOLORA baseline for reference, which utilizes no LoRA
in image generation. In Table 3, DISTRIFUSION and KATZ
achieve comparable performance and outperform others, in-
dicating that they generate images highly similar to those
generated by DIFFUSERS. NIRVANA-10 and NIRVANA-20
fall short because they generate an image based on the con-
tents of a cached image, which is selected only based on the
prompt similarity. Even with the same prompt, the visual con-
tents in cached images can be drastically different (see Fig. 1-
Left) and may not align with the style of LoRAs. Fig. 15
presents real examples generated by each baseline, where im-
ages generated by DIFFUSERS, KATZ, and DISTRIFUSION
are almost visually indistinguishable, whereas NIRVANA-10
fails to match the quality of DIFFUSERS.

2) Qualitative evaluation. We conducted a user study in-

LoRA Setting System CLIP(↑) FID (↓) SSIM (↑)

One LoRA:
Papercut [48]

DIFFUSERS 34.1 - -
NOLORA 32.9 11.4 0.63
NIRVANA-10 33.5 9.5 0.45
NIRVANA-20 33.7 10.9 0.44
DISTRIFUSION 34.0 1.7 0.86
KATZ (ours) 34.1 2.1 0.83

Two LoRAs:
Filmic [47] +

Photography [49]

DIFFUSERS 34.2 - -
NOLORA 31.3 13.4 0.67
NIRVANA-10 33.3 9.0 0.51
NIRVANA-20 32.8 9.4 0.47
DISTRIFUSION 34.1 2.9 0.86
KATZ (ours) 34.1 3.1 0.82

Table 3: Quantitative evaluation on image quality.
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Figure 16: Left: Microbenchmark on ControlNets. Right:
Microbenchmark on LoRAs.

volving 75 participants to compare the quality of images
generated based on human visual perception. The partici-
pants are mainly university students. We consider DIFFUSERS,
NIRVANA-10, and KATZ in this part since quantitative evalu-
ation shows image quality of NIRVANA-20 is not nearly as
good as that of other baselines and DISTRIFUSION can match
the quality of DIFFUSERS. Inspired by Chatbot Arena [74],
we constructed an online arena that randomly presents a pair
of two images to users, offering four options: both images
are acceptable, neither is acceptable, image 1 is acceptable,
or image 2 is acceptable. Participants made their selections
based on both the degree of image alignment with the prompt
and their subjective aesthetic preferences. We collected over
1.2k data points. The findings indicate that KATZ is capable
of producing images of the same quality as DIFFUSERS, both
with 70% acceptance rate. In contrast, NIRVANA-10’s accep-
tance rate is below 50% due to its skipped denoising steps
and not considering the impact of adapters during its prompt
match process.

9.3 ControlNet-as-a-Service

We next evaluate the performance of KATZ’s ControlNets-as-
a-service design, with all other optimizations disabled. We
compare KATZ with DIFFUSERS, as NIRVANA and DISTRI-
FUSION lack specialized designs for ControlNets. Fig. 16-
Left illustrates the serving latency achieved by DIFFUSERS
and KATZ, where KATZ achieves up to 2.2× speedup by
distributing ControlNets computation across multiple GPUs.
Note that in this case, KATZ employs synchronous ControlNet
parallelization, generating identical images as DIFFUSERS.
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Sync. Async. Without Sync. Async. Without

a shiba inu wearing a beret and black turtleneck a squirrel in a field

Figure 17: Sample images generated using sync. and async.
ControlNet scheme, along with images without ControlNets.

To further analyze KATZ’s speedup, we apply Gustafson’s
law [24], which quantifies the theoretical speedup in execu-
tion time for a task that benefits from parallel computing. Let
N denote the number of processors, and let s and p represent
the time fractions spent executing the serial and parallel parts
of the program (s+ p = 1). The theoretical speedup S from
parallel computing is S = s+ pN [24]. In the context of T2I
generation with ControlNets, the serial parts comprise the
computation of decoder blocks in UNet, while the parallel
parts include the computation of UNet’s encoder blocks to-
gether with middle block and ControlNets (§5). When using
three ControlNets, the serial parts account for s= 0.55 and the
parallel parts take p = 0.45, leading to a theoretical speedup
of 2.35×. KATZ achieves 2.2× speedup and is near optimal.

Pipelined asynchronous parallelization. We next evalu-
ate the performance of pipelined asynchronous ControlNet
parallelization in the absence of high-speed GPU intercon-
nect. We deploy the base model and one ControlNet on two
AWS g5.2xlarge instances, each with one A10G GPU and
a 10 Gbps network [2]. Fig. 10-Left illustrates the serving la-
tency, where the asynchronous scheme achieves close-to-ideal
performance by pipelining communication and computation,
outperforming the synchronous scheme by 1.25×. Besides,
images generated by the two schemes are visually indistin-
guishable regarding composition and quality (see Fig. 17).
The synchronous and asynchronous scheme achieve CLIP
scores of 33.5 and 33.7, respectively. Compared to the sync
scheme, the async has an FID of 2.7 and an SSIM of 0.77.

9.4 Optimizations for LoRA Serving

We now evaluate KATZ’s design for efficient LoRA serving,
excluding other optimizations. We only include DIFFUSERS
because other baselines have no specialized design for LoRAs.
As described in §6, DIFFUSERS requires two steps to patch
on a LoRA: loading the adapter from storage and then merg-
ing its weights to the base model via a create-and-replace
operation [37]. This approach is inefficient. As shown in
Fig. 16-Right, with a single LoRA (341 MiB), it increases the
latency by 80%; with two LoRAs, one 341 MiB and the other
456 MiB, it results in 2.1× slowdown. KATZ addresses this
performance issue with BAL and efficient LoRA patching
(§6), collectively reducing the LoRA loading and patching
overhead to 230 ms, negligible in practice.
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Figure 19: Sample images generated by SD3 (left) and
Hunyuan-DiT (right) using LoRAs [4, 10].

9.5 Optimizations for Base Model Inference

We also evaluate the proposed optimizations for accelerating
base diffusion model inference without adapters. Fig. 18-Left
compares KATZ with DIFFUSERS and shows the speedup
ratios achieved by latent parallelism on different GPUs, ex-
cluding kernel-level optimizations. The gains of latent paral-
lelism are more pronounced on less capable GPUs, achieving
speedup ratios of 1.36×, 1.58×, and 1.71× on H800, A100,
and A10 GPU, respectively. Although the design of latent
parallelism results in imperfect scaling—achieving less than
a 2× speedup with 2× GPUs—when combined with other
optimizations, KATZ can deliver up to a 1.7× throughput im-
provement for LoRA-dependent requests (Fig. 18-Right). On
the basis of latent parallelism, enabling kernel-level optimiza-
tions (§7) additionally yields 1.24× speedup. Collectively,
these two optimizations enable KATZ to outperform all base-
lines regarding base model inference (0C/0L in Fig. 14).

9.6 Serving Throughput

KATZ is primarily designed to minimize serving latency, but it
also achieves superior serving throughput for workflows with
many adapters. Fig. 18-Right illustrates the request serving
throughput of each baseline, measured as the number of im-
ages generated per minute of GPU time. When the workflow
involves many adapters, KATZ achieves higher throughput
(up to 1.7×) compared to other baselines, benefiting from its
efficient design of LoRA loading and patching (§6). However,
when there is no adapter (0C/0L), KATZ and DISTRIFUSION
fall short in throughput as parallelizing base model inference
on two GPUs does not saturate their compute capabilities;
NIRVANA-20 sometimes achieves good throughput due to its
aggressive design, albeit at the cost of image quality loss.
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9.7 Generalization to DiT-based Models

KATZ’s three designs naturally extend to the DiT backbone,
which we evaluate with SD3 [19] and Hunyuan-DiT [32].
First, ControlNet-as-a-Service leads to close-to-ideal speedup.
Compared to DIFFUSERS, KATZ achieves speedup ratios of
1.23× and 1.46× for SD3 and Hunyuan-DiT, each with one
ControlNet, closely matching the theoretical upper bounds of
1.27× and 1.50× given by the Gustafson’s law [24]. Second,
BAL effectively overlaps adapter loading with base DiT infer-
ence, eliminating the LoRA overhead. User study confirms
that images generated by KATZ and DIFFUSERS are visually
indistinguishable regarding quality with sample images pre-
sented in Fig. 19. Finally, latent parallelism accelerates CFG
computation of DiTs, as shown in Fig. 18-Left, achieving
even more significant speedup than that of SDXL (UNet).

10 Discussion and Related Works

Generalization to other adapters. As discussed in §2,
KATZ can support adapters beyond ControlNet and LoRA.
For adapters [29, 62] that share architectural similarities with
the base diffusion model, ControlNet-as-a-Service (§5) de-
couples them from the base and deploys them on dedicated
GPUs, enabling caching, parallelization, and sharing. For
adapters [68, 70] that incorporate parameter-efficient patches,
BAL (§6) can effectively mitigate the overhead associated
with model loading and patching. Latent parallelism (§7) ap-
plies to the base diffusion model and is adapter-agnostic.

T2I diffusion model inference. In §2, we have presented ex-
isting serving systems for T2I workloads [12,30,50]. Besides,
several works expedite image generation by reducing redun-
dant computations in the denoising process [35, 36, 57]. Yet,
these works only optimize the base model inference and over-
look the significant latency overhead introduced by adapters.
Our work is the first to analyze this problem and addresses
the system inefficiencies caused by the use of adapters in T2I
serving. It is hence orthogonal to the existing optimization
solutions for base diffusion models.

Serving systems with adapters. In the domain of LLMs,
pioneering research [16, 31, 43, 58] has designed efficient
systems to serve base LLMs with adapters. Despite their ef-
fectiveness, these LLM-focused systems are inadequate for
diffusion models due to their fundamental differences. First,
these systems focus solely on LoRAs, without considering
ControlNets which are specialized for diffusion models (§3.1).
Second, the LoRAs associated with diffusion models are sig-
nificantly larger in size and quantity than those for LLMs [16],
necessitating external LoRA storage and incurring orders of
magnitude higher loading overhead (§3.2). Third, these sys-
tems emphasize multiplexing a single base LLM to serve
multiple LoRAs simultaneously. Yet, batching yields minimal
benefits in diffusion model inference (§3.3). Consequently,

their optimizations become ineffective in our scenario.

Other model serving systems. Existing research on model
serving systems focuses on optimizing latency [17, 53],
throughput [14, 61], performance predictability [22, 67], and
resources efficiency [23, 51, 60, 65]. These studies apply to
various workloads, including graph neural networks [54] and
large language models [13, 18, 53, 63]. KATZ is orthogonal
to the aforementioned efforts, as T2I models have drastically
different computation intensity and workflow.

In the context of online model serving, there exists a se-
ries of works to address various challenges such as model
placement [33, 67], request scheduling [22, 67], and dynamic
scaling [20,59,66], which are designed to manage load spikes
in model serving systems. While KATZ focuses on per-request
latency optimization, these scheduling and scaling approaches
are complementary to KATZ and can be seamlessly integrated
to effectively handle diverse request arrival patterns.

11 Conclusion

We presented KATZ, the first system that efficiently serves a
T2I workflow with many adapters, such as ControlNets and
LoRAs. KATZ introduces three novel designs: (1) ControlNet-
as-a-Service that deploys ControlNets as a separate service
on dedicated GPUs to enable caching, parallelization, and
sharing, (2) bounded asynchronous LoRA loading and effi-
cient patching, and (3) latent parallelism that accelerates CFG
computation on multiple GPUs. Collectively, these designs
decouple adapters from the critical path of a T2I workflow,
while accelerating base model inference. Compared to exist-
ing systems, KATZ achieves up to 7.8× speedup and 1.7×
improvement in throughput, while maintaining image quality.
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