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Abstract
Most Byzantine-Fault Tolerant (BFT) consensus protocols

either pre-select a single leader with the help of additional
timing assumptions (i.e., partially synchronous ones) or resort
to random coins to achieve only probabilistic termination
(i.e., asynchronous ones). The single leader may become a
performance bottleneck and/or lead to availability problems,
while probabilistic termination increases latency.

We re-consider the consensus problem from its first princi-
ples, where neither synchrony assumption or any designated
role, nor randomization is intrinsic to consensus. We thus
formally study a framework for designing robust BFT pro-
tocols with low latency: nodes first try to achieve consensus
merely based on message exchange, but only resort to a fall-
back mechanism like random coin or leader election if correct
nodes have divergent opinions on a proposal. We further
present Chitu, an asynchronous DAG-based protocols follow-
ing this framework. Chitu in the best case commits proposals
in four message delays, even in the presence of faulty nodes
and/or under asynchrony. In the worst case, Chitu still ensures
predictable performance with O(1) time complexity in expec-
tation. Experimental results on Amazon EC2 show that Chitu
achieves a significant reduction in latency compared to two
representative DAG-based protocols that always put a leader
or randomization on the execution path.

1 Introduction

Blockchains [8,69], or Byzantine-Fault Tolerance (BFT) state-
machine replication (SMR) protocols [27, 44, 45, 80] are a
promising approach to providing robust services for decentral-
ized applications. Boosting the performance of BFT protocols
is thus becoming a hot topic in recent years [16, 71, 77, 79].
At the core of SMR protocols is a consensus algorithm that
reaches agreement among a group of replicas or nodes. Byzan-
tine consensus protocols [58] further assume faulty nodes can
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exhibit arbitrary or malicious behaviors. Consensus protocols
are roughly categorized into three types according to their
timing assumptions: synchronous [34, 58, 67], partially syn-
chronous [22, 27, 37, 80] and asynchronous [21, 32, 62, 66].
Synchronous or partially synchronous protocols rely on net-
work synchrony to ensure safety or liveness property, while
asynchronous variants resort to randomization to achieve only
probabilistic termination due to FLP impossibility [40].

Many existing BFT protocols [22, 27, 44, 48, 56, 80] are
leader-based and designed assuming the partial synchrony
model, in which a single leader is elected by the help of net-
work synchrony assumption. The leader is responsible for
making a proposal and coordinating consensus process. If
the leader (and the network) is stable, non-faulty nodes can
reach consensus within a fixed number of communication
phases, achieving promising performance. However, partially
synchronous protocols rely on a complicated view synchro-
nization mechanism [28, 70] to keep every correct node in
sync with one another, and a predefined maximum network de-
lay ∆ to help trigger the replacement of a problematic leader
(a.k.a., view change). During view change (which lasts at
least ∆ time), no available service can be provided. Even
worse, if network synchrony assumption does not hold, par-
tially synchronous protocols may be involved in consecutive
view changes, forfeiting liveness property. Network prob-
lems can occur more often than not in Wide-Area-Network
(WAN) [38], which is the typical setting for blockchain sys-
tems [48].

Asynchronous protocols, in contrast, have no synchrony
assumptions and do not pre-select a leader [21, 25, 26, 32, 36,
47, 66]. Asynchronous protocols require every node to make
a proposal in each consensus instance, and participate in sev-
eral phases of message exchange. Finally, a coin-flipping
phase is used to help non-faulty nodes converge and reach
a final agreement. With probability one, every non-faulty
node outputs the same set of committed proposals. Recently-
proposed asynchronous protocols typically select a leader a
posteriori in order to achieve O(1) time complexity in expec-
tation [32, 47, 53].
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Although asynchronous protocols are becoming prevalent,
they often incur more rounds of communications compared
to their partially synchronous counterparts [46, 63]. We argue
that the problem mainly comes from the coin-flipping phase
when it is located on the critical path. The appeal of partially
synchronous protocols is in their simplicity when the network
is stable most of the time, with predictable latency between
correct nodes, and when protocol execution path skips costly
timeout event and view change mechanism, achieving fast
termination.

Applying a fast path (often with optimistic assumptions) to
normal-case operations is a widely-used approach for boost-
ing system performance, and also has profound influence on
consensus protocols [30, 56, 57, 62]. Actually, several up-to-
date asynchronous protocols [63] adopt a fast path that mimics
the normal case operations of partially synchronous proto-
cols and a slow path that still provides liveness even under
asynchrony. We can view them as combining assumptions
and essential steps of both worlds. Therefore, the fast path
of these protocols still relies on some special role (e.g., the
single leader) and synchrony assumptions to move forward.
In other words, their fast path possesses both advantages and
disadvantages of partially synchronous protocols.

Meanwhile, we also found two recent works that enable fast
termination in a pretty different way: Red Belly [30] (using
DBFT [29]) under partial synchrony and MyTumbler [62]
under asynchrony. Red Belly requires every node to make a
proposal in each consensus instance. Unlike other partially
synchronous counterparts, Red Belly uses a binary agreement
(BA) protocol to determine the decision of each proposal
(either committed or aborted). By doing so, Red Belly resorts
to a lightweight coordinator in BA to break ties only if correct
nodes are divergent on some proposal1. In a similar vein,
MyTumbler (under asynchrony) skips random coins in its BA
protocol if most correct nodes are consistent on a proposal.

If we consider both leader (coordinator) election and coin
flipping a fallback mechanism that sidesteps FLP impossi-
bility [40], Red Belly and MyTumbler can entirely skip the
fallback via their fast paths. This departs from other fast path
design in the absence of any special role. Although the above
two mentioned protocols have such an appealing feature, Red
Belly still puts timers on its fast path, and both of them use
binary agreement (BA), meaning that they have to explicitly
resolve ambiguity of at most n BA instances.

Inspired by Red Belly and MyTumbler, we first formally
study a framework for designing robust BFT protocols with
low latency: correct nodes first try to reach agreement merely
based on message exchange (which we call the fast path),
but only resort to a fallback mechanism like random coins or
leader election when correct nodes have divergent opinions
on some proposal. Figure 1 depicts different frameworks. Par-
tially synchronous protocols (except Red Belly) pre-select a

1E.g., some nodes input 1 into a BA instance, while others input 0.
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Figure 1: Frameworks for consensus protocols.

special role (such as the leader) with the help of additional
timing assumptions, while asynchronous BFT protocols (ex-
cept MyTumbler) either put randomization on the critical path
or re-introduce synchrony assumptions and some special role
in their fast path. In contrast, the framework we study has the
following unique features:

• In the fast path there is no special role (such as the leader)
used or elected, and thus no synchrony assumption is
re-introduced; and,

• there is no switch between fast and normal paths, as both
can proceed concurrently and in a unified manner.

From a different viewpoint, the model of the fast path be-
ing studied in this paper could be considered a variant of fair
schedulers [21]. Fair scheduler was proposed four decades
ago, but was somehow overlooked from engineering perspec-
tives. The main drawback of fair scheduler is that if the ad-
versary controls message scheduling at will, the protocols no
longer provide liveness. Hence, a fallback mechanism such
as leader election and/or randomization is essential for miti-
gating such attacks targeting the fast path.

We name the framework we study Fair-Fallback. Following
this framework, we further present Chitu, an asynchronous
BFT protocol designed on top of a well-structured Directed
Acyclic Graph (DAG). Each proposal in a DAG is represented
as a vertex. DAG-based BFT protocols are becoming preva-
lent in permissionless blockchains [11, 32, 53, 60, 76]. They
embed the consensus process in the dynamic construction
of a DAG structure without involving additional messages,
simplifying protocol design and implementation. Chitu is
largely inspired by Tusk [32] and DAG-Rider [53], two re-
cently proposed DAG-based protocols. Besides possessing
the same O(1) time complexity in expectation in the worst
case, Chitu further bypasses the fallback mechanism (i.e., the
single leader vertex in DAG) provided that most nodes have
observed the same set of vertices in a round (i.e., a consensus
instance), thus achieving fast termination.

Guided by the Fair-Fallback, the next challenge for Chitu is
to find a way to commit as many proposals as possible through
the fast path, which we found is a non-trivial task. After sev-
eral attempts at devising and evaluating different commit rules
and also according to the design of prior work [30, 62], we
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located a useful rule of thumb: a node should wait as long as
possible for a proposal to enter the fast path, provided that
this wait does not introduce significant costs or violate live-
ness properties. To this end, we further propose an adaptive
wait mechanism that helps Chitu dramatically increase the
chance of achieving fast termination.

Finally, we evaluate Chitu, Tusk and BullShark [76] on
Amazon EC2 platform. BullShark is another DAG protocol
designed under partial synchrony. The experimental result
shows that in fault-free case, Chitu can reduces end-to-end
latency, achieving up to 82.5% reduction compared to Tusk.
Under crash faults, Chitu can still go through the fast path,
while the performance of BullShark is significantly affected
by the faulty node. We also mimic an adversarial situation
under Byzantine attack, where each round is prolonged with
extra waiting and the fast path is disabled. Even if all the pro-
posals go through random coins in this case, the performance
of Chitu degrades gracefully.

2 Background

2.1 Model
We focus on the Blockchain or state-machine replication
(SMR) problem [73], a solution to which is a robust dis-
tributed system that coordinates a group of processes or nodes,
in order to mask a bounded number of failures. SMR protocols
order requests issued by clients, such that:

• (Safety) If two requests req1 and req2 are committed
in the same position (or with the same block height in
blockchain contexts), then req1 = req2;

• (Liveness) Eventually every request req issued by a cor-
rect client can be committed.

We target Byzantine faults, which may exhibit arbitrary behav-
iors even collusion attacks. For simplicity, we assume there
are a group Π of n = 3 f +1 nodes [37], in which at most f
nodes may be faulty. Thus, a Byzantine quorum consists of
⌈ n+ f+1

2 ⌉ = n− f = 2 f + 1 nodes. We assume reliable and
authenticated channels between each pair of correct nodes,
meaning that any message sent by a correct node will be
eventually delivered by every correct receiver. Asynchronous
protocols must rely on reliable channels to provide liveness,
so does the fast path of Chitu.

2.2 Fast termination and the leader’s bottle-
neck in partially synchronous protocols

Partially synchronous protocols are commonly separated into
two sub-routines: the normal-case operations that allow a
single leader (e.g., the primary in PBFT [27] or the leader
in HotStuff [80]) to coordinate consensus and make its pro-
posal (i.e., a batch of requests or transactions) committed,
and the view-change operations that elect a new leader when,
e.g., the previous one has crashed. The safety property of
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Figure 2: Example of commit rules in DAG-based protocols
like Tusk [32] when n = 4 and f = 1. Each circle represents
a vertex in the DAG. Dotted circles represent vertices com-
mitted by the leader (v5), while dotted lines represent edges
making the leader valid.

partially synchronous protocols is ensured by quorum-based
techniques [78]. The liveness property, however, is ensured
by further introducing network synchrony between the single
leader and others. Such timing assumptions also help trigger
the view-change operations. When the leader is correct and
the network is stable, partially synchronous protocols can
reach consensus within a fixed number of message exchange,
achieving deterministic and fast termination. In summary,

• partially synchronous protocols have normal-case op-
erations that rely on a single leader to reach consensus
without involving time-related steps;

• the leader and other 2 f correct nodes must remain in the
same view for a sufficiently long period of time, such
that consensus can be achieved before timeout.

Note that the second reason is critical in ensuring liveness
and providing good performance. Otherwise, partially syn-
chronous protocols may be involved in consecutive view
changes.

When the leader is slow or has crashed, partially syn-
chronous protocols incur more communication phases and
additional timeout events for electing a new leader. We argue
that the problem mainly stems from the existence of some
special role, which is always on the critical path regardless of
the system state.

2.3 Randomization in asynchronous protocols
Asynchronous protocols [13, 32, 36, 47, 53, 66, 72] work in
a somewhat leaderless manner, in the sense that no special
role (such as the leader) is pre-selected by the help of timing
assumptions. Asynchronous protocols are commonly round-
based, where in each round every node is required to suggest
a value and participate in several communication phases. The
value a node suggests in a round is influenced by message
exchange of previous rounds. To determine which value(s)
can be committed, asynchronous protocols introduce a coin-
flipping phase, which breaks ties and helps correct nodes
converge.
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Figure 2 depicts how Tusk [32], a recently proposed DAG-
based asynchronous protocol, proceeds round by round. Each
round corresponds to a new consensus instance. Since con-
secutive rounds are connected by edges, the execution of
consecutive consensus instances is pipelined, similarly to the
way HotStuff [80] chains consecutive proposals.

In each round r, a node i makes a proposal, i.e., a vertex in
the DAG. Node i then propagates the vertex to others via a
Byzantine Reliable Broadcast (BRB) protocol [21, 24]. BRB
ensures that the delivered message (vertex) is the same for
all correct nodes despite f Byzantine faults. BRB in Tusk
takes three phases of message exchange. Each vertex of round
r+1 has exactly n− f edges connecting to vertices of round
r. For example, vertex v5 in Figure 2 connects to v1, v2 and v3
(but not v4). DAG is merely a partially ordered set, in which
vertices are not totally ordered. To this end, Tusk generates a
random coin in each odd round (e.g., round r+1 in Figure 2),
by which correct nodes collectively select a leader vertex (e.g.,
v5). Random coins can be instantiated using a deterministic
threshold signature scheme [19]. If the leader vertex is valid,
i.e., is connected by at least f +1 vertices of the subsequent
round (e.g., v5), it recursively commits all the ancestors in the
DAG in a deterministic manner. Such a validity check is used
to ensure there is a path (in the DAG) between a valid leader
vertex and any subsequent leader vertex. For instance, if v7 in
Figure 2 is selected as the leader vertex of round r+3, there
must be a path connecting v7 and v5 because v5 is connected
by f +1 vertices of round r+2 and v7 must connect to n− f
vertices of round r+2. By ensuring this property, no one may
miss or skip any valid leader vertex but commit them in the
same order.

The random coin of round r+1 is generated when n− f
nodes have entered round r+ 3,2 as the leader information
should not be revealed in advance. This is to ensure with non-
zero probability the selected leader vertex is valid. Otherwise,
if an adversary that controls message delivery knows the
coin in advance, it may always keep the corresponding leader
vertex connected by less than f +1 vertices, forfeiting liveness
properties. As the protocol proceeds round by round, with
probability 1 some new leader vertex and its ancestors can be
committed.

As we can observe, (1) compared to partially synchronous
counterparts like PBFT, Tusk involves more rounds of mes-
sage exchange, even in the absence of node/network failures;
and, (2) random coins are always located on the execution
path, thus making termination probabilistic. If the selected
leader vertex is not valid, at least another two rounds are in-
volved. In practice, such a delayed commit can happen when,
e.g., the proposer of the leader vertex is slow or has crashed.

The design choices of Tusk (and most asynchronous pro-
tocols) are solely based on a pessimistic assumption: an ad-
versarial scheduler can always control message scheduling at

2At the time when most edges between rounds r+1 and r+2 are con-
firmed.

will. Hence, Tusk has only one path for committing proposals,
i.e., by selecting a leader vertex with the help of random coins.
In practice, such an omnipotent adversary does not (always)
exist and the network performance is predictable most of the
time [43, 61].

3 The Fair-Fallback Framework

3.1 Motivation and first principles of consen-
sus

We simplify the discussion by focusing on one-shot consensus.
Any solution to the multivalued consensus problem requires
each proposer i to make a proposal Bi. After several phases
of message exchange, correct nodes eventually decide on a
single proposal or a subset of all proposals [65].

Generally, we can also consider any consensus protocol
running m Binary Agreement (BA) instances (implicitly or
explicitly), each of which determines the result of a given pro-
posal. Eventually, each proposal is either committed (output 1)
or aborted (output 0). Following the concept and terminology
used in the seminal FLP impossibility [40], once a decision
can be made, we say each proposal Bi becomes univalent, i.e.,
either 1-valent or 0-valent. Initially, every proposal is bivalent.
For leader-based protocols, only a single proposal becomes
1-valent, and it is also the final decision. Other proposals are
0-valent. For leaderless variants such as asynchronous proto-
cols, multiple proposals may become 1-valent and be included
in the final decision.

We observe that the general pattern discussed above neither
introduces a leader or any special role, nor does it rely on
random coins to break ties. In other words, neither any special
role (or the maximum network delay ∆) nor randomization
is intrinsic to the consensus problem. If correct nodes can
reach agreement of each proposal merely based on message
exchange, no additional assumptions or mechanisms should
be put on the execution path. If we target the more practical
multi-instance consensus problem (or SMR), where a series
of consensus instances are sequentially ordered, either we can
consider this order obtained out-of-band (e.g., pre-defined
sequence numbers), or for DAG protocols the edges in DAG
natively represent the partial order between proposals. In both
cases, no special role exists in consensus.

3.2 A strawman protocol

We present a simple strawman protocol to better illustrate
the fast path of our approach. To simplify our discussion, we
further assume (1) each node acts both as a proposer and
as a validator, and (2) there is no equivocation and every
node is benign (i.e., correct or crashed), though we still have
n = 3 f +1 nodes. In §4 we give full-fledged Chitu which also
tolerates Byzantine faults.
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Figure 3: Example for the strawman protocol (n = 4).

First, 1 each (correct) node i makes a proposal Bi and
propagates Bi to others. As at most f nodes may be faulty, 2
after receiving n− f proposals, node i casts a vote on each
proposal by notifying others of all the proposals received.
Finally, 3 after receiving n− f such notifications (again, the
other f nodes may be faulty), node i selects the proposals
that have each obtained f +1 votes as the candidates for final
decisions.

For each proposal B, there are three cases, where the first
two are univalent:

• (1-valent) If at least n− f nodes have notified of B, we
say B is 1-valent;

• (0-valent) If at least n− f nodes have not notified of B
(if B exists), we say B is 0-valent; and,

• (bivalent) If neither of the above conditions is met, we
say B is bivalent.

Fast path. If for each proposal B, B is either 1-valent or 0-
valent, we can safely commit all the 1-valent proposals and
abort 0-valent ones. This works because every node in step 3
will select the same candidates (i.e., only 1-valent ones). Even
with further communication and/or any additional mechanism,
correct nodes will eventually commit the same set of propos-
als. For instance, in Figure 3a, node 0 immediately commits
B0, B1 and B2 upon observing they are 1-valent (as included
in n− f notifications) and B3 is 0-valent (as not included in
n− f notifications). Other nodes will only select B0, B1 and
B2 (but not B3) as the candidates for further negotiations.

On the contrary, if any proposal B is bivalent, more com-
munication and/or additional mechanism is needed in order
to determine the final result of each bivalent proposal. For
instance, in Figure 3b, B1, B2 and B3 are 1-valent, but B0 is
bivalent. Actually, the main challenge for any (multi-instance)
consensus protocol is to obtain a total order on committed
proposals. Thus, the fast path of our protocol may fail due to a
possible discrepancy in the final order. That is why a fallback
mechanism (like leader election or random coin) is needed.

3.3 The framework

There are several ways to reach final agreement on biva-
lent proposals. We can repeat the notification step described
in §3.2 (i.e., step 2 ), where each node only notifies of the
selected candidates. If with non-zero probability each repeat
results in a univalent status, the protocol can itself achieve
probabilistic termination. Such a model, a.k.a., fair scheduler,
was formally described in the seminal work of Bracha and
Toueg [21].

However, if Byzantine nodes precisely control the delivery
speed of their own messages, they may always keep their own
proposals bivalent (e.g., node 0 and proposal B0 in Figure 3b),
thus breaking liveness properties. To mitigate this problem,
we must rely on a fallback mechanism to break ties. We
first integrated a light-weight leader into the fast path. In
contrast to partially synchronous protocols, we do not rely
on synchrony assumptions (or any timer) but only leverage
a pre-selected leader to resolve ambiguity, which provides
probabilistic termination if Byzantine nodes only manipulate
the delivery speed of their own messages but not that of correct
nodes.

In the worst case, if the adversary also controls message
scheduling of correct nodes, some proposal may forever be
bivalent and the pre-selected leader may not work. To de-
fend against such a powerful adversary, existing asynchronous
protocols explicitly introduce random coins to make correct
nodes converge. Similarly, we further integrate random coins
into the fast path and obtain Chitu (in a similar vein as Tusk,
see §2.3), if the problem needs to be dealt with.

Maybe more interestingly, if we assume the adversary can
control message scheduling but cannot (always) break syn-
chrony assumptions, we can instead integrate ∆ (the maximum
network delay) into the fast path and obtain a partially syn-
chronous protocol. Thanks to the simplicity of DAG structure,
we can readily apply the fast path to Bullshark [76] by pre-
selecting a leader in a round-robin fashion and waiting ∆ time
for each leader vertex. We may even remove timeouts (but
keep leaders) and obtain an asynchronous protocol under fair
schedulers [21], which refrains from using a burdensome ran-
dom number generation protocol (e.g., threshold signature).
Since they share very similar features with Chitu, in this paper
we only focus on Chitu. Note that in all above-mentioned
protocols a fallback mechanism (i.e., random coins or pre-
selected leaders) is needed only if some proposals are bivalent.
The framework we use is depicted in Figure 4.
Generalization of the fast path. There can be different ways
to instantiate the fast path. In §3.2 (and §4) we only give one
concrete solution. Generally, assume the conditions for the
fast path to commit a proposal are denoted as CONC (e.g.,
1-valent ones in §3.2), while the conditions for the fast path
to abort a proposal are CONA (e.g., 0-valent ones in §3.2).
Further assume the conditions for the fallback to commit a
proposal are CONF . Then, the following two invariants must
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Figure 4: The Fair-Fallback framework.

hold:
• If any proposal B satisfies CONC , then B must also sat-

isfy CONF ; and,
• If any proposal B satisfies CONA , then B must not satisfy

CONF .
These two variants guarantee that even if some nodes go

through the fast path, while others proceed by the fallback,
they still obtain the same result for each proposal.

There are two remaining questions: (1) how to ensure safety
properties under Byzantine faults; and, (2) how to efficiently
integrate the fast path into a fallback mechanism, such that
there is no switch between two paths and each path commits
the same set of proposals. For the first question, every message
in our strawman protocol (i.e., proposal and notification) is
disseminated through a Byzantine Reliable Broadcast (BRB)
protocol, such that a Byzantine sender cannot make correct
nodes deliver distinct messages. For the second question, our
full-fledged solution (see §4) is inspired by recently-proposed
DAG protocols [32, 53, 76]. The fallback mechanism (i.e., the
selected leader vertices) is embedded into the dynamic con-
struction of DAG, enabling consensus to be achieved without
sending extra messages, so is the fast path. With the same
DAG and the same leader selected by random coins, no matter
whether nodes proceed through the fast path or the fallback,
they commit the same set of (1-valent) proposals.

4 The Chitu Protocol

Chitu is inspired by Tusk [32] and DAG-Rider [53], both of
which adopt DAG as the underlying structure. Chitu differs
from Tusk and DAG-Rider in that it is further enhanced by
a fast path relying on no special role. In the best case, Chitu
takes only four communication phases to commit a proposal.
In the following, we first discuss the main idea of Chitu in
§4.1. We then describe the detail of Chitu in §4.2-§4.5 and
sketch its proof in §4.6. We postpone its pseudocode and
correctness proof to Appendices A and B due to space limit.

4.1 Main idea
Chitu dynamically constructs a DAG in a round-by-round
manner. In each round, every (correct) node proposes a vertex
in the DAG and propagates it to others via a Byzantine Reli-
able Broadcast (BRB) protocol (see §4.2 for details). BRB

guarantees that the sender can make at most one vertex deliv-
ered in a round. Hence, each round has at most n = 3 f +1 and
at least n− f = 2 f +1 vertices delivered via BRB. A vertex
v in round r has at least n− f edges connecting to vertices
associated with round r−1. For ease of explanation, we first
give the following definition:

Definition 4.1 (Observe). We say vertex v in round r observes
vertex u in round r′ < r, if there is a path (in the DAG) from v
to u.

The first challenge for Chitu is to embed the message pat-
tern of our strawman approach (§3.2) into a DAG structure,
as consensus instances in DAG are naturally pipelined. To
this end, a vertex v in round r simultaneously represents a
proposal (of round r) and a notification of the proposals (of
round r− 1) observed by v. Besides, as discussed in §2.3,
the selected leader vertices in DAG solely determine the set
of committed (or 1-valent) proposals, which are ancestors of
leaders. When the fast path is enabled, each leader must be
able to distinguish between 1-valent and 0-valent vertices and
commits only 1-valent ones.

Assume vertices u and u′ are in round r and vertex v is
in round r + 2. We note that when u is observed by n− f
vertices of round r+ 1 (denoted as group G), at least f + 1
of those are observed by v. This is because every vertex in
round r+2 (e.g., v) observes n− f = 2 f +1 vertices, among
which at least f + 1 are in G . On the contrary, if at least
n− f vertices of round r+1 have not observed u′, there exist
no f + 1 vertices (of round r+ 1) observing u′. The above-
mentioned properties provide us a way to distinguish between
1-valent and 0-valent vertices.

We say a node i decides a round r, if every proposal of
round r has been decided univalent from i’s perspective.
Round r can be decided in either of the following two ways:

1. (fast path) when vertices of round r+1 help decide round
r; and,

2. (normal path) when a selected leader of round r′ > r+1
helps decide round r.

To ensure the safety property, the following invariant must
hold:

Invariant 4.1. For any round r, if a group of vertices V is
decided 1-valent by node i via the fast path, while a group of
vertices V ′ is decided 1-valent by node j via the normal path,
then V = V ′.

We then give the following definition.

Definition 4.2 (Strongly observe). We say vertex v in round
r′ ≥ r+2 strongly observes vertex u in round r, if there are
(at least) f +1 vertices of round r+1 connecting v and u.

Correspondingly, we have the following important invari-
ants:

Invariant 4.2. if vertex u in round r is observed by 2 f + 1
vertices of round r+1, then every vertex of round r′ ≥ r+2
strongly observes u.
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Figure 5: Example for Chitu fast path (n = 4). Dotted circles
denote 1-valent vertices, while dotted lines denote edges en-
abling the leader vertex to commit the same set of vertices.

Invariant 4.3. if vertex u′ in round r is observed by less than
f +1 vertices of round r+1, then no vertex of round r′≥ r+2
strongly observes u′.

Invariants 4.2 and 4.3 play crucial roles in designing Chitu.
For each vertex u in round r, if either u is observed by at
least 2 f +1 vertices of round r+1, or u cannot be observed
by f +1 vertices of round r+1, round r can be decided. In
this case, if node i decides round r but node j (temporarily)
skips round r and decides r + 2, any vertex in round r + 2
can distinguish between those that are strongly observed and
those not, and only decide strongly observed ones in round r.
Generally, the leader of round r′ = r+2k (k ∈ N+) can help
decide round r in an indirect way. Figure 5 gives an example.

4.2 DAG construction

Each vertex v represents a proposal broadcast by a single
node. It contains basic information such as a round number r,
a source which identifies the node who created v, a block of
transactions, and, most importantly, a set of edges which refer
to vertices of the last round. Each node maintains a local copy
of the DAG according to messages it receives. A vertex v is
added into the DAG if v is delivered by BRB. A node i enters
round r+1 and makes a new proposal if node i has delivered
n− f vertices of round r.
Reliable Broadcast (BRB). In Chitu reliable broadcast proto-
col, a vertex goes through two communication phases. We de-
note two types of messages by VAL and PREPARE. Each node
i first broadcasts a VAL message when starting a new round
r, containing a new vertex v proposed by i. Upon receiving
VAL message or f +1 PREPARE messages for the same vertex
v, node i checks the validity and broadcasts a signed PRE-
PARE message. As an optimization, f +1 PREPARE messages
guarantee that the corresponding VAL message is received
by at least one correct node and hence can be received by i
eventually. Upon receiving n− f PREPARE messages for the
same vertex v, v can be delivered, i.e. added into the local
DAG. Note that if node i receives v from node j but has not

delivered some vertex v′ connected by v, it can ask j for v′

that must be in j’s local DAG. After each of n− f vertices in
round r collects n− f PREPARE messages, node i can advance
to the next round (§4.4 presents an optimization that delays
the advancement).
Weak edges. As n− f nodes may quickly move forward, ver-
tices proposed by other slow nodes may be constantly ignored.
To solve this problem, Chitu can also leverage weak edges
proposed in DAG-rider [53], enabling vertex v in round r to
weakly connect to vertex v′ in round r′ < r−1. Then, v′ can
be committed if v is committed. Since vertices proposed by a
single node are chained and totally ordered, each vertex only
needs to connect to at most n = 3 f +1 vertices in previous
rounds, each of which is from a different node.

4.3 Commit rules
Each node decides vertices round by round merely based on
its local view of the DAG. For a vertex v in round r, it connects
at least n− f vertices of round r−1, which can be considered
the proposer of v votes for vertices connected by v but vetoes
others not.
Fast path. Through the fast path, round r+ 1 helps decide
round r when node i delivers n− f or more vertices of round
r+1. We denote three statuses for a vertex v in round r:

• 1-valent: v is 1-valent if at least n− f vertices of round
r+1 observe v.

• 0-valent: v is 0-valent if at least n− f vertices of round
r+1 do not observe v.

• bivalent: v is bivalent if it is possible that more than f
but less than n− f vertices of round r+1 observe v.

Both 1-valent and 0-valent are univalent, while bivalent
indicates that v is temporarily unsettled and may need to wait
for decisions of subsequent rounds. The local DAG of node
i changes dynamically, so the status of each vertex may also
change as i keeps delivering new vertices. However, 1-valent
and 0-valent are incompatible, meaning that if some correct
node decides vertex v 1-valent, no correct node may ever
decides v 0-valent (but v can be bivalent temporarily). If every
vertex v in round r is decided univalent, node i can decide
round r with all the 1-valent vertices (due to Invariants 4.2
and 4.3 in §4.1).
Normal path. Chitu selects leaders by random coins (like
Tusk) to survive malicious schedulers that can totally control
message delivery. Leader vertices are used to (recursively)
decide preceding rounds, if the fast path does not work.

In the same vein as DAG-Rider and Tusk, we say a leader
vertex v in round r is valid, if (1) v is observed by at least
f +1 vertices of round r+1, or (2) v is observed by the next
valid leader vertex in round r′ = r+2k (k ∈N+). Note that in
Chitu leader vertices in odd (even) rounds only decide vertices
in odd (even) rounds, i.e., odd and even rounds are separated.
This is because two leader vertices in consecutive rounds, e.g.,
round r and r+1, may not have a path in the DAG. With a
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valid leader vertex v in even (odd) round r, a node decides
all the previous even (odd) rounds that have not be decided.
Like Tusk, these rounds are decided recursively. Each round
is decided either by v, or by v′ that is made valid by v (i.e.,
observed by v). In each round, every vertex strongly observed
by v (or v′) is decided 1-valent while the others are decided 0-
valent. Such a rule ensures that every round is decided either
by the fast path or by the same leader vertex.

Finally, node i commits round r if (1) all the preceding
rounds are committed; and (2) round r is decided. That is to
say, each node must commit rounds sequentially, though odd
and even rounds are decided independently. Once round r is
committed, all the ancestors of the 1-valent vertices of round
r are also committed indirectly, thanks to DAG structure.
Leader selection. When n− f vertices in round r + 1 are
delivered, node i broadcasts its signature share (for threshold
signatures) and later determines the leader vertex of round
r. With the help of the leader vertex, node i tries to decide
round r−2 and all the preceding odd (or even) rounds recur-
sively. Finally, if round r and every preceding round r′ < r
are decided, node i commits rounds sequentially till round r.
Figure 6 depicts an example for Chitu commit rules.

4.4 Adaptive wait

Motivation. Consider the DAG construction stated in §4.2,
each vertex is, on average, connected by n− f vertices of the
next round, which is exactly the 1-valent condition via the
fast path. However, due to discrepancy in latency between
nodes, some vertices may be connected by more than n− f
edges while others are not. Those connected by more than f
but less than n− f edges cannot be decided via the fast path.
To mitigate this problem, intuitively more edges are needed
to help those vertices become 1-valent, by nodes trying to
wait for more than n− f vertices delivered to advance to the
next round. It is irrational to simply (re-)introduce a timeout
mechanism (i.e. waiting ∆ time) here, for a deterministic
timeout is always an inevitable barricade on the fast path. It is
also difficult to quantify ∆ in unstable asynchronous networks.
Besides, we must guarantee that such a wait will not prevent
correct nodes from proceeding.
Adaptive mechanism. We observe that any vertex v received
by f +1 nodes can be propagated to every correct node even-
tually (even with f faults). We say this kind of vertices are pre-
accepted. In our adaptive wait mechanism, a node i keeps wait-
ing for every pre-accepted vertex v to be delivered (through
BRB), so long as the sender of v does not broadcast two dis-
tinct vertices in a round. Such an adaptive mechanism creates
a gap between when a node i delivers n− f vertices of round
r and when i enters round r + 1, effectively increasing the
chance of connecting more vertices in round r. Besides, since
i keeps receiving new messages while waiting, i may notice
more pre-accepted vertices to wait for.

To guarantee that every pre-accepted vertex v can be de-
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Figure 6: An example for commit rules of Chitu. Dotted circles
denote strongly observed vertices in each round. The number
in each circle denotes the round after which the corresponding
vertex is committed. Rounds 1 and 2 are decided through
the fast path, and thus their strongly observed vertices are
committed immediately. In round 1, the vertex proposed by
node 3 is committed indirectly by round 2, as it is observed
by the strongly observed vertices of round 2. Since round 3
is decided through random coins, even if round 4 is decided
through the fast path, it cannot be committed until the leader
vertex v1 of round 5 is selected, which decides round 3. In
round 3, the vertex proposed by node 2 can also be committed
because it is observed by a strongly observed vertex (node 0)
in round 4.

livered or an equivocation can be detected, node i needs to
forward the VAL and f +1 PREPARE messages for v to all the
other nodes while waiting. This forwarding scheme enables
other (correct) nodes to vote for v or detect the malicious
behavior of the sender of v. In the first case, all correct nodes
eventually collect n− f PREPARE messages for v; in the sec-
ond case, all correct nodes stop waiting for v and enter the
next round if no other pre-accepted vertex exists.

4.5 Performance analysis
We first analyze the performance of Chitu and Tusk (see Ta-
ble 1). Chitu has a fast path that can quickly commit all ver-
tices in 2 rounds. Specifically, when f nodes crash, Chitu
always goes through the fast path. Through random coins, the
probability to select a valid leader vertex is at least f+1

3 f+1 > 1
3 .

Thus, in expectation, there exists a valid leader vertex in every
three odd (even) rounds. Chitu can commit a round r only if
both odd and even rounds after r select a valid leader vertex.
Therefore, Chitu commits a round in every six rounds through
random coins. Tusk has the same expected time complexity
(through random coins), though it selects a leader vertex in
every odd round. Chitu introduces an all-to-all message pat-
tern in its Byzantine Reliable Broadcast (BRB), and thus has
O(n2) message complexity and 2 message delays per round.
As for communication complexity, each vertex v in round
r+1 must connect to at least 2 f +1 vertices in round r, each
of which contains 2 f +1 signatures. The complexity of each
VAL messages is O(n2). Every node is allowed to propose
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a new vertex in each round, thus the total communication
complexity is O(n4) as the expected time complexity is O(1).
Tusk has the same communication complexity due to the same
reason.

Table 1: Performance analysis of Chitu and Tusk. Note that
the worst case indicates time complexity (message delays) in
expectation.

Best Normal Worst Message Communication
case case case complexity complexity

Chitu 4 9 15 O(n3) O(n4)

Tusk 14.5 14.5 25 O(n2) O(n4)

Furthermore, Table 2 compares Chitu, MyTumbler and Red-
Belly regarding their time complexities (message delays), as
they all adopt the Fair-Fallback Framework.

Table 2: Performance analysis of the protocols following the
Fair-Fallback framework.

Best case Worst case Timing model
Chitu 4 O(1) asynchrony

MyTumbler 4 O(log2 n) asynchrony
Red Belly 4 - partial synchrony

MyTumbler uses SuperMA, a multi-valued agreement pro-
tocol to commit proposals in three message delays in the best
case, and another one message delay to pass timestamps for
execution. If an adversary totally controls message schedul-
ing, however, MyTumbler explicitly runs n asynchronous bi-
nary agreement instances, each within a SuperMA instance
and has O(1) time complexity in expectation, resulting in
at least O(log2 n) time complexity in total. Red Belly also
commits proposals in four message delays in the best case,
i.e., Propose, Echo, Ready and Decide. Red Belly further uses
DBFT, a partially synchronous binary agreement protocol, to
resolve ambiguity. DBFT selects a weak coordinator to sug-
gest a value. It is not straightforward or fair to compare the
worst-case performance between partially synchronous (Red
Belly) and asynchronous (Chitu and MyTumbler) protocols
as they target different timing models. In summary, the key
advantages of Chitu over MyTumbler are the worst-case per-
formance and simplicity (thanks to DAG). Unlike Red Belly,
Chitu provides liveness under asynchrony and has no timers
on the execution path.

4.6 Sketch of proof

Safety. First, BRB guarantees that any node can make at most
one vertex delivered in a round and correct nodes will not
deliver different vertices proposed by the same node. Then,
since Chitu commits vertices round by round, we prove that
in each round the same set of vertices are decided 1-valent,

no matter via the normal path or the fast path. Assume nodes
i and j decide V and V ′ in round r, respectively.

Case I: Both i and j decide round r via the normal path.
W.l.o.g, assume i decides V by the leader vertex v1 in round
r1 ≥ r+2, while j decides V ′ by the leader vertex v2 in round
r2 ≥ r1 +2. v1 is observed by f +1 vertices of round r1 +1,
and v2 observes at least 2 f +1 vertices in round r1 +1. Since
( f +1)+(2 f +1)> 3 f +1, v1 is observed by v2. Recursively,
j must decide round r by the leader vertex v1 but not v2.

Case II: i decides round r via the normal path, while j
decides round r via the fast path. Assume i decides V by
the leader vertex vl in round r′ ≥ r + 2, which observes at
least 2 f + 1 vertices in round r + 1. For any v ∈ V ′, v is
observed by at least 2 f + 1 vertices in round r + 1. Since
these two groups of 2 f +1 vertices intersect at f +1 vertices,
by Definition 4.2 v is strongly observed by vl , i.e., v ∈ V . In
contrast, for any v′ /∈ V ′, v′ is obeserved by less than f + 1
vertices in round r+1, and thus v′ cannot be strongly observed
by vl , i.e., v′ /∈ V . Therefore, V = V ′.

Case III: Both i and j decide round r via the fast path.
Assume there exists a vertex v ∈ V but v /∈ V ′. In i’s view v
is observed by at least 2 f +1 vertices in round r+1, while in
j’s view v is not observed by at least 2 f +1 vertices in round
r+1. Since these two groups of 2 f +1 vertices intersect at
f +1 vertices, at least one correct node proposes two different
vertices in round r+1. A contradiction. For each vertex, any
two correct nodes must decide it with the same univalent
status, and thus all 1-valent vertices and their causal histories
are committed in the same order.
Liveness. We first argue that for every round r, there are at
least f +1 vertices strongly observed by the next valid leader
vertex vl in round r+ 2k (k ∈ N+). At least 2 f + 1 vertices
in round r+ 1 are observed by vl , denoted by G . The total
number of edges G provides to round r is at least (2 f +1)|G |.
By Definition 4.2, a vertex in round r is strongly observed by
vl if observed by at least f + 1 vertices in G . In round r, if
only f vertices are strongly observed by vl and observed by all
vertices in G using the most edges, and the rest 2 f +1 vertices
are observed by only f vertices in G , the total number of edges
is f |G |+(2 f + 1) f ≤ f |G |+ |G | f = 2 f |G | < (2 f + 1)|G |.
Thus, there are at least f +1 vertices strongly observed by vl ,
i.e., satisfying the rule of valid leaders. Since the adversary
cannot know the leader of round r until 2 f + 1 vertices of
round r + 1 are delivered, it is impossible to control their
edges to impede it becoming valid. Thus, the probability to
select a valid leader is at least f+1

3 f+1 > 1
3 . As the protocol runs

round by round, with probability 1 the leader of some round
r is valid, and then all rounds r−2k (k ∈ N+) are decided.

5 Performance Evaluation

We implement Chitu in Golang, using noise [7] for
asynchronous networking. We use SHA256 to com-
pute hash values and Ed25519 to sign and verify sig-
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natures, implemented by Golang crypto library. Boneh-
Lynn-Shacham (BLS) threshold signatures are used
to construct random coins, computed by bls-eth-go-
binary [2]. GoGo Protobuf [5] library is used for serial-
ization. The code is available at https://github.com/
Decentralized-Computing-Lab/ChituBFT.

We compare Chitu to Tusk [32] and BullShark [76], two
representative DAG-based BFT protocols, with open-source
implementations [3, 6]. Tusk and BullShark have the same
structured DAG provided by Narwhal [32] but with different
consensus protocols. Narwhal introduces additional worker
nodes to disseminate blocks separately, leaving the primary
nodes only running consensus protocol.

We run experiments on AWS EC2, with t3.2xlarge in-
stances with 8 vCPUs, 32 GiB RAM and 5 Gbps Network
burst bandwidth, running Ubuntu 22.04.4 LTS. Nodes and
clients are deployed over 5 different regions across the globe:
Ohio, Singapore, Tokyo, Canada (Central) and Frankfurt. The
average RTT among 5 regions is 135 ms. For each node, there
is a client running in the same region and sending a given
number of requests to it per 50 ms (i.e. client rate). Each node
gathers requests into blocks and proposes them when a new
vertex is generated. We measure end-to-end latency as the
time elapsed from when the client sends its request till when
the client receives the confirmation from the same node. In
all experiments, we set request size to 1000 B, which rep-
resents the trend towards larger transactions for Blockchain
applications such as Bitcoin [1] and Ethereum [4].

5.1 Fault-free performance

We first compare the performance of Chitu, Tusk and Bull-
Shark when there is no fault. We gradually increase the rate
that clients send requests until the system is saturated. We run
experiments at different scales (n = 4, n = 10 and n = 100).
When n = 4, nodes and clients are deployed in Ohio, Singa-
pore, Tokyo and Frankfurt.

Figures 7 to 9 show the results. The end-to-end latency
of Chitu is around 500 ms when the system is not saturated.
Compared to Tusk, Chitu achieves up to 82.5% (440 ms versus
2519 ms) and 82.2% (485 ms versus 2729 ms) reduction in
latency when each client sends 100 requests for every 50 ms,
when n = 4 and n = 10 respectively. This is due to three
reasons. First, most vertices in Chitu are committed via the
fast path at small scales, where in the best case only four
communication phases (i.e. two DAG rounds) are taken and
random coins are bypassed. Second, in the normal path, the
probability to select a valid leader is higher in Chitu than in
Tusk and BullShark, for more edges are connected between
rounds thanks to the wait mechanism. Third, Chitu trades off
message complexity for less communication phases per round.
With the moderately large number of nodes, the latency of
Chitu is still much lower than that of Tusk and BullShark,
with around 50% vertices committed via the fast path when

n = 100.
Limitation. The percentage of fast-path commits becomes
lower as the scale grows. Assume the evolvement of each
vertex is an independent event, and the probability of a vertex
being connected by more than 2 f or less than f +1 vertices
(i.e., 1-valent or 0-valent) is p. As the number of nodes grows,
the probability that a round goes through the fast path is thus
pn, impeding larger-scale deployments. A possible solution
to mitigate this problem is to select a subset of nodes as
proposers while leaving others as validators, a typical way
permissionless blockchains adopt to achieve scalability [42,
49]. We however leave this direction to future work.

BullShark has lower latency than Tusk since BullShark pre-
selects a leader in each odd round and can commit vertices
within 3.5 DAG rounds, while Tusk has to go through random
coins and selects a valid leader every six rounds in expectation.
Chitu has the advantage over BullShark not only in taking
fewer rounds to commit vertices via the fast path, but also the
leaderless feature and the way of advancing rounds. Nodes in
BullShark additionally wait for a predefined leader to become
valid (or at most ∆ time), which may take longer time when
the proposer of such a vertex is slow.
Wait mechanism. To further analyze the effects of the wait
mechanism, we compare the average and 95%ile latency, and
the percentage of fast-path commits, of Chitu with and without
the wait mechanism. Figure 10 shows the result when n = 4
at four request rates corresponding to the points highlighted
in Figure 7. With the wait mechanism, almost all vertices are
committed through the fast path when the system is not satu-
rated, achieving 99.5% when the request rate is 100 requests
per 50 ms. In contrast, without the wait mechanism, only 12%
vertices are committed through the fast path at the same re-
quest rate, with 1.75x latency (772 ms vs. 440 ms). This is
mainly because the normal path takes eight communication
phases to commit vertices. As the request rate grows, each ver-
tex contains more requests and takes more time to propagate,
which directly increases latency. Without the wait mechanism,
it becomes more difficult to propagate vertices proposed by
slow nodes, and hence they can be decided 0-valent via the
fast path more easily. Thus, the percentage of fast-path com-
mits becomes higher under slightly heavier workloads, but
still much lower than that with the wait mechanism.

The wait mechanism helps a node observe as many ver-
tices as possible, except those propagated by very slow nodes.
These vertices may be observed by other f +1 but less than
n− f nodes also due to the wait mechanism, leading to the
failure of the fast path. Thus, with the wait mechanism, the
percentage of fast-path commits becomes a little lower under
the heavier workload (but still around 92.5%). Moreover, as
the scale grows, the probability of achieving fast termination
without the wait mechanism declines rapidly. When n = 10,
almost no round goes through the fast path without the wait
mechanism, even as the request rate increases, due to the simi-
lar limitation discussed above. Therefore, the wait mechanism
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Figure 10: Performance with
and without wait mechanism.

is critical for enabling the fast path.

5.2 Performance under crash faults

We then measure the performance of Chitu, Tusk and Bull-
Shark when disabling f nodes in advance, as there is no
separation between normal case and view change in these
protocols, i.e., Tusk, BullShark and Chitu have no failover to
execute. The faulty nodes may crash or purposely keep silent.
We run the experiments at different scales (n = 4, n = 10 and
n = 100).

Figure 11 to 13 depict the results. Chitu has lower latency
and higher peak throughput in this scenario. When f nodes
crash, each vertex can observe only n− f vertices of the last
round. This implies that each vertex are observed by exactly
n− f vertices of the next round, and hence Chitu can com-
pletely skip random coins and terminate deterministically in
this particular scenario, as no vertex is bivalent. The fast path
takes four communication phases to determine that the rest f
vertices (if exist) cannot be observed by more than f vertices,
i.e., they must be 0-valent. However, in this scenario, each
node needs to deliver vertices from all the others to advance to
the next round, which may not be the fastest n− f nodes in the
fault-free scenario. Therefore, the latency of Chitu under the
light workload slightly increases to around 550 ms at small
scales. The peak throughput of all the protocols degrades in
this case, as f faulty nodes cannot make proposals anymore.
Nonetheless, it is noteworthy that the peak throughput of Chitu
decreases by the least and is higher than the other two. This is
because the wait mechanism cannot be triggered when there
are only n− f vertices in each round, and there is no need to
forward the votes for pre-accepted vertices.

Compared to Chitu, Tusk and BullShark suffer a larger
increase in latency under crash faults. Tusk always relies
on random coins to terminate. With f faults, the selected
leader is less likely to be valid, for with probability 1

3 it is
faulty. As for BullShark, such a high-latency problem even
gets worse. BullShark requires each node to additionally wait
∆ time, during which the pre-selected leader can be delivered.
However, if the proposer is faulty (with probability 1

3 ), such
a timeout is located on the critical path. The default value of
∆ is set to 5 sec in BullShark’s open-source implementation.

The average latency of BullShark increases to more than 5
sec at all scales. By this experiment we show the benefit of
offloading the fallback mechanism when correct nodes can
reach agreement leaderlessly.

5.3 Performance under Byzantine faults

Byzantine nodes may badly affect the performance of Chitu,
especially by purposely disabling the fast path. Since it is
difficult to manipulate message scheduling in practice, we
evaluate Chitu in a typical scenario: (1) the fast path is dis-
abled; (2) the wait mechanism is maliciously exploited by
the adversary, so that each node has to deliver n vertices to
advance to the next round; and, (3) Byzantine nodes dissemi-
nate their proposals with no payload and do not participate in
message exchange of any proposal.

We run the experiment with n = 10, where one node in
Canada Central and two nodes in Frankfurt are Byzantine
faulty. Figure 15 depicts the results. When the system is not
saturated (Figure 15a), the average latency under Byzantine
faults is about 2x more than that under crash faults. This is
mainly because the normal path takes 2x more communi-
cation phases than the fast path. The peak throughput (Fig-
ure 15b) moderately degrades under Byzantine faults com-
pared to the one with f crash nodes. This is because it takes
more bandwidth overhead for correct nodes to deliver the
vertices proposed by Byzantine nodes, i.e. more PREPARE
messages broadcast and forwarded. However, the wait mecha-
nism also plays a role in synchronization, making slow nodes
catch up with the pace of fast nodes. Therefore, the measured
degradation of the peak throughput is acceptable, decreased
by 5.78% (from 65.7 ktps to 61.9 ktps).

Note that one Byzantine node is sufficient to disable the fast
path if the node can make its proposal bivalent (i.e., observed
by more than f but less than n− f vertices of the next round).
In reality, initiating such an attack is a bit tricky because the
Byzantine node must send its proposal at an appropriate time.
Consider the all-to-all pattern of the Chitu broadcast, its adap-
tive wait mechanism, and even gossip-like communication in
large-scale blockchains, the attack is feasible but not trivial.
Nonetheless, even if the fast path is turned off, Chitu still has
the fallback that provides acceptable performance.
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Figure 11: n = 4, 1 fault.

0 10 20 30 40 50 60
Throughput (ktps)

0

2

4

6

8

10

La
te

nc
y 

(s
)

Chitu
Tusk
BullShark

Figure 12: n = 10, 3 faults.
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Figure 13: n = 100, 33 faults.

N.Virginia Ohio N.California Sydney
Region

0.0

0.5

1.0

1.5

2.0

2.5

La
te

nc
y 

(s
)

Chitu
Tusk
BullShark

Figure 14: Performance with
skewed distribution.

Ohio Singapore Tokyo Canada Frankfurt
Region

0.0

0.2

0.4

0.6

0.8

1.0

1.2

La
te

nc
y 

(s
)

fault-free
3 crash faults
3 Byzantine faults

(a) latency on different regions

0 20 40 60 80
Throughput (ktps)

0

1

2

3

4

5

6

7

La
te

nc
y 

(s
)

fault-free
3 crash faults
3 Byzantine faults

(b) latency vs. throughput

Figure 15: Performance under Byzantine faults (n = 10).

5.4 Performance with skewed distribution

Finally, we measure the performance of Chitu, Tusk and Bull-
Shark with more skewed node distribution. We run the exper-
iment with n = 4 nodes in N.Virginia, Ohio, N.California and
Sydney respectively. Three of them are in the US, with lower
round-trip latency among one another, while Sydney is far
away from them. We set the request rate to 50 requests per
50 ms (not saturated) and measure the average and 95%ile
latency of each region.

The results are presented in Figure 14. In this particular
setting, three nodes in the US are capable of pushing forward
DAG construction, while the node in Sydney fails to keep
pace with others. Even if Chitu has the wait mechanism, al-
most no vertices from Sydney are observed by those in the
US, as the physical distance brings too much delay. Similarly,
Tusk can move on with only three nodes in the US and hence
has no data in Sydney. In contrast, BullShark and Chitu further
leverage weak edges, which can connect to “outdated” ver-
tices of previous rounds, though with a significantly increased
latency.

The latency of Chitu is still lower than that of Tusk and
BullShark in all regions. The reason is similar to the case
when f nodes crash, where the fast path is enabled in Chitu,
but proposals from the node in Sydney are committed with the
help of weak edges. Tusk also outperforms BullShark in N.
Virginia, Ohio and N. California. This is because BullShark
periodically selects the node in Sydney as a leader, which
delays the progress of the whole system. This result further

demonstrates the effectiveness of the fast path in Chitu, as it
relies on no special role.

6 Related Work

Partially synchronous protocols. A big family of BFT pro-
tocols are designed under partial asynchrony, where addi-
tional timing assumptions are used for electing a special
role [17,22,27,44,56,76,80]. We argue that they prematurely
rely on leader election and timing assumptions to resolve
potential divergences among nodes, which are not necessary
when correct nodes can quickly reach consensus in a leader-
less manner. Our framework can also be applied to partially
synchronous protocols, e.g., integrating the fast path with
Bullshark [76] and treating leader election as a fallback mech-
anism.
Classical asynchronous protocols. Asynchronous protocols
ensure safety and liveness properties despite network asyn-
chrony. Asynchronous protocols can be traced back to the
1980s, when the seminal works of Rabin [72] and Ben-Or [13]
were proposed. HoneyBadgerBFT [66] is considered the first
practical solution, which makes use of a reliable broadcast pro-
tocol [20] and a randomized binary agreement protocol [68]
to construct a common subset among all correct nodes. Since
then, numerous variants [36, 46, 47, 79] are proposed, which
greatly improve the performance of asynchronous protocols.
However, they still put randomization on execution paths, and
thus only achieve probabilistic termination. One exception
is Bolt [63], a mechanism that explicitly switches between a
fast pah (i.e., Fastlane in the original paper) and a pessimistic
path. Bolt however reintroduces timer to trigger switching to
pessimistic path. A similar idea of fast termination in Chitu
can be applied to classical asynchronous protocols, which we
leave for future work.
Certified DAGs. In contrast to classical protocols, DAG-
based variants [11, 32, 53, 76] embed consensus into DAG
construction, which not only reduces the number of messages
needed, but greatly simplifies the design and implementa-
tion. Chitu, by leveraging the similar structure, also possesses
the simplicity feature. In contrast to DAG-Rider [53] and
Tusk [32], Chitu has the fast path that can bypass random
coins. Autobahn [43] is a recently proposed DAG protocol
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that incorporates a partially synchronous consensus mecha-
nism into an asynchronous DAG construction layer, such that
Autobahn can both reduce latency (compared to existing DAG
protocols) and maintain the seamlessness feature of DAG pro-
tocols. Autobahn still relies on a correct leader to quickly
reach consensus, while Chitu goes through the fast path in a
pure leaderless manner. Shoal [75] and Shoal++ [9] leverage
a reputation mechanism to select fast and stable nodes as an-
chors (leaders), in order to eliminate timeouts in most cases.
Shoal++ further introduces a fast commit rule to quickly com-
mit anchors. Sailfish [74] allows to select leader vertices in
every round (rather than once every two or more rounds), thus
reducing end-to-end latency.
Uncertified DAGs. Best Effort Broadcast (or uncertified
DAG) helps reduce the number of message exchanges per
round compared to certified DAG, but complicates fault han-
dling logic as malicious nodes may send distinct proposals
to different nodes. BBCA-CHAIN [64] leverages a variant
of Byzantine Consistent Broadcast (BCB) named BBCA to
broadcast only leader blocks, while non-leader blocks can be
propagated by Best Effort Broadcast. Mahi-Mahi [51] man-
ually configures the number of leader slots for each round
and selects leaders using a global coin (randomization). Mys-
ticeti [10] is a partially synchronous protocol that achieves
three message delays in the best case. Mysticeti and Chitu
share similarities in distinguishing between proposals that are
observed or supported by 2 f + 1 subsequent proposals and
that are not observed by 2 f +1 proposals, but Mysticeti still
waits timeout for a primary block of each round in order to
provide liveness. In contrast to uncertified DAGs, Chitu fol-
lows the paradigm of certified DAG (like Tusk and Bullshark)
and has no special role in its fast path but treats every proposal
equally. We envision that by integrating the idea of Chitu into
an uncertified DAG, we may further reduce commit delays
for both paths.
Fast path. In recent years, numerous BFT variants [10,18,31,
74, 75] are proposed with a fast path. Most of them rely on a
leader or some special role to coordinate consensus. Their fast
path inevitably assumes the correctness of the single leader
and puts ∆ on the critical path, thus incurring additional wait-
ing time if such a role crashes or be partitioned. Besides,
more message delays may be introduced if they resort to a
new leader to take over and move forward. The framework
we study in this paper, in contrast, can quickly skip faulty
or slow nodes in a responsive manner. There are three ex-
ceptions, which together motivate our study: Red Belly [30]
under partial synchrony model, and HashGraph [11] and My-
Tumbler [62] under asynchrony model. Hashgraph uses a
gossip protocol to disseminate proposals and derives consen-
sus results from a DAG of degree two. Although the general
idea of the fast path of Chitu shares similarities with Hash-
graph, it may incur exponential latency [32] when some nodes
are Byzantine. Therefore, integrating a fallback mechanism
is critical to mitigating adverse effects on performance dur-

ing an attack. Red Belly still puts timers on the fast path
for aborted proposals, while Chitu can quickly terminates
even if some proposals are 0-valent. MyTumbler sequences
proposals based on physical timestamps and bypasses ran-
dom coins when correct nodes input the same value into a
binary agreement protocol. Our idea also shares similarity
with MyTumbler in skipping random coins if correct nodes
are convergent on a proposal, but MyTumbler relies on a bi-
nary agreement protocol to reach consensus. In the worst case,
however, the time complexity of MyTumbler grows to at least
O(log n) [14, 47]. Dumbo-NG [41] is an asynchronous proto-
col that concurrently runs transaction dissemination and asyn-
chronous agreement, mitigating the tension between through-
put and latency.
Other related work. Some BFT protocols [12, 33, 52, 59]
make use of trusted hardware to prevent equivocation, so as
to ensure both safety and liveness with only n = 2 f +1 nodes.
Such a model can further simplify the design of Chitu. Al-
though we only gave the solution in permissioned settings,
Chitu would be a promising approach also for permissionless
blockchains [23,39,42,69] when integrating with a Sybil [35]
resistance measure such as Proof-of-Work [50] or Proof-of-
Stake [54]. As Chitu resorts to all-to-all communication to
disseminate and collect votes (PREPARE messages), its com-
munication complexity can be further reduced by using a
gossip protocol [15, 71] or threshold signatures [55].

7 Conclusion

In this paper we discussed a generic framework for reducing
latency in BFT consensus protocols. We then presented Chitu,
a DAG-based protocol following this framework. Chitu not
only retains the simplicity feature of DAG protocols, but can
also bypass expensive random coins and achieve consensus
efficiently, when most nodes are in consistency about their
observations. We implemented Chitu and conducted extensive
experiments on Amazon EC2 platform. Through evaluation
we showed that Chitu can effectively reduce latency in several
typical scenarios, compared to existing DAG protocols. Our
framework opens avenues for future work. Other partially
synchronous or asynchronous protocols, or protocols under
crash fault model, can also adopt a similar idea to achieve fast
termination.
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Fernando Pedone. How Robust Are Synchronous Con-
sensus Protocols? In Silvia Bonomi, Letterio Galletta,
Etienne Rivière, and Valerio Schiavoni, editors, 28th
International Conference on Principles of Distributed
Systems (OPODIS 2024), volume 324 of Leibniz In-
ternational Proceedings in Informatics (LIPIcs), pages
20:1–20:25, Dagstuhl, Germany, 2025. Schloss Dagstuhl
– Leibniz-Zentrum für Informatik.

[68] Achour Mostefaoui, Hamouma Moumen, and Michel
Raynal. Signature-free asynchronous byzantine consen-
sus with t < n/3 and o(n2) messages. In Proceedings of
the 2014 ACM Symposium on Principles of Distributed
Computing, PODC ’14, page 2–9, New York, NY, USA,
2014. Association for Computing Machinery.

[69] Satoshi Nakamoto. Bitcoin: A peer-to-peer electronic
cash system. Technical report, Manubot, 2019.

[70] Oded Naor, Mathieu Baudet, Dahlia Malkhi, and Alexan-
der Spiegelman. Cogsworth: Byzantine view synchro-
nization. CoRR, abs/1909.05204, 2019.

[71] Ray Neiheiser, Miguel Matos, and Luís Rodrigues.
Kauri: Scalable bft consensus with pipelined tree-based
dissemination and aggregation. In Proceedings of the
ACM SIGOPS 28th Symposium on Operating Systems
Principles, page 35–48, New York, NY, USA, 2021. As-
sociation for Computing Machinery.

[72] Michael O. Rabin. Randomized byzantine generals. In
24th Annual Symposium on Foundations of Computer
Science (sfcs 1983), pages 403–409, 1983.

[73] Fred B. Schneider. Implementing fault-tolerant services
using the state machine approach: A tutorial. ACM
Comput. Surv., 22(4):299–319, December 1990.

[74] Nibesh Shrestha, Rohan Shrothrium, Aniket Kate, and
Kartik Nayak. Sailfish: Towards improving the latency
of dag-based bft. Cryptology ePrint Archive, Paper
2024/472, 2024. https://eprint.iacr.org/2024/
472.

[75] Alexander Spiegelman, Balaji Arun, Rati Gelashvili, and
Zekun Li. Shoal: Improving dag-bft latency and robust-
ness. In Financial Cryptography and Data Security:
28th International Conference, FC 2024, Willemstad,
Curaçao, March 4–8, 2024, Revised Selected Papers,
Part I, page 92–109, Berlin, Heidelberg, 2025. Springer-
Verlag.

[76] Alexander Spiegelman, Neil Giridharan, Alberto Son-
nino, and Lefteris Kokoris-Kogias. Bullshark: Dag bft
protocols made practical. In Proceedings of the 2022
ACM SIGSAC Conference on Computer and Communi-
cations Security, CCS ’22, page 2705–2718, New York,
NY, USA, 2022. Association for Computing Machinery.

[77] Chrysoula Stathakopoulou, Matej Pavlovic, and Marko
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Algorithm 1: Data structure and utilities for node i.
Local variables:

struct vertex v:
v.r - the round of v in the DAG
v.s - the node that proposes v
v.txs - a list of transactions
v.edges - a set of at least n− f vertices (of round v.r−1) linked by v

DAG[∗] - an array of sets of vertices with Quorum Certificate (QC)
txsToPropose - a queue, to which node i enqueues valid transactions from

clients

1: function path(u,v)
2: return ∃ a sequence of k ∈ N vertices v1,v2, · · · ,vk s.t. v1 = u,vk = v, and
∀ j ∈ [1 . . .k−1] : v j ∈ v j+1.edges

3: function createVertex(r)
4: wait until ¬ txsToPropose.empty()
5: v.r← r
6: v.s← i
7: v.txs← txsToPropose.dequeue()
8: v.edges← DAG[r−1]
9: return v

10: function getLeaderVertex(r)
11: j← chooseLeader(r) ▷ use a random coin
12: if ∃v ∈ DAG[r] s.t. v.s = j then
13: return v
14: else return ⊥

A Chitu Pseudocode

A.1 Data Structure and Utilities
The data structures and basic utilities of Chitu are specified in
Algorithm 1. Each vertex v represents a proposal broadcast by
a single node. It contains basic information such as a round
number r, a source which identifies the node who created v,
a block of transactions, and, most importantly, a set of edges
which refer to vertices of the last round. Each node maintains
a local copy of the DAG according to messages it delivers. For
each node i, we denote its local view of the DAG as DAG[∗].
DAG[r] for r ∈N+ stores a set of vertices that nodes generated
in round r and delivered by i. txsToPropose is a queue that
stores valid transactions from clients.

Function path(u,v) is used to check whether there is a
path from vertex u to vertex v in the DAG (Line 1), while
Function createVertex(r) is used to create a vertex with basic
information (Line 3). Function getLeaderVertex(r) computes
the selected leader of round r and returns the vertex if it is
delivered (Line 10). Otherwise, it returns ⊥. The leader of
round r is determined by a random coin.

A.2 DAG Construction
In Chitu Reliable Broadcast protocol, a vertex goes through
two communication phases. The pseudocode is given in Al-
gorithm 2. We denote two types of messages by VAL and
PREPARE. Node i first broadcasts a VAL message when start-
ing a new round r, containing a new vertex v proposed by it
(Line 1-3). Upon receiving VAL message or f +1 PREPARE
messages for the same vertex v, node i checks the validity
and broadcasts a signed PREPARE message (Line 4-5). Here,

Algorithm 2: Chitu DAG construction for node i.
Local variables: round← 1

1: procedure propose(r)
2: v← createVertex(r) ▷ see Alg. 1 Line 3
3: broadcast ⟨VAL,v,r⟩

4: upon receiving ⟨VAL,v,r⟩ from node p of round r or f +1 ⟨PREPARE,v,r⟩σ∗ for
the first time do

5: broadcast ⟨PREPARE,v,r⟩σi

6: upon receiving n− f ⟨PREPARE,v,r⟩σ∗ do
7: DAG[r]← DAG[r]∪{v}
8: if |DAG[r]|= n− f then
9: advanceRound(r)

10: procedure advanceRound(r)
11: if r ≥ round then
12: round← r+1
13: propose(round)

Algorithm 3: Chitu commit rules for node i.
Local variables: decided[∗]←{}

1: procedure tryFastPath(r)
2: one←{v ∈ DAG[r] : |{v′ ∈ DAG[r+1] : path(v,v′)}| ≥ n− f}
3: zero←{v ∈ DAG[r] : |{v′ ∈ DAG[r+1] : ¬path(v,v′)}| ≥ n− f}
4: if |one|+ |zero|= n then
5: decided[r]← one

6: procedure tryLeaderPath(r)
7: v← getLeaderVertex(r) ▷ see Alg. 1 Line 10
8: if v ̸=⊥ and |{v′ ∈ DAG[r+1] : path(v,v′)}| ≥ f +1 then ▷ valid
9: decideLeaderPath(v,r)

10: procedure decideLeaderPath(vl ,rl)
11: r← rl −2
12: decided[r]←{v ∈ DAG[r] : |{v′ ∈ DAG[r+1] :

path(v,v′)∧path(v′,vl)}| ≥ f +1}
13: v← getLeaderVertex(r)
14: if v ̸=⊥ and path(v,vl) then
15: decideLeaderPath(v,r)
16: else
17: decideLeaderPath(vl ,r)

f +1 PREPARE messages guarantee that the corresponding
VAL message is received by at least one correct node and
hence will be received by i definitely. Upon receiving n− f
PREPARE messages for the same vertex v, v can be delivered,
i.e. added into the local DAG (Line 6-7). Note that if node
i receives v from node j but has not delivered some vertex
v′ connected by v, it can ask j for v′ that must be in j’s lo-
cal DAG. Procedure advanceRound(r) is called after each of
n− f vertices in round r collects n− f PREPARE messages,
i.e., when |DAG[r]|= n− f (Line 8-9).

A.3 Commit Rules
The pseudocode of commit rules for node i is given in Al-
gorithm 3. Every time a new vertex is added in round r+1,
Procedure tryFastPath(r) is called to check whether round r
satisfies the rules for the fast path (Line 1-5). Moreover, i also
tries to decide round r− 2 and its preceding odd (or even)
rounds the with the help of the leader vertex in round r(Line 6-
9). When there exist n− f vertices in round r+1, node i can
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broadcast its signature share (for threshold signatures) and
later determine the leader vertex of round r (Line 7). Pro-
cedure decideLeaderPath(vl ,rl) recursively decides all the
preceding odd (or even) rounds by leaders (Line 10-17). Fi-
nally, if round r and all rounds r′ < r are decided, node i
commits rounds sequentially to round r.

B Chitu Correctness Proof

We formally prove the safety and liveness properties of Chitu.

B.1 Safety
We first give the agreement proof of the normal path in Chitu.

Lemma B.1. If a leader vertex v in round r is valid, then any
valid leader vertex v′ in the future round r+2k (k ∈ N+) has
a path to v.

Proof. The leader vertex v is valid only if v is observed by at
least f +1 vertices in round r+1. Since every vertex must
connect to at least 2 f +1 vertices in the previous round, there
are at least 2 f + 1 vertices in round r+ 1 observed by v′ in
round r+2. Considering the vertices in round r+1 have an
intersection by (2 f + 1)+ ( f + 1) > 3 f + 1, v′ must have a
path via at least 1 vertex in round r+ 1 to v. By induction,
any valid leader vertex v′ in round r+2k (k ∈N+) must have
a path to v.

Lemma B.2. Let v1 and v2 be the valid leader vertices in
round r and r+2k (k ∈ N+), respectively. If a correct node
enters the decide phase by v1 before v2, then no other correct
nodes enter the decide phase by v1 after v2.

Proof. We prove this lemma by contradiction. Since v1 is
selected to decide before v2, there is no directed path from v1
to v2 in the DAG. If some correct node enters the decide phase
by v1 after v2, then there is no path from v2 to v1. However,
by Lemma B.1, there must exist a path from one of them to
the other. A contradiction.

Theorem B.1 (Agreement of the normal path). For each
vertex, any two correct nodes decide it to the same univalent
status through the normal path.

Proof. If a correct node enters the decide phase by some valid
leader vertex v in round r, by Lemma B.1 all valid leader
vertices in round r− 2k (k ∈ N+) are learned. Then, with
Lemma B.2, any two correct nodes enter the decide phase
by all valid leader vertices in the same sequence, for odd
rounds and even rounds respectively. Since it can be seen as
pipelining to decide odd rounds and even rounds, the decide
results on these two are independent. Therefore, any two
correct nodes decide each round by the same leader vertex,
and hence decide the same univalent status on each vertex in
each round.

Theorem B.1 guarantees the agreement of the normal path
in Chitu. Then we prove the agreement of the fast path and
the normal path.

Lemma B.3. If a correct node considers a vertex v in round
r 1-valent through the fast path, then no other correct nodes
consider v 0-valent through the fast path, and vice versa.

Proof. We prove this lemma by contradiction. a correct node
considers v 1-valent through the fast path only if at least 2 f +1
vertices in round r+1 observe v. Assume v is considered 0-
valent by some correct node through the fast path, then at least
2 f +1 vertices in round r+1 do not observe v. The number
of vertices in round r+1 is (2 f +1)+(2 f +1)> 3 f +1. A
contradiction.

Lemma B.4. If a vertex v in round r is considered 1-valent
through the fast path, then v is strongly observed by the next
valid leader vertex vl in round r+2k (k ∈ N+) through the
normal path.

Proof. We prove this lemma by contradiction. v is considered
1-valent only if at least 2 f +1 vertices in round r+1 observe
v. Denote by S the set of vertices in round r+1 observed by
vl , |S| ≥ 2 f +1. Assuming v is not strongly observed by vl ,
by Definition 4.2 there are less than f +1 vertices in S that
observe v. Thus, at least f +1 vertices in S do not observe v.
The number of vertices in round r+1 is (2 f +1)+( f +1)>
3 f +1. A contradiction.

Lemma B.5. If a vertex v in round r is considered 0-valent
through the fast path, then v cannot be strongly observed
by the next valid leader vertex vl in round r+ 2k (k ∈ N+)
through the normal path.

Proof. We prove this lemma by contradiction. v is considered
0-valent only if at least 2 f +1 vertices in round r+1 do not
observe v. Denote by S the set of 2 f + 1 vertices in round
r+1 observed by vl . Assuming v is strongly observed by vl ,
by Definition 4.2 there are at least f + 1 vertices in S that
observe v. The number of vertices in round r+1 is (2 f +1)+
( f +1)> 3 f +1. A contradiction.

We give the total agreement of Chitu through different com-
mit paths:

Theorem B.2 (Agreement of different paths). For each vertex,
any two correct nodes decide it to the same univalent status.

Proof. Let i and j be two correct nodes. We prove this theo-
rem in three cases.

Case I: Both i and j decide vertex v through the fast path.
By Lemma B.3, v is decided to the same status by i and j.

Case II: i decides vertex v through the fast path while
j decides v through the normal path. By Lemma B.4 and
Lemma B.5, if v is considered 1-valent (0-valent) by i through
the fast path, then v can (cannot) be strongly observed by the
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next valid leader vertex in j’s view. Thus, v can be decided to
the same status as i by j through the normal path.

Case III: Both i and j decide vertex v through the normal
path. By Theorem B.1, v is decided to the same status by i
and j.

Theorem B.3 (Total order). Any two correct nodes commit
vertices with the same order.

Proof. Chitu commits vertices round by round consecutively.
By Theorem B.2, any two correct nodes have the same decide
result on each vertex, and hence can commit all vertices that
are decided 1-valent with the same pre-defined order in each
round. In the meantime, the causal history of these vertices are
also committed with the same order. Therefore, Chitu satisfies
total order.

B.2 Liveness
Lemma B.6. For every round r, there are at least f +1 ver-
tices strongly observed by the next valid leader vertex vl in
round r+2k (k ∈ N+).

Proof. A vertex must connect to at least 2 f +1 vertices in the
previous round. Denote by S the set of vertices in round r+1
observed by vl , |S| ≥ 2 f + 1. The total number of edges S
provide to round r is at least (2 f +1)|S|. By Definition 4.2, a
vertex in round r is strongly observed by vl if it is observed by
at least f +1 vertices in S. There are at most 3 f +1 vertices in
round r. Therefore, if only f vertices in round r are strongly
observed by vl , which are observed by all vertices in S using
the most edges, and the rest 2 f + 1 vertices in round r are
observed by only f vertices in S, the maximum total number
of edges is f |S|+(2 f + 1) f ≤ f |S|+ |S| f = 2 f |S| < (2 f +
1)|S|. Thus, there are at least f +1 vertices strongly observed
by vl .

Lemma B.6 shows that for every round r there are at least
f + 1 vertices each observed by at least f + 1 vertices in
round r+1. This connection feature is the same as the rules
of valid leaders, i.e., a leader vertex vl in round r is valid if vl
is observed by at least f +1 vertices in round r+1. Then the
following lemma is simply derived.

Lemma B.7. For every round r, there are at least f +1 ver-
tices that satisfy the rules of valid leaders.

Theorem B.4 (Termination of leader selection). In expecta-
tion, Chitu selects a valid leader vertex for odd (even) rounds
every 6 rounds in the DAG under an asynchronous adversary.

Proof. To select a leader vertex in round r, the random coin
is generated when 2 f + 1 vertices in round r+ 1 are added
to the DAG. Only after the DAG of the next round is fixed
can the adversary identify the leader of the round before, so
that it is impossible to manipulate the edges connected to
the leader. Since by Lemma B.7 at least f + 1 vertices in

each round satisfy the rules of valid leaders and the coin is
uniformly distributed, the probability to select a valid leader in
each selection is at least f+1

3 f+1 > 1
3 . Thus, in expectation, there

exists a valid leader every 3 selections. Since each selection
takes 2 rounds, and Chitu selects leaders for odd rounds and
even rounds respectively, in expectation, a valid leader for
odd (even) rounds is selected every 6 rounds in the DAG.

Lemma B.8. If a leader vertex v in round r is valid, then
any vertex in round r−2k (k ∈ N+) is decided to a univalent
status.

Proof. By Lemma B.1, all valid leaders in round r−2k (k ∈
N+) can be learned, and hence all vertices in round r−2k (k∈
N+) are decided to a univalent status.

Theorem B.5 (Termination). In networks with random mes-
sage delays, in expectation, Chitu decides each vertex to a
univalent status within less than 5 rounds in the DAG.

Proof. Let vl be the leader vertex in round r selected through
random coins. Since message delays are distributed uniformly,
each vertex in round r + 1 connects to at least 2 f + 1 ver-
tices in round r independently of other vertices in round
r + 1. Therefore, the probability that each vertex in round
r + 1 observes vl is at least 2 f+1

3 f+1 > 2
3 . Considering vl is

valid if it is observed by at least f + 1 vertices in round
r + 1, the probability that an selected leader can be valid
is at least ∑

2 f+1
k= f+1

(2 f+1
k

)( 2
3

)k ( 1
3

)2 f+1−k
. Since this probabil-

ity increases as f grows, we can compute that the minimum
probability is 12

27 +
8
27 = 0.74 when f = 1. Thus, in expecta-

tion, an selected leader is valid every 1
0.74 = 1.35 selections,

i.e. 1.35× 2 = 2.7 rounds, at most. Then, by Lemma B.8
each vertex in odd (even) rounds can be decided by the
nearest subsequent valid leader in odd (even) rounds. In
expectation, each vertex is decided by a valid leader after
1×1+0.35×1.35

1.35 × 2 = 2.18 rounds. Combining the above re-
sults, in expectation, Chitu decides each vertex to a univa-
lent status within 2.7+2.18 = 4.88≈ 5 rounds (or less when
f > 1) in the DAG. Moreover, if the fast path is achieved, each
vertex is decided every 2 rounds in the DAG, which reduces
the expectation of rounds to decide each vertex further.

Theorem B.6 (Validity). In each round, at least one vertex
proposed by a correct node is decided 1-valent.

Proof. By Lemma B.6, for each round, at least one vertex
from a correct node can be strongly observed by the subse-
quent valid leader and decided 1-valent. Therefore, the adver-
sary can not fully occupy the 1-valent vertices. Chitu satisfies
validity.
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