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) Limitations of Existing Approaches

« AMD SEV official live migration
solution takes 1986x slower?
— Traditional VM -- 1.02s
— Confidential VM -- 2,025.67s

« Testbed Configuration

— An AMD platform with 128 cores
— VMs with a vCPU & 2GB DRAM

— SRC & DST VM run on the same
machine to minimize the impact
of unstable networks
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) Limitations of Existing Approaches

« The trusted firmware runs on the

« AMD SEV official live migration AMD-SP
solution takes 1986x slower?

— Traditional VM -- 1.02s

Time Consumption (s

— Confidential VM -- 2,025.67s
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) Goals

Flexibility Security
_ Enable cloud vendors and — Uphold the security of current
CVMs

tenants to customize and
update the maintenance
modules

— Maintain the clear security
boundary between the guest

— Updates without having to and host

suspend/migration VMs or
reboot the machine

Efficiency

— Mitigate the performance
limitations caused by factors
such as guest workloads &
AMD-SPs

— Compatible with all major
CVM platforms without
hardware modifications
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) New Solution

« Performance degradation due to CVM
resource contention with the guest _
Maintenance
workload -

— 3x slowdown in resource reclamation
scenarios

« No fault tolerance
— Several operations require to work
correctly even when the guest OS fails Host

Disaster recovery, monitoring
« A new mechanism capable
of providing the host with
the semantics of:

Host invocation of targeted maintenance operations

with SEPARATE and PROTECTED resources.
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Extend the semantics of VCPU scheduling into the semantics of

host invocations of maintenance procedures
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) Confidential Procedure Calls

Add extra vCPUs to the CVMs

hvCPUs: vCPUs for the host

hvCPUs do not participate in the
standard host kernel scheduling

hvCPUs are bound with
maintenance modules

Host OS awakens the hvCPU
thread according to the
maintenance scenarios

Guest OS runs on normal vCPUs

gvCPUs: vCPUs for the guest
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) CPC State Machine

« A state machine driven by both the
in-host control plane and the in-
guest data plane

— The procedure works when the host
OS awakens its hvCPU thread

— Authorization tokens to prevent
overcalls

— Infinite loop, can be called multiple
times

Data Plane —» Control Plane ===---- >
CVM H
ost
CPC
Guest 08 Core Yield ||| L| crc
Tasks Termination Monitor
) ] Y
Auth Token State
Token | T Validation Reset |1 Sched.
| I -

« Maintain the clear security boundary between the guest and host

« Reuse current mature mechanisms and simple interfaces




) Performance of CPC-Snapshot

« (CPC-Snapshot via simple SW: « CPC-Snapshot with AESNI:
— 1-VM: 34% faster — 1-VM: 341x faster
— 8-VM: 12x faster, more VMs, more — 8-VM: 2849x faster, more VMs, more
improvement improvement
— Good scalability — Still excellent scalability
AMD-SP == CPC-MEE =3 CPC-MEE-AESNI =3
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) Tougher threat models than CVMs

Part of maintenance modules should
work correctly even when the guest
OS errors

— E.g., disaster recovery, data backup,
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) Tougher threat models than CVMs

Part of maintenance modules should
work correctly even when the guest
OS errors

— Vulnerable, crash-prone, insecure
Current CPC cannot survive
tampering with a faulty guest OS

— Resulting in damage to the CPCs,
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) Virtual Machine Privilege Level

AMD VMPL provides intra-CVM
isolation
— Guest OS on VMPL1-3 (Low privilege)
— Critical CPCs on VMPLO (High
privilege)
— Guest OS cannot access the memory
and states of VMPLO

Microsoft Hecate[CCS22] use VMPL
to protect security services

— E.g., firewall

|
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) Virtual Machine Privilege Level

AMD VMPL provides intra-CVM CVM : CPC
isolation

Errored/ L4 Critical CPCs

privilege

— Guest OS on VMPL1-3 (Low

“Other new confidential VM technologies such as
Intel TDX and ARM Realm lack a VMPL-like isolation
inside their confidential VMs.” — Hecate [CCS’22]

l . 1
Scheduler ! !t

— E.g., firewall
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) Only for AMD?
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) A Little Hope...
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) A Little Hope...

« AMD has VMPL
— But the S2PTs are controlled by the untrusted host

« Intel TDX. ARM CCA, RISC-V CoVE has no VMPL

— But the S2PTs of CVM private memory are controlled by trusted
components
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) Confidential Page Table Isolation

CPCs with CPTI > SeCPCs (Secure CPC)

Isolated S2PTs only for the
hvCPUs with SeCPCs are
created by the trusted
firmware

— Mapping extra trusted
memory for the SeCPC

— S2PTs of gvCPUs have no
such mappings

Mem. Access —» Access Deny —» SeCPC TCBE. Untrusted Partl:l

GPA Trusted S2PT HPA

Access S1PT

\
—
& INTR. &IVT
> \

/
Access S1PT > —|
m—

—>
& INTR. &IVT .

SeCPC will further build its trusted S1PT and IVT in the trusted memory
— On-demand TLB flush by FW & hvCPU register isolation



) Security Analysis (on ARM CCA)
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« Compacting firmware CVM | CPC .
ontro!-flow
— Two simple maintenance modules (snapshot Guest OSfIN ,,p allooning _fransiton
and security logging) will cause 7.23x more e h CPTI Data AcGess
e L . '
modifications on the firmware oader E! SnapTl —_—

oading

« Gu
_ Maintain the clear security boundary

# Reuse current mature mechanisms and interfaces

(N yam !
wa || =

Domain

— Only equip the CPCs that are really needed

Host CPC Monitor

« Host security:

— Few modifications in KVM, most of the modifications
are in QEMU & KVMTOOL in the user space
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) Performance Evaluation (on AMD SEV)
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) Performance Evaluation (on AMD SEV)
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) Performance Evaluation (on AMD SEV)
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) Migration Evaluation
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) Migration Evaluation

4036.33

« CPC-LiveMigration vs. AMD Solution:

— AES-GCM in software (mbedtls),
55.90x faster

— With AESNI, 69.47x faster

— Upper bound of current
CVM architecture?
+ AES-GCM - memcpy
16.41s, 123.44x faster

2025.67

— More instances, more improvements 1-VM 2-VM
« Further acceleration:

— Multi-threading (multifd)

36.24 29.16 16.41 36.51 29.32 16.66

e — e

— POSt-COpy AMD CPC Aesni Memcpy AMD CPC Aesni Memcpy
Current AMD-SP cannot support, but CPCs can




) Conclusion

Confidential Procedure Calls

— Extend the semantics of vCPU scheduling
into the semantics of host invocations of
maintenance procedures

A more flexible, secure, and efficient
CVM maintenance solution

— Enable customized maintenance modules

defined by the cloud tenants and vendors

— Maintain clear security boundary and reuse
mature mechanisms

— Achieve significant performance
improvements

Compatible with all current CVM platforms
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CPC: Flexible, Secure, and Efficient CVM Maintenance

with Confidential Procedure Calls
Jiahao Chen, Zeyu Mi, Yubin Xia, Haibing Guan, Haibo Chen (

e Canguaton Wy o oo pany| C O Virtual Machine (CVM)) | Inflexibility: wsw | g .
o platforms protect cloud tenants’ VM ||complicated updates or u Ll
=] instances in TEEs isolated from the | |the hardware/firmware. 8
myical hOst. (E.g, AMD SEV, Intel TDX, | [Poor Security: Inflated Bl ™
™ ARM CCA, and RISC-V CoVE) firmware’s code base ¢ i ot
Attestation: Booted images can be |[and complicated host-F i i & i 420 e
[ | verified by the cloud tenant. guest interactions. byl ey

The host directly accesses the Failed! CVMs block int- (Live) Migration host invocations of CVM

However, CVMs pose si

Maintenance: Achilles Heel of CVMs Limitations of Current Solutions
2

State Protection: Guest register states | [Low Performance: 1) 1986x overhead from the FW/HW.
are not directly accessible by the host. | [2) Interference from guests (3% overhead on resource reclamation).
Memory Protection: Stage-3 memory
ownership management prevents host
access to guest private memory.

hall to VM

Key Idea & Architecture Overview
Key Idea: Extending the oM cpC =T
semantic of host scheduling [[ Guestos ool T 1) | | o

ional VIV cvm

Ll realize these services.

The tenant

host-guest semantic gap and ware provided by the M

work in conjunction with the host.
host software stack.

of vCPUs to the semantic of

[ Use Case

= ot Accss
[ [ Traditionalvm | _cm |  UseCase | —_—
0 Lowsing
maintenance procedure: —_—
accesses to the guest. |Disaster Recovery Schedule® , uest Domain
installs host’s Failed! Guests deny the Logging ==='%4 cvmvepus —
agents in VMs that bridge the untrusted agent soft- Security Scanning. [fstiseme Host Domain
lonitoring
Backup
stack. Resource Reclamation P

FW & VM Shim

The core maintenance logic of a CPC is designed as a state machine driven by both the in-
host control plane and the in-guest data plane.
+ CPCs maintain a clear security boundary between the host and guest, ensuring no security

[[Mem. Access —=ccess Deny —_secPc ToB[ _Untrusted Partl

S2PT/ VMPLO HPA

+ S2PT Isolation: Separate stage-2 page tables are established by the trusted firmware for the
hvCPUs where SeCPCs reside.

* SIPT Isolation & IVT Isolation: Secure stage-1 page tables and interrupt vector tables
(IVTs) with secure handlers are established in the isolated memory, which ensures the stable
execution of SeCPC’s code.

degradation on the CVM.
* The host can precisely invoke the desired maintenance tasks through the semantics
bridged by CPCs.
SeCPCs (Secure CPCs) with CPTI can protect security-critical modules even when the guest
0S is compromised.
The key observation is that: Although Intel TDX, ARM CCA, and RISC-V CoVE do not
have the AMD VMPL feature, they have trusted S2PTs for CVM private memory!

2) Reuse current mature mechanisms and simpl.

[
Security Analysis on ARM CCA Compacting Infrastructure Domain: Modifications on the RMM of ARM l a O S S m al ‘ O m
F ) CCA for CPTI support is 7.23x less than supporting CPC-Snapshot and CPC- [ ]

Why we like SGX? " A clear security boundary, only remember
“The outside is bad, the inside is good.”
Why we want CVM? =

Why we love CP
1) Maintain the clear security boundary

SGX has complicated interfaces and
host-guest interaction (syscalls) to the host kernel. So we want| 3) Defending compromised CPCs by CPTI
CVM with simple interfaces and interaction (VM exits). 4) Equipping only the needed CPCs

SecureLog in it.
Guest Security: 1) Tiny code base of CPCs (compared with the guest Linux)
2) Timely patches and upgrades

Few modifications on the host Linux/KVM, only forwarding the
CPC-related hypercalls to the user-level VMM and providing additional memory
nterfaces ! to the RMM for CPTIL. Most modifications are in QEMU/KVMTOOL.
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CPC-Ballooning: 3.05x faster than the baseline, and can be 5% or more;
when cloud vendors overcommit vCPUs.

CPC-LiveMigration: 69.47x faster than
the AMD-SP solution, and can be 137.66%
Vanitla or more when CVM instances increase.
° imew’ *  No significant performance degradation on
the guest workloads was observed (<9%).
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) Different Meaning for Different CVMs

You have no

HE e ln enle it
Your AMD-SP is too " 5 VMPL-like isolation!
slow! g

1?72 @
o'o'e RISC-/

Cloud Provider & Tenants



) Different CVMs, One Answer

At your service! We are

all good at maintenance
with CPC!

onfidential
rocedure alls

Cloud Provider & Tenants




) Optimization

Optimization 1: Following the
philosophy of separating the control
plane from the data plane.

Optimization 2: Reusing generic
operators in multiple scenarios.

Optimization 3: Open sourcing for
public validation.

Optimization 4: Distinction between
CPC and SeCPC scenarios.

Table 2: Description of generic maintenance operators.

Name Description
Memory Encryption | Encrypt and extract the private data
Extraction (MEE) | from the target GPA to the host domain.
State Encryption Encrypt and extract the private states
Extraction (SEE) from the target vCPU to the host domain.
Memory Decryption | Insert and decrypt the private data to the
Insertion (MDI) target GPA in CVM.
State Decryption Insert and decrypt the private states to the
Insertion (SDI) target vCPU in CVM.




) Resource Isolation

CPCs offer isolated CPU resources for maintenance modules, and SeCPCs can additionally
provide memory isolation. However, in certain scenarios, maintenance modules may need
to leverage the internal data structure and semantics of the guest OS. Consequently, they
cannot be completely isolated from the guest workloads, as shown in Memory Reclamation
test on the left. In the migration test, this isolation is complete.
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Performance Evaluation

— Without AESNI? 55.90x
faster

— With AESNI? 69.47x faster,
still gap from traditional
VMs

Overhead mainly from GCM,
not AES

— 2-CVM? Double the
improvement
« AMD-SP is shared out

A~~~

N

Live Migration Total Time (s

CPC-LiveMigration vs. AMD solution:

4200 Tt 4503633 Basellne - B
3800 | _ —
3400 b Vanilla 23
3000 CPC = .
2600 [ CPC-aesni 3 -
2200 - 2,025.67 - CPC_memcpy o
1800 B s aUat B
50 R Sag sy M\ Jleg B 1
36247916 36.5159 .30
25 o H6.41 16.66
1.02 1.02
0
Single Double

— Upper Bound if CVM: memcpy can achieve 123.44 faster even with 1-CVM migration

« Assume that we can develop a hardware that makes AES & GCM as fast as a simple memcpy

— Future work: Multi-threading (multifd), Async/Pipeline, Post-copy (AMD-SP cannot

support this, but CPC can)



) Confidential Abort Protocol

The basic idea is that dishonest tenants only hurt themselves.

For a CPC-Reclamation, the host only needs to set a throughput threshold based on the
economic value of the reclaimed resources. When the CPC cannot provide a sufficient
amount of reclaimed resources, the host assumes that the free resources in the guest are
depleted and stops CPCReclamation. A dishonest guest cannot excessively divert resources
from the hvCPU to avoid reclaiming below the threshold. On the other hand, if it
deceptively commits unrecoverable resources to the host to boost throughput, it will error
out due to those resources being taken without any damage to the host.

In the case of CPC-Migration, the host can set a migration time limit. Specifically, since the
migration time is proportional to the size of the guest memory, the host can accurately
estimate the reasonable CPU time that CPC-Migration should occupy. When the time limit
expires, the host just deschedules the CPC-Migration. A dishonest guest that over-
appropriates hvCPU resources will cause the migration to not complete, resulting in errors
in its destination instance.



) Performance Evaluation (on AMD SEV)
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